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#### Abstract

Let $w(z)$ be an arbitrary transcendental solution of the fourth (respectively, second) Painlevé equation. Concerning the frequency of poles in $|z| \leqslant r$, it is shown that $n(r, w) \gg r^{2}$ (respectively, $n(r, w) \gg r^{3 / 2}$ ), from which the growth estimate $T(r, w) \gg r^{2}$ (respectively, $T(r, w) \gg r^{3 / 2}$ ) immediately follows.
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## 1. Introduction

For a meromorphic function $f(z)$ in $\mathbb{C}$, denote by $n(r, f)$ the number of poles of $f(z)$ in $|z| \leqslant r$, each counted according to its multiplicity, and put

$$
\begin{aligned}
& m(r, f):=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|f\left(r \mathrm{e}^{\mathrm{i} \phi}\right)\right| \mathrm{d} \phi, \quad \log ^{+} x:=\max \{\log x, 0\}, \\
& N(r, f):=\int_{0}^{r}(n(\rho, f)-n(0, f)) \frac{\mathrm{d} \rho}{\rho}+n(0, f) \log r .
\end{aligned}
$$

The growth of $f(z)$ is measured by the characteristic function $T(r, f):=m(r, f)+$ $N(r, f)$ or the order $\varrho(f):=\lim \sup _{r \rightarrow \infty}(\log T(r, f) / \log r)$ (for basic facts of the value distribution theory, see, for example, [5] and [9]).

All the solutions of the Painlevé equations

$$
\begin{align*}
w^{\prime \prime} & =6 w^{2}+z  \tag{I}\\
w^{\prime \prime} & =2 w^{3}+z w+\alpha  \tag{II}\\
w^{\prime \prime} & =\frac{\left(w^{\prime}\right)^{2}}{2 w}+(3 / 2) w^{3}+4 z w^{2}+2\left(z^{2}-\alpha\right) w+\frac{\beta}{w} \tag{IV}
\end{align*}
$$

(where a prime denotes differentiation with respect to $z$, and $\alpha, \beta \in \mathbb{C}$ ) are meromorphic in the whole complex plane (see $[\mathbf{6}, \mathbf{1 1}, \mathbf{1 4}, \mathbf{1 5}, \mathbf{1 9}]$; see also [4]). It is an interesting and
basic problem to estimate the growth of these solutions. For each solution $w(z)$ of (I), (II) and (IV), the growth is evaluated as $T(r, w) \ll r^{5 / 2}, T(r, w) \ll r^{3}$ and $T(r, w) \ll$ $r^{4}$, respectively (see [12, 16]; see also [4]). (We write $\chi(r) \ll \psi(r)$ or $\psi(r) \gg \chi(r)$ if $\chi(r)=O(\psi(r))$ as $r \rightarrow \infty$, and $\chi(r) \asymp \psi(r)$ if $\chi(r) \ll \psi(r) \ll \chi(r)$.) On the other hand, for the first Painleve transcendents, i.e. the solutions of (I), the lower estimate $\varrho(w) \geqslant 5 / 2$ was given by [10], and more precise results on $T(r, w)$ have been obtained recently (see $[\mathbf{1 3}, \mathbf{1 7}]$ ). Furthermore, the author $[\mathbf{1 3}]$ proved that, under the condition $2 \alpha \in \mathbb{Z}$, every transcendental solution of (II) satisfies $\varrho(w) \geqslant 3 / 2$, and Steinmetz [17] obtained the following results.
(1) For most classes of transcendental solutions of (II), $\varrho(w) \geqslant 3 / 2$.
(2) For several classes of transcendental solutions of (IV), $\varrho(w) \geqslant 2$.

The purpose of this paper is to give an improvement on these results for (II) and (IV), which is stated as follows.

Theorem 1.1. Let $w(z)$ be an arbitrary transcendental solution of (IV) (respectively, (II)). Then, we have $n(r, w) \gg r^{2}$ (respectively, $n(r, w) \gg r^{3 / 2}$ ).

Remark 1.2. This theorem implies that every transcendental solution of (IV) (respectively, (II)) satisfies $T(r, w) \gg r^{2}$ (respectively, $T(r, w) \gg r^{3 / 2}$ ).

Remark 1.3. For special values of $(\alpha, \beta)$ (respectively, $\alpha$ ), equation (IV) (respectively, (II)) admits a one-parameter family of solutions such that $T(r, w) \asymp r^{2}$ (respectively, $T(r, w) \asymp r^{3 / 2}$ ) (see, for example, $[\mathbf{4}, \S \S 21,25]$ ).

In the proof, we employ a method different from those of $[\mathbf{1 3}]$ and $[\mathbf{1 7}]$. The basic idea is, roughly speaking, to combine properties of $w(z)$ near each pole with asymptotics of Boutroux type $[\mathbf{1}, \mathbf{2}, \mathbf{8}]$; consequently, we get a chain of poles, from which our result immediately follows. Several necessary lemmas are reviewed or proved in §2. Among them, Lemmas 2.3 and 2.4 are ones concerning a kind of uniformity of a family of elliptic functions, which are essential in constructing a chain of poles. Other lemmas are mainly concerned with the behaviour of $w(z)$ of (IV) around each pole. In $\S 3$, we prove Theorem 1.1 for (IV). To do so, we treat another version of (IV) due to Boutroux [1,2], whose solution $v(t)$ corresponding to $w(z)$ is asymptotic to an elliptic function in a suitable domain. Using this fact, we find a pair of poles of $v(t)$ that generates a chain of poles of $w(z)$. In the final section, we give an outline of the proof for (II), which is very similar to that for (IV).

Quite recently, after the submission of the original version of this paper, the author was informed that other approaches to our problem are also possible: the same result as above can be obtained through the rescaling method [18]; and the inequalities $\varrho(w) \geqslant 3 / 2$ (for (II)) and $\varrho(w) \geqslant 2$ (for (IV)) are derived by using certain estimates for logarithmic derivatives [7].

## 2. Lemmas

### 2.1. Regular perturbation

Denote by $B(r) \subset \mathbb{C}$ the disc defined by $|z|<r$. Let $F(x, u, \tilde{u}, \varepsilon)$ be a function analytic for $(x, u, \tilde{u}, \varepsilon) \in B\left(\xi_{0}\right) \times(\mathbb{C} \backslash\{0\}) \times \mathbb{C} \times B\left(\xi_{1}\right)$, where $\xi_{0}$ and $\xi_{1}$ are positive numbers. Consider a differential equation of the form

$$
\begin{equation*}
\ddot{u}=F(x, u, \dot{u}, \varepsilon) \tag{2.1}
\end{equation*}
$$

(where the superposed dot denotes differentiation with respect to $x$ ). The following lemma is easily derived from a well-known fact on regular perturbation of differential equations (see, for example, [3, Chapter 1, Theorem 8.3]).
Lemma 2.1. Let $L, R_{0, \pm}\left(R_{0,-}<R_{0,+}\right)$ and $R_{1}$ be given positive numbers. Let $\gamma$ be an arbitrary curve starting from $x=0$ with the properties
(i) $\gamma \subset B\left(\xi_{0}\right)$;
(ii) the length of $\gamma$ does not exceed $L$.

Suppose that (2.1) with $\varepsilon=0$ admits a solution $\varphi_{0}(x)$ satisfying $\varphi_{0}(\gamma) \subset B\left(R_{0,+}\right) \backslash$ $B\left(R_{0,-}\right)$ and $\dot{\varphi}_{0}(\gamma) \subset B\left(R_{1}\right)$. Let $\varphi(\varepsilon, x)$ be the solution of (2.1) with the initial condition $\varphi(\varepsilon, 0)=\varphi_{0}(0), \dot{\varphi}(\varepsilon, 0)=\dot{\varphi}_{0}(0)$. Then, for any $\eta>0$, there exists a positive number $\varepsilon_{0}=\varepsilon_{0}\left(L, R_{0, \pm}, R_{1}, \eta\right)$ independent of $\gamma$ such that

$$
\begin{equation*}
\sup _{x \in \gamma,|\varepsilon| \leqslant \varepsilon_{0}}\left|\varphi(\varepsilon, x)-\varphi_{0}(x)\right| \leqslant \eta . \tag{2.2}
\end{equation*}
$$

Remark 2.2. In the case where $F(x, u, \tilde{u}, \varepsilon)$ is analytic for $(x, u, \tilde{u}, \varepsilon) \in B\left(\xi_{0}\right) \times \mathbb{C} \times$ $\mathbb{C} \times B\left(\xi_{1}\right)$, supposing $\varphi_{0}(\gamma) \subset B\left(R_{0}\right)$ and $\dot{\varphi}_{0}(\gamma) \subset B\left(R_{1}\right)$, we have the same conclusion as above.

### 2.2. A certain family of elliptic functions

Consider a family of equations

$$
\begin{equation*}
\dot{u}^{2}=P(\kappa, u):=u^{4}+4 u^{3}+4 u^{2}+\kappa u, \quad \kappa \in \mathbb{C} . \tag{2.3}
\end{equation*}
$$

Let $u=\varpi(\kappa, x)$ be an elliptic (or degenerate elliptic) function satisfying (2.3), and let $J(>1)$ be a large positive number. Naturally, $\varpi(\kappa, x)$ is not a constant function. Then we have the following lemma.

Lemma 2.3. For each $q \in \mathbb{Z}$, and for each $\kappa,|\kappa| \leqslant J$, the function $\varpi(\kappa, x)$ admits a period $\omega(\kappa)$ satisfying $c^{-} \leqslant|\omega(\kappa)| \leqslant c^{+}$and $|\arg \omega(\kappa)-(2 q-1) \pi / 4|<\pi / 4+\pi / 200$, where $c^{ \pm}=c^{ \pm}(J)$ are some positive numbers independent of $\kappa$ and $q$.
Lemma 2.4. Suppose that $|\kappa| \leqslant J$, and that $\zeta_{0}=\varpi(\kappa, 0),\left|\zeta_{0}\right|>10$. Then there exists a curve $\Gamma_{\kappa}\left(\zeta_{0}\right)$ joining 0 to $\omega(\kappa)$ with the following properties.
(i) The length of $\Gamma_{\kappa}\left(\zeta_{0}\right)$ does not exceed $L\left(J,\left|\zeta_{0}\right|\right)$, where $L\left(J,\left|\zeta_{0}\right|\right)$ is some positive number independent of $\kappa$.
(ii) $\Lambda_{-}(J)<|\varpi(\kappa, x)|<\Lambda_{+}\left(J,\left|\zeta_{0}\right|\right)$ along $\Gamma_{\kappa}\left(\zeta_{0}\right)$, where $\Lambda_{-}(J)$ and $\Lambda_{+}\left(J,\left|\zeta_{0}\right|\right)$ are some positive numbers independent of $\kappa$.

To prove these lemmas, we examine the Riemann surface $\mathfrak{R}_{\kappa}$ of $\sqrt{P(\kappa, u)}$ and its cycles, especially in the generic case. It is easy to see that $P(\kappa, u)$ admits multiple zeros if and only if $\kappa=0$ or $\kappa=32 / 27$; then

$$
P(0, u)=u^{2}(u+2)^{2}, \quad P(32 / 27, u)=u(u+2 / 3)^{2}(u+8 / 3)
$$

We may regard $\kappa$ as a point in the set

$$
E_{J}:=\left\{\kappa \in \mathcal{R}_{0}| | \kappa|\leqslant J,|\arg \kappa-\pi| \leqslant \pi\},\right.
$$

where $\mathcal{R}_{0}$ denotes the universal covering of $\mathbb{C} \backslash\{0\}$.
(A) Generic case. At first we suppose that

$$
\begin{equation*}
\kappa \in E^{(\mu)}:=\left\{\kappa \in \mathcal{R}_{0}| | \kappa|\geqslant \mu,|\kappa-32 / 27| \geqslant \mu,|\arg \kappa-\pi| \leqslant \pi\}\right. \tag{2.4}
\end{equation*}
$$

where $\mu=\mu(J)$ is a small positive number which will be fixed later. Then all the zeros of $P(\kappa, u)$ are distinct, and $\varpi(\kappa, x)$ is doubly periodic. The distinct zeros are given by $u=0, u_{j}(\kappa)(j=0,1,2)$, where
(i) the $u_{j}(\kappa)$ are continuous for $\kappa \in E^{(\mu)}$; and
(ii) $u_{j}(\kappa)=(-\kappa)^{1 / 3} \mathrm{e}^{2 j \pi \mathrm{i} / 3}(1+o(1))$ as $|\kappa| \rightarrow \infty$.

To define the Riemann surface and its cycles, suppose, at first, that $-\kappa>0$, and that $|\kappa|$ is large. Let $X_{\kappa}^{l}(l=1,2)$ be two copies of $P^{1}(\mathbb{C}) \backslash\left(\Sigma_{0} \cup \Sigma_{1}\right)\left(P^{1}(\mathbb{C}):=\mathbb{C} \cup\{\infty\}\right)$ cut along the segments $\Sigma_{0}:=\left[0, u_{0}(\kappa)\right], \Sigma_{1}:=\left[u_{1}(\kappa), u_{2}(\kappa)\right]$; and denote by $\Sigma_{0}^{l,-}, \Sigma_{0}^{l,+}$ (respectively, $\Sigma_{1}^{l,-}, \Sigma_{1}^{l,+}$ ) the lower and the upper (respectively, the left and the right) edges of the cut along $\Sigma_{0}$ (respectively, $\Sigma_{1}$ ) in each $X_{\kappa}^{l}$. Gluing $\Sigma_{0}^{1, \pm}$ to $\Sigma_{0}^{2, \mp}$, and $\Sigma_{1}^{1, \pm}$ to $\Sigma_{1}^{2, \mp}$, we get, from $X_{\kappa}^{l}(l=1,2)$, the Riemann surface $\mathfrak{R}_{\kappa}$ of $\sqrt{P(\kappa, u)}$. Then, define its cycles $\gamma_{\kappa}^{1}$ and $\gamma_{\kappa}^{2}$ in the standard way.
(i) $\gamma_{\kappa}^{1}$ is a loop lying in $X_{\kappa}^{1}$, surrounding the cut $\Sigma_{0}^{1, \pm}$ in the positive sense, and not surrounding the other one $\Sigma_{1}^{1, \pm}$.
(ii) $\gamma_{\kappa}^{2}$ is a loop lying in $X_{\kappa}^{1} \cup X_{\kappa}^{2}$ such that
(a) $\gamma_{\kappa}^{2}$ surrounds the branch points 0 and $u_{1}(\kappa)$ in the positive sense, and
(b) $\gamma_{\kappa}^{2}=\gamma_{\kappa}^{2,1} \cup \gamma_{\kappa}^{2,2}$, where $\gamma_{\kappa}^{2,1}$ is a curve in $X_{\kappa}^{1}$ joining $u_{0}(\kappa) / 2 \in \Sigma_{0}^{1,+}$ to $\left(u_{1}(\kappa)+u_{2}(\kappa)\right) / 2 \in \Sigma_{1}^{1,-}$, and $\gamma_{\kappa}^{2,2}$ is a curve in $X_{\kappa}^{2}$ joining $\left(u_{1}(\kappa)+u_{2}(\kappa)\right) / 2 \in$ $\Sigma_{1}^{2,+}$ to $u_{0}(\kappa) / 2 \in \Sigma_{0}^{2,-}$.

Furthermore, for every $\kappa \in E_{J}^{(\mu)}:=E_{J} \cap E^{(\mu)}$, we can choose the Riemann surface $\mathfrak{R}_{\kappa}$ with its cycles $\gamma_{\kappa}^{1}, \gamma_{\kappa}^{2}$ in such a way that $\mathfrak{R}_{\kappa}, \gamma_{\kappa}^{1}$ and $\gamma_{\kappa}^{2}$ are consequences of continuous deformation (with respect to $\kappa$ ) of those for special values of $\kappa$ defined above. Then $\varpi(\kappa, x)$ admits the periods

$$
\begin{equation*}
\omega_{1}(\kappa):=\int_{\gamma_{\kappa}^{1}} \frac{\mathrm{~d} u}{\sqrt{P(\kappa, u)}}, \quad \omega_{2}(\kappa):=\int_{\gamma_{\kappa}^{2}} \frac{\mathrm{~d} u}{\sqrt{P(\kappa, u)}} \tag{2.5}
\end{equation*}
$$

which are continuous for $\kappa \in E_{J}^{(\mu)}$, and satisfy $\operatorname{Im}\left(\omega_{2}(\kappa) / \omega_{1}(\kappa)\right) \neq 0$.
(B) Degenerate and almost degenerate cases. If $\kappa=0$ (respectively, $\kappa=32 / 27$ ), then $\varpi(\kappa, x)$ is simply periodic, and admits the period

$$
\begin{equation*}
\omega(0)=2 \pi \mathrm{i} \operatorname{Res}(0)=\pi \mathrm{i} \quad(\text { respectively }, \omega(32 / 27)=2 \pi \mathrm{i} \operatorname{Res}(-2 / 3)=\sqrt{3} \pi) \tag{2.6}
\end{equation*}
$$

where $\operatorname{Res}\left(u_{0}\right)$ denotes the residue of $1 / \sqrt{P(\kappa, u)}$ at the pole $u=u_{0}$. Now choose the positive number $\mu=\mu(J)$ in (2.4) so small that, for every $\kappa \in E_{J}$ satisfying $|\kappa|<\mu$ (respectively, $|\kappa-32 / 27|<\mu$ ), all zeros of $P(\kappa, u)$ remain in either of the discs $|u|<1 / 10$, $|u+2|<1 / 10$ (respectively, $|u|<1 / 10,|u+2 / 3|<1 / 10,|u+8 / 3|<1 / 10$ ), and that, for $\kappa$ with the same condition, a period of $\varpi(\kappa, x)$ given by

$$
\begin{equation*}
\omega(\kappa):=\int_{|u|=1} \frac{\mathrm{~d} u}{\sqrt{P(\kappa, u)}} \quad\left(\text { respectively }, \omega(\kappa):=\int_{|u+2 / 3|=1 / 3} \frac{\mathrm{~d} u}{\sqrt{P(\kappa, u)}}\right) \tag{2.7}
\end{equation*}
$$

satisfies $|\omega(\kappa)-\omega(0)|<1 / 100$ (respectively, $|\omega(\kappa)-\omega(32 / 27)|<1 / 100)$.
Proof of Lemma 2.3. We prove this lemma for $q=1$; the other cases are treated similarly. For $\kappa \in E_{J}$ satisfying $|\kappa|<\mu$ or $|\kappa-32 / 27|<\mu$, the period given by (2.6) and (2.7) satisfies $\pi / 2<|\omega(\kappa)|<2 \pi$, $|\arg \omega(\kappa)-\pi / 4|<\pi / 4+\pi / 200$. Next suppose that $\kappa \in E_{J}^{(\mu)}=E_{J} \cap E^{(\mu)}$. Since $E_{J}^{(\mu)}$ is compact and simply connected, the periods given by (2.5) have the following properties:

$$
\begin{aligned}
M_{J}^{-} & :=\inf _{\kappa \in E_{J}^{(\mu)}} \min \left\{\left|\omega_{1}(\kappa)\right|,\left|\omega_{2}(\kappa)\right|\right\}>0, \\
M_{J}^{+} & :=\sup _{\kappa \in E_{J}^{(\mu)}} \max \left\{\left|\omega_{1}(\kappa)\right|,\left|\omega_{2}(\kappa)\right|\right\}<+\infty, \\
\eta_{J} & :=\inf _{\kappa \in E_{J}^{(\mu)}}\left|\sin \left(\arg \omega_{2}(\kappa)-\arg \omega_{1}(\kappa)\right)\right|>0 .
\end{aligned}
$$

Consider the set of lattice points $\Omega_{\kappa}=\left\{k_{1} \omega_{1}(\kappa)+k_{2} \omega_{2}(\kappa) \mid\left(k_{1}, k_{2}\right) \in \mathbb{Z}^{2}\right\}$. Since

$$
\Omega_{\kappa}^{J}:=\Omega_{\kappa} \cap\left\{x \mid 0<\operatorname{Re} x<2 M_{J}^{+}, 0<\operatorname{Im} x<2 M_{J}^{+}\right\} \neq \emptyset
$$

we can choose $\omega(\kappa)=k_{1}^{\kappa} \omega_{1}(\kappa)+k_{2}^{\kappa} \omega_{2}(\kappa) \in \Omega_{\kappa}^{J}$ satisfying $|\arg \omega(\kappa)-\pi / 4|<\pi / 4$ and $\eta_{J} M_{J}^{-} \leqslant|\omega(\kappa)| \leqslant 2 \sqrt{2} M_{J}^{+}$. Here $\left|k_{1}^{\kappa}\right|+\left|k_{2}^{\kappa}\right| \leqslant h_{J}:=8 M_{J}^{+} /\left(\eta_{J} M_{J}^{-}\right)$for every $\kappa \in E_{J}^{(\mu)}$; indeed, even if neither of $\pm \omega_{1}(\kappa), \pm \omega_{2}(\kappa)$ is located in $\Omega_{\kappa}^{J}$, the set $\Omega_{\kappa}^{J}$ is contained in the parallelogram with sides $\left[0, \epsilon_{1} h_{J} \omega_{1}(\kappa) / 2\right],\left[0, \epsilon_{2} h_{J} \omega_{2}(\kappa) / 2\right]$ for suitably chosen signs $\epsilon_{1}, \epsilon_{2} \in\{ \pm 1\}$. Therefore, for each $\kappa$ satisfying $|\kappa| \leqslant J, 0 \leqslant \arg \kappa<2 \pi$, there exists a period $\omega(\kappa)$ with the desired property.

Proof of Lemma 2.4. First consider the case where $\kappa \in E_{J},|\kappa|<\mu$. To the circle $|u|=1$, add the segment $\left[1,\left|\zeta_{0}\right|\right]$ (from 1 to $\left|\zeta_{0}\right|$ ), the $\operatorname{arc} u=\left|\zeta_{0}\right| \mathrm{e}^{\mathrm{i} \phi}, 0 \leqslant \phi \leqslant \arg \zeta_{0}<2 \pi$ (from $\left|\zeta_{0}\right|$ to $\zeta_{0}$ ), and their inverses. Then we obtain a new loop $\gamma_{\kappa}\left(\zeta_{0}\right)$ starting from and returning to $u=\zeta_{0}$. The function $y=\varpi(\kappa, x)$ with $\varpi(\kappa, 0)=\zeta_{0}$ satisfies

$$
\begin{equation*}
x=\int_{\gamma_{\kappa}\left(\zeta_{0}\right)(y)} \frac{\mathrm{d} u}{\sqrt{P(\kappa, u)}}, \quad \text { in particular, } \omega(\kappa)=\int_{\gamma_{\kappa}\left(\zeta_{0}\right)} \frac{\mathrm{d} u}{\sqrt{P(\kappa, u)}} \tag{2.8}
\end{equation*}
$$

(cf. (2.7)), where $\gamma_{\kappa}\left(\zeta_{0}\right)(y)$ denotes the part of $\gamma_{\kappa}\left(\zeta_{0}\right)$ from the starting point $\zeta_{0}$ to $y \in \gamma_{\kappa}\left(\zeta_{0}\right)$. Let $\Gamma_{\kappa}\left(\zeta_{0}\right)$ be the image of the loop $\gamma_{\kappa}\left(\zeta_{0}\right)$ under mapping (2.8). Then, $1 \leqslant|\varpi(\kappa, x)| \leqslant\left|\zeta_{0}\right|$ along $\Gamma_{\kappa}\left(\zeta_{0}\right)$, and the length of $\Gamma_{\kappa}\left(\zeta_{0}\right)$ does not exceed

$$
\int_{\gamma_{\kappa}\left(\zeta_{0}\right)} \frac{|\mathrm{d} u|}{|\sqrt{P(\kappa, u)}|} \leqslant(10 / 9)^{2} \int_{\gamma_{\kappa}\left(\zeta_{0}\right)}|\mathrm{d} u|<10\left|\zeta_{0}\right|
$$

because $\left|\zeta_{0}\right|>10$, and because the zeros of $P(\kappa, u)$ remain in the disc $|u|<1 / 10$ or $|u+2|<1 / 10$ if $|\kappa|<\mu$. For $\kappa \in E_{J},|\kappa-32 / 27|<\mu$, we can choose $\Gamma_{\kappa}\left(\zeta_{0}\right)$ with the same properties. Finally, suppose that $\kappa \in E_{J}^{(\mu)}=E_{J} \cap E^{(\mu)}$, and recall the cycles $\gamma_{\kappa}^{\iota}$ $(\iota=1,2)$. Note that

$$
M_{J}^{*}:=\inf _{\kappa \in E_{J}^{(\mu)}} \min \left\{\left|u_{j}(\kappa)\right|,\left|u_{j}(\kappa)-u_{j^{\prime}}(\kappa)\right| \mid 0 \leqslant j \leqslant 2,0 \leqslant j^{\prime} \leqslant 2, j \neq j^{\prime}\right\}>0
$$

and that $\left|u_{j}(\kappa)\right| \leqslant 2 J^{1 / 3}(j=0,1,2)$ for $|\kappa| \leqslant J$, since $J$ is large. Hence, we may suppose that

$$
\begin{equation*}
\Lambda_{-}^{\prime}(J)<|u|<2 J, \quad\left|u-u_{j}(\kappa)\right|>\Lambda_{-}^{\prime}(J) \quad(j=0,1,2) \quad \text { for } u \in \gamma_{\kappa}^{\iota} \tag{2.9}
\end{equation*}
$$

where $\Lambda_{-}^{\prime}(J):=M_{J}^{*} / 4$. Since the length of $\gamma_{\kappa}^{\iota}$ is a continuous function of $\kappa \in E_{J}^{(\mu)}$, it does not exceed some positive number $L^{\prime}(J)$ independent of $\kappa$. Let $\gamma_{\kappa}=k_{1}^{\kappa} \gamma_{\kappa}^{1}+k_{2}^{\kappa} \gamma_{\kappa}^{2}$ be the composite cycle corresponding to the choice of $\omega(\kappa)$, where $\left|k_{1}^{\kappa}\right|+\left|k_{2}^{\kappa}\right| \leqslant h_{J}$ (cf. the proof of Lemma 2.3). The length of $\gamma_{\kappa}$ does not exceed $h_{J} L^{\prime}(J)$. Recall the cut planes $X_{\kappa}^{l}(l=1,2)$. For each $l$, denote by $\zeta_{0}^{(l)} \in X_{\kappa}^{l}$ the point corresponding to $\zeta_{0}$; in the case where $\zeta_{0} \in \Sigma_{0}$ (respectively, $\Sigma_{1}$ ), we regard $\zeta_{0}^{(l)}$ as a point in $\Sigma_{0}^{l,-}$ (respectively, $\Sigma_{1}^{l,-}$ ). For each $\kappa$, let $R_{\kappa}^{l}\left(\zeta_{0}\right) \subset \mathfrak{R}_{\kappa}$ be the ray starting from 0 and passing through $\zeta_{0}^{(l)}$ which is drawn in such a way that, when traversing a cut, the ray transfers to the other plane, and that $R_{\kappa}^{1}\left(\zeta_{0}\right) \cap R_{\kappa}^{2}\left(\zeta_{0}\right) \subset\left\{0, u_{j}(\kappa)(j=0,1,2)\right\}$. Then, either of $R_{\kappa}^{l}\left(\zeta_{0}\right)(l=1,2)$ intersects $\gamma_{\kappa}$. Suppose, for example, that $R_{\kappa}^{1}\left(\zeta_{0}\right) \cap \gamma_{\kappa} \ni \zeta^{\kappa}$, and take the segment $\left[\zeta_{0}, \zeta^{\kappa}\right] \subset R_{\kappa}^{1}\left(\zeta_{0}\right)$ starting from $\zeta_{0}^{(1)}$ and ending at $\zeta^{\kappa} \in \gamma_{\kappa}$. Adding $\left[\zeta_{0}, \zeta^{\kappa}\right]$ and its inverse to $\gamma_{\kappa}$, we obtain a loop $\gamma_{\kappa}\left(\zeta_{0}\right)$. Then, for each $\kappa \in E_{J}^{(\mu)}$, it has the following properties.
(i) $\gamma_{\kappa}\left(\zeta_{0}\right)$ is homotopic to $\gamma_{\kappa}$ in $\mathfrak{R}_{\kappa}$.
(ii) $\gamma_{\kappa}\left(\zeta_{0}\right)$ starts from and returns to $\zeta_{0}^{(1)} \in \mathfrak{R}_{\kappa}$.
(iii) $\Lambda_{-}^{\prime}(J)<|u|<\Lambda_{+}^{\prime}\left(J,\left|\zeta_{0}\right|\right)$ for $u \in \gamma_{\kappa}\left(\zeta_{0}\right)$, where $\Lambda_{+}^{\prime}\left(J,\left|\zeta_{0}\right|\right):=2 J+\left|\zeta_{0}\right|$.

Consider (2.8) corresponding to $\gamma_{\kappa}\left(\zeta_{0}\right)$ of this case, and let $\Gamma_{\kappa}\left(\zeta_{0}\right)$ be the image of $\gamma_{\kappa}\left(\zeta_{0}\right)$ under it. Then, by (iii), we have $\Lambda_{-}^{\prime}(J)<|\varpi(\kappa, x)|<\Lambda_{+}^{\prime}\left(J,\left|\zeta_{0}\right|\right)$ along $\Gamma_{\kappa}\left(\zeta_{0}\right)$. Furthermore, the length of $\Gamma_{\kappa}\left(\zeta_{0}\right)$ does not exceed

$$
\int_{\gamma_{\kappa}\left(\zeta_{0}\right)} \frac{|\mathrm{d} u|}{|\sqrt{P(\kappa, u)}|}=L_{1}+2 L_{2}
$$

where

$$
L_{1}=\int_{\gamma_{\kappa}} \frac{|\mathrm{d} u|}{|\sqrt{P(\kappa, u)}|}, \quad L_{2}=\int_{\left[\zeta_{0}, \zeta^{\kappa}\right]} \frac{|\mathrm{d} u|}{|\sqrt{P(\kappa, u)}|}
$$

By (2.9), we have $L_{1} \leqslant h_{J} L^{\prime}(J) \Lambda_{-}^{\prime}(J)^{-2}$. If $\left[\zeta_{0}, \zeta^{\kappa}\right] \cap\left\{u\left||u| \leqslant \Lambda_{-}^{\prime}(J)\right\}=\emptyset\right.$, and if $\left[\zeta_{0}, \zeta^{\kappa}\right] \cap\left\{u\left|\left|u-u_{j}(\kappa)\right| \leqslant \Lambda_{-}^{\prime}(J)\right\}=\emptyset(j=0,1,2)\right.$, then $L_{2} \leqslant\left|\zeta_{0}-\zeta^{\kappa}\right| \Lambda_{-}^{\prime}(J)^{-2} \leqslant\left(\left|\zeta_{0}\right|+\right.$ $2 J) \Lambda_{-}^{\prime}(J)^{-2}$. To treat the complementary case, suppose, for example, that $Z\left(\zeta_{0}, \kappa\right):=$ $\left[\zeta_{0}, \zeta^{\kappa}\right] \cap\left\{u\left||u| \leqslant \Lambda_{-}^{\prime}(J)\right\} \neq \emptyset\right.$. Observing that $\left|u_{j}(\kappa)\right| \geqslant 4 \Lambda_{-}^{\prime}(J)(j=0,1,2)$, we have

$$
\int_{Z\left(\zeta_{0}, \kappa\right)} \frac{|\mathrm{d} u|}{|\sqrt{P(\kappa, u)}|} \leqslant \frac{2}{\Lambda_{-}^{\prime}(J)^{3 / 2}} \int_{0}^{\Lambda_{-}^{\prime}(J)} \frac{\mathrm{d} \lambda}{\lambda^{1 / 2}}=\frac{4}{\Lambda_{-}^{\prime}(J)}
$$

Hence, $L_{2} \leqslant\left(\left|\zeta_{0}\right|+2 J\right) \Lambda_{-}^{\prime}(J)^{-2}+16 \Lambda_{-}^{\prime}(J)^{-1}$, which completes the proof.

### 2.3. Behaviour of a solution of (IV) near a pole

Let $w(z)$ be an arbitrary transcendental solution of (IV), and denote by

$$
\begin{equation*}
\Psi(z):=\frac{w^{\prime}(z)^{2}}{w(z)}-w(z)^{3}-4 z w(z)^{2}-4\left(z^{2}-\alpha\right) w(z)+\frac{2 \beta}{w(z)} \tag{2.10}
\end{equation*}
$$

the auxiliary function satisfying

$$
\begin{equation*}
\Psi^{\prime}(z)=-4 w(z)^{2}-8 z w(z) \tag{2.11}
\end{equation*}
$$

Take a circle $|z|=r_{0}>10$ on which $w(z) \neq 0,-1, \infty$. Let $K$ be a positive number such that

$$
\begin{equation*}
K>2 r_{0}^{-1} M\left(w ; r_{0}\right)+M\left(\Psi ; r_{0}\right)+10^{4}+4|\alpha|+2|\beta| \tag{2.12}
\end{equation*}
$$

where $M(f ; r)=\max _{|z|=r}|f(z)|$, and put

$$
D_{K}:=\{z| | w(z)|>K| z \mid\}, \quad R(\theta):=\left\{z=r \mathrm{e}^{\mathrm{i} \theta} \mid r \geqslant r_{0}\right\}
$$

Now we recall the following lemma (cf. [12, Proposition 5.3], and see also § 2.4).
Lemma 2.5. Suppose that $a,|a|>r_{0}$, has the following properties:
(i) $|w(a)|=K|a|$; and
(ii) for a sufficiently small positive number $\delta_{a}$,

$$
\left.\begin{array}{l}
R(\arg a) \cap\left\{z\left||a|-\delta_{a}<|z| \leqslant|a|\right\} \subset \mathbb{C} \backslash D_{K}\right.  \tag{2.13}\\
R(\arg a) \cap\left\{z\left||a|<|z|<|a|+\delta_{a}\right\} \subset D_{K}\right.
\end{array}\right\}
$$

and
(iii) $|\Psi(a)| \leqslant 7 K^{2}|a|^{3}$.

Then there exist a pole $\sigma_{a}$ of $w(z)$ and the disc $\Delta\left(\sigma_{a}\right):\left|z-\sigma_{a}\right|<(11 / 10) K^{-1}\left|\sigma_{a}\right|^{-1}$ satisfying
(a) $|a|-1 / 10<\left|\sigma_{a}\right|<|a|+1 / 10$;
(b) $a \in \Delta\left(\sigma_{a}\right)$;
(c) $w(z)$ is analytic in $\Delta\left(\sigma_{a}\right) \backslash\left\{\sigma_{a}\right\}$; and
(d) $|w(z)|<K|z|$ on the circle $\partial \Delta\left(\sigma_{a}\right)$.

By the same argument as in $[\mathbf{1 2}, \S 3.2]$ (see also $\S 2.4$ ), we have the following lemma.
Lemma 2.6. Let $a^{\prime}, a^{\prime \prime} \in R\left(\arg a^{\prime}\right)=R\left(\arg a^{\prime \prime}\right)$ be points satisfying (i)-(iii) above, and let $\left(\sigma_{a^{\prime}}, \Delta\left(\sigma_{a^{\prime}}\right)\right),\left(\sigma_{a^{\prime \prime}}, \Delta\left(\sigma_{a^{\prime \prime}}\right)\right)$ be the corresponding pairs of pole and disc given by Lemma 2.5. Then one of the following cases occurs:
(i) $\Delta\left(\sigma_{a^{\prime}}\right) \cap \Delta\left(\sigma_{a^{\prime \prime}}\right)=\emptyset$; or
(ii) $\Delta\left(\sigma_{a^{\prime}}\right)=\Delta\left(\sigma_{a^{\prime \prime}}\right)$.

From these lemmas, we have the following lemma.
Lemma 2.7. Suppose that $a,|a|>r_{0}$ satisfies (i) and (ii) of Lemma 2.5. Then there exist a point $a_{*} \in R(\arg a),\left|a_{*}\right| \leqslant|a|$, a curve $C_{0}\left(a_{*}\right) \subset\left\{z| | z \mid \geqslant r_{0}\right\}$ and a pole $\sigma_{a_{*}}$ of $w(z)$ with the properties:
(a) $C_{0}\left(a_{*}\right)$ joins a point $z_{a},\left|z_{a}\right|=r_{0}$, to $a_{*}$, and its length does not exceed $\pi\left|a_{*}\right| / 2$;
(b) $|w(z)| \leqslant K|z|$ along $C_{0}\left(a_{*}\right)$, and $\left|w\left(a_{*}\right)\right|=K\left|a_{*}\right|$;
(c) $a, a_{*} \in \Delta\left(\sigma_{a_{*}}\right)$;
(d) $w(z)$ is analytic in $\Delta\left(\sigma_{a_{*}}\right) \backslash\left\{\sigma_{a_{*}}\right\}$; and
(e) $|w(z)|<K|z|$ on the circle $\partial \Delta\left(\sigma_{a_{*}}\right)$.

Proof. Draw the ray $R_{a}=R(\arg a)$. By (2.12), at the starting point $z_{a}=r_{0} \mathrm{e}^{\mathrm{i} \text { arg } a}$, we have the inequalities $\left|w\left(z_{a}\right)\right|<K r_{0} / 2,\left|\Psi\left(z_{a}\right)\right|<K$; and hence $z_{a} \notin D_{K}$. Start from $z_{a}$ and proceed along $R_{a}$. There exists a point $a_{1}$ satisfying (i) and (ii) of Lemma 2.5 (with $a_{1}$ instead of $a$ ) and $\left[z_{a}, a_{1}\right] \subset \mathbb{C} \backslash D_{K}$. Then, by (2.11),

$$
\begin{aligned}
\left|\Psi\left(a_{1}\right)\right| & \leqslant\left|\Psi\left(z_{a}\right)\right|+4 \int_{\left[z_{a}, a_{1}\right]}\left(|w(s)|^{2}+2|s w(s)|\right)|\mathrm{d} s| \\
& \leqslant K+4\left(K^{2}\left|a_{1}\right|^{2}+2 K\left|a_{1}\right|^{2}\right)\left|a_{1}\right| \\
& \leqslant 4 K^{2}\left|a_{1}\right|^{3}\left(1+2 K^{-1}+K^{-1}\left|a_{1}\right|^{-3}\right) \\
& \leqslant 5 K^{2}\left|a_{1}\right|^{3}
\end{aligned}
$$

which implies that (iii) is also fulfilled. By Lemma 2.5, there exist a pole $\sigma_{a_{1}}$ and the disc $\Delta\left(\sigma_{a_{1}}\right) \ni a_{1}$. If $a=a_{1}$ or if $a \in \Delta\left(\sigma_{a_{1}}\right)$, then we get the point $a_{*}=$
$a_{1}$ and the segment $C_{0}\left(a_{*}\right)=\left[z_{a}, a_{*}\right]$ satisfying (a)-(e). If $a \neq a_{1}$, and if $a \notin$ $\Delta\left(\sigma_{a_{1}}\right)$, then we take the shorter arc $C_{1}$ of the circle $\partial \Delta\left(\sigma_{a_{1}}\right)$ from $b_{1}^{-}$to $b_{1}^{+}$, where $b_{1}^{-}, b_{1}^{+} \in \partial \Delta\left(\sigma_{a_{1}}\right) \cap\left(R_{a} \cup[0, a]\right),\left|b_{1}^{-}\right|<\left|b_{1}^{+}\right|$. Replacing the segment $\left[b_{1}^{-}, b_{1}^{+}\right] \subset R_{a}$ by $C_{1}$, we get the path $R_{a}^{(1)}=\left(R_{a} \backslash\left[b_{1}^{-}, b_{1}^{+}\right]\right) \cup C_{1}$. (When $z_{a} \in \Delta\left(\sigma_{a_{1}}\right)$, we put

$$
R_{a}^{(1)}=\left(\left(R_{a} \backslash\left[b_{1}^{-}, b_{1}^{+}\right]\right) \cup C_{1}\right) \cap\left\{z| | z \mid \geqslant r_{0}\right\}
$$

which starts from a point $z_{a}^{\prime},\left|z_{a}^{\prime}\right|=r_{0}$.) Let us restart from $b_{1}^{+}$and proceed along $R_{a}^{(1)}$ until we meet a point $a_{2}$ satisfying (i) and (ii) of Lemma 2.5 (with $a_{2}$ ). Denote by $R_{a}^{(1)}\left[a_{2}\right]$ the part of $R_{a}^{(1)}$ from $z_{a}$ (or $\left.z_{a}^{\prime}\right)$ to $a_{2}$. Then the length of $R_{a}^{(1)}\left[a_{2}\right]$ does not exceed $\pi\left|a_{2}\right| / 2$, and $|w(z)| \leqslant K|z| \leqslant K\left|a_{2}\right|$ on $R_{a}^{(1)}\left[a_{2}\right]$. Hence

$$
\begin{aligned}
\left|\Psi\left(a_{2}\right)\right| & \leqslant\left|\Psi\left(z_{a}\right)\right|+4 \int_{R_{a}^{(1)}\left[a_{2}\right]}\left(|w(s)|^{2}+2|s w(s)|\right)|\mathrm{d} s| \\
& \leqslant K+2\left(K^{2}\left|a_{2}\right|^{2}+2 K\left|a_{2}\right|^{2}\right) \pi\left|a_{2}\right| \\
& \leqslant 2 \pi K^{2}\left|a_{2}\right|^{3}\left(1+2 K^{-1}+K^{-1}\left|a_{2}\right|^{-3}\right) \\
& \leqslant 7 K^{2}\left|a_{2}\right|^{3} .
\end{aligned}
$$

Applying Lemma 2.5, we get a pole $\sigma_{a_{2}}$ and the disc $\Delta\left(\sigma_{a_{2}}\right) \ni a_{2}$. By Lemma 2.6, $\Delta\left(\sigma_{a_{1}}\right) \cap \Delta\left(\sigma_{a_{2}}\right)=\emptyset$. If $a \notin \Delta\left(\sigma_{a_{2}}\right)$, we make the same replacement as that for $\partial \Delta\left(\sigma_{a_{1}}\right)$, and obtain a new path $R_{a}^{(2)}$, which is a modification of $R_{a}^{(1)}$. We repeat this procedure. As far as $\left|a_{j}\right|<|a|$, the area of $\Delta\left(\sigma_{a_{j}}\right)$ is not less than $\pi K^{-2}\left|\sigma_{a_{j}}\right|^{-2} \geqslant \pi K^{-2}(|a|+1)^{-2}$. By this fact and Lemmas 2.5 and 2.6, we arrive at the case of $a=a_{p}$ or of $a \in \Delta\left(\sigma_{a_{p}}\right)$ for some $p$, and get the point $a_{*}=a_{p} \in R_{a}$ and a curve $C_{0}\left(a_{*}\right)$ terminating in $a_{*}$ with length not exceeding $\pi\left|a_{*}\right| / 2$. Clearly, $a_{*}, \sigma_{a_{*}}, C_{0}\left(a_{*}\right)$ and $\Delta\left(\sigma_{a_{*}}\right)$ fulfil (a)-(e).

Lemma 2.8. Suppose that $a,|a|>r_{0}$, satisfies $|w(a)|=K|a|$. Then there exist a pole $\sigma_{a}^{\sharp}$ of $w(z)$ and the disc $\Delta\left(\sigma_{a}^{\sharp}\right)$ such that $a \in \Delta\left(\sigma_{a}^{\sharp}\right)$.

Proof. If (2.13) is fulfilled, then, by Lemma 2.7, the conclusion with $\sigma_{a}^{\sharp}=\sigma_{a_{*}}$ immediately follows. If (2.13) is not fulfilled, then there exist two possibilities:
(1) $R(\arg a) \cap\left\{z\left||a|-\delta_{a}<|z|<|a|\right\} \subset D_{K}\right.$; and
(2) neither (1) nor (2.13) is valid.

Note that $r_{0} \mathrm{e}^{\mathrm{i} \arg a} \in R(\arg a) \backslash\left(D_{K} \cup \partial D_{K}\right)$. In case (1), we can take the segment $\left[a^{\prime}, a\right] \subset R(\arg a), r_{0}<\left|a^{\prime}\right|<|a|$ such that $|w(z)| \geqslant K|z|$ along $\left[a^{\prime}, a\right]$, and such that (2.13) with $a^{\prime}$ (instead of $a$ ) is valid. In case (2), we can take an arc $\gamma\left(a, a^{\prime \prime}\right) \subset \partial D_{K}$ joining $a$ to $a^{\prime \prime}$ such that (2.13) with $a^{\prime \prime}$ is valid. In both cases, by Lemma 2.7, there exist a point $a_{*}^{\sharp}$, a pole $\sigma_{a}^{\sharp}:=\sigma_{a_{*}^{\sharp}}$ and the disc $\Delta\left(\sigma_{a}^{\sharp}\right)$ such that $a^{\prime} \in \Delta\left(\sigma_{a}^{\sharp}\right)$ (respectively, $a^{\prime \prime} \in \Delta\left(\sigma_{a}^{\sharp}\right)$ ). By (e) of Lemma 2.7, we have $\left[a^{\prime}, a\right] \subset \Delta\left(\sigma_{a}^{\sharp}\right)$ (respectively, $\left.\gamma\left(a, a^{\prime \prime}\right) \subset \Delta\left(\sigma_{a}^{\sharp}\right)\right)$, and hence $a \in \Delta\left(\sigma_{a}^{\sharp}\right)$, which completes the proof.

Lemma 2.9. Let $\sigma$ be an arbitrary pole of $w(z)$ such that $|\sigma|>2 r_{0}$. Then there exist a point $a^{\sigma} \in \Delta(\sigma)$ and a curve $C_{0}\left(a^{\sigma}\right) \subset\left\{z| | z \mid \geqslant r_{0}\right\}$ with the following properties:
(i) $C_{0}\left(a^{\sigma}\right)$ joins a point $z^{\sigma},\left|z^{\sigma}\right|=r_{0}$, to $a^{\sigma}$, and the length of it does not exceed $\pi\left|a^{\sigma}\right| / 2$; and
(ii) $|w(z)| \leqslant K|z|$ along $C_{0}\left(a^{\sigma}\right)$, and $\left|w\left(a^{\sigma}\right)\right|=K\left|a^{\sigma}\right|$.

Proof. Draw the ray $R(\arg \sigma)$, and take a point $a$ satisfying (2.13) and

$$
\begin{equation*}
|w(z)| \geqslant K|z| \text { along }[a, \sigma] \subset R(\arg \sigma)=R(\arg a), \quad|w(a)|=K|a| \tag{2.14}
\end{equation*}
$$

By Lemma 2.7, there exist a point $a_{*} \in R(\arg a),\left|a_{*}\right| \leqslant|a|$, a curve $C_{0}\left(a_{*}\right)$ and a pole $\sigma_{a_{*}}$ satisfying (a) and (b) of Lemma 2.7, and
(c) $a, a_{*} \in \Delta\left(\sigma_{a_{*}}\right)$;
(d) $w(z)$ is analytic in $\Delta\left(\sigma_{a_{*}}\right) \backslash\left\{\sigma_{a_{*}}\right\}$;
(e) $|w(z)|<K|z|$ on $\partial \Delta\left(\sigma_{a_{*}}\right)$.

Put $a^{\sigma}=a_{*}$. Then, by (c) and (e) and (2.14), the pole $\sigma$ belongs to $\Delta\left(\sigma_{a_{*}}\right)$; and, by (d), $\sigma=\sigma_{a_{*}}$. In this way we have shown that $a^{\sigma} \in \Delta(\sigma)$ has the desired properties.

### 2.4. Proofs of Lemmas 2.5 and 2.6

A. As was explained in $[\mathbf{1 2}, \S 5.2]$, Lemma 2.5 (i.e. [12, Proposition 5.3]) is proved by the same argument as that used in the proof of [12, Proposition 3.1]. We sketch the proof of it; the reader can check the omitted details by consulting [12, §3]. In addition to (2.10), recall another auxiliary function of the form

$$
\begin{equation*}
\Phi(z):=\Psi(z)+\frac{4 w^{\prime}(z)}{w(z)+1} \tag{2.15}
\end{equation*}
$$

which admits the expression

$$
\begin{align*}
& \Phi(z)=E\left(z_{0}, z\right)^{-1}\left[\Phi\left(z_{0}\right)+8\left(\frac{w\left(z_{0}\right)}{\left(w\left(z_{0}\right)+1\right)^{2}}-\frac{E\left(z_{0}, z\right) w(z)}{(w(z)+1)^{2}}\right)\right. \\
&-4 \int_{\gamma\left(z_{0}, z\right)} \frac{E\left(z_{0}, s\right)}{(w(s)+1)^{2}}\left(w(s)^{2}-2 s w(s)(w(s)-1)\right. \\
&\left.-4\left(s^{2}-\alpha\right) w(s)-2 \beta\right) \mathrm{d} s \\
&\left.+16 \int_{\gamma\left(z_{0}, z\right)} \frac{E\left(z_{0}, s\right)(w(s)-1) w(s)}{(w(s)+1)^{4}} \mathrm{~d} s\right] \tag{2.16}
\end{align*}
$$

with

$$
E\left(z_{0}, s\right):=\exp \left(2 \int_{\gamma\left(z_{0}, s\right)} \frac{w(\zeta)-1}{(w(\zeta)+1)^{2}} \mathrm{~d} \zeta\right)
$$

(cf. [12, §5.2]). Here $\gamma\left(z_{0}, z\right)$ denotes a path joining $z_{0}$ to $z$ on which $w(s) \neq-1$, and $\gamma\left(z_{0}, s\right) \subset \gamma\left(z_{0}, z\right)$ denotes the part from $z_{0}$ to $s$. Let $a$ be a point satisfying conditions (i)(iii) of Lemma 2.5. Then, by (i), (iii), (2.12) and (2.15), we have $|\Phi(a)| \leqslant 8 K^{2}|a|^{3}$. The following lemma corresponds to [12, Lemma 3.3].

Lemma 2.10. Let $\gamma(z) \subset U(a):=\left\{z| | z-\left.a\left|<2 K^{-1}\right| a\right|^{-1}\right\}$ be a path starting from $a$ and ending at $z$ with the following properties:
(i) $\|\gamma(z)\|:=\int_{\gamma(z)}|\mathrm{d} s| \leqslant 1 / 10$; and
(ii) $|w(s)|$ is monotone increasing along $\gamma(z)$.

Then $|\Phi(z)|<9 K^{2}|z|^{3}$.
To prove this lemma, we first note that $|w(s)| \geqslant|w(a)|=K|a| \geqslant 10^{5}$ for $s \in \gamma(z)$. By the condition $\|\gamma(z)\| \leqslant 1 / 10$, we have $0.99|a| \leqslant|s| \leqslant 1.01|a|$ and $\left|E(a, s)^{ \pm 1}\right| \leqslant$ $\exp \left(10^{-4}\right)<1.0002$ along $\gamma(z)$. Using these inequalities and (2.16), we can derive the conclusion $|\Phi(z)|<9 K^{2}|z|^{3}$ of this lemma.

Putting $y(z)=1 / w(z)$, we write (2.15) in the form

$$
y^{\prime}(z)^{2}-\frac{4 y(z)^{2} y^{\prime}(z)}{y(z)+1}-1-4 z y(z)-4\left(z^{2}-\alpha\right) y(z)^{2}+2 \beta y(z)^{4}-y(z)^{3} \Phi(z)=0
$$

which implies that

$$
\begin{equation*}
y^{\prime}(z)= \pm(1+F(z))^{1 / 2}+\frac{2 y(z)^{2}}{y(z)+1} \tag{2.17}
\end{equation*}
$$

with

$$
\begin{equation*}
F(z):=4 z y(z)+4\left(z^{2}-\alpha\right) y(z)^{2}-2 \beta y(z)^{4}+y(z)^{3} \Phi(z)+\frac{4 y(z)^{4}}{(y(z)+1)^{2}} \tag{2.18}
\end{equation*}
$$

By [12, Lemma 3.4], we choose a steepest descent path $\gamma_{0}$ starting from $a$ and ending at $a_{*}$ in such a way that $a_{*}$ satisfies $y\left(a_{*}\right)=0$ or $a_{*} \in \partial U(a)$, and that, along $\gamma_{0}$, $\mathrm{d}|y(z)| / \mathrm{d} \lambda=-|\mathrm{d} y(z) / \mathrm{d} \lambda|$ with $\lambda:=\left\|\gamma_{0}(z)\right\|$. Here $\gamma_{0}(z)$ denotes the part of $\gamma_{0}$ from $a$ to $z$. As long as $\left\|\gamma_{0}(z)\right\| \leqslant 1 / 10$, by Lemma 2.10 , we have $|F(z)| \leqslant 2 \times 10^{-3}$, which implies that $\left|y^{\prime}(z)-1\right|<3 \times 10^{-3}$ or that $\left|y^{\prime}(z)+1\right|<3 \times 10^{-3}$. Using these facts, by the same argument as in the proof of [12, Lemma 3.5], we obtain the following.

Lemma 2.11. There exists a pole $\sigma_{a}$ of $w(z)$ satisfying $\left|\sigma_{a}-a\right| \leqslant 1.01 K^{-1}|a|^{-1}<1 / 10$ and $\left|\Phi\left(\sigma_{a}\right)\right|<9 K^{2}\left|\sigma_{a}\right|^{3}$.

Instead of [12, Lemma 3.6], we have the following.
Lemma 2.12. In the disc $\left|z-\sigma_{a}\right|<(6 / 5) K^{-1}\left|\sigma_{a}\right|^{-1}$,

$$
\begin{gather*}
|\Phi(z)|<10 K^{2}|z|^{3}  \tag{2.19}\\
\left|y^{\prime}(z)-1\right|<10^{-2} \text { or }\left|y^{\prime}(z)+1\right|<10^{-2},  \tag{2.20}\\
0.99\left|z-\sigma_{a}\right| \leqslant|y(z)| \leqslant 1.01\left|z-\sigma_{a}\right| . \tag{2.21}
\end{gather*}
$$

By Lemma 2.11, we have $|a|-1 / 10<\left|\sigma_{a}\right|<|a|+1 / 10$, implying (a) of Lemma 2.5. Observing that $\left|\sigma_{a} / a\right|<(|a|+1 / 10) /|a| \leqslant 1.01$, we have $\left|\sigma_{a}-a\right| \leqslant 1.01 K^{-1}|a|^{-1} \leqslant$ $1.01^{2} K^{-1}\left|\sigma_{a}\right|^{-1}<(11 / 10) K^{-1}\left|\sigma_{a}\right|^{-1}$, implying (b). Assertion (c) immediately follows from (2.21). Note that $\left|z / \sigma_{a}-1\right|<10^{-2}$ on $\partial \Delta\left(\sigma_{a}\right)$. Hence, by (2.21), $|y(z)| \geqslant$ $0.99 \times 1.1 K^{-1}\left|\sigma_{a}\right|^{-1} \geqslant 1.07 K^{-1}|z|^{-1}$ on $\partial \Delta\left(\sigma_{a}\right)$, which implies (d). In this way we have proved Lemma 2.5.
B. To prove Lemma 2.6, suppose that $\Delta\left(\sigma_{a^{\prime}}\right) \cap \Delta\left(\sigma_{a^{\prime \prime}}\right) \neq \emptyset$. Then either of the two inequalities of $(2.20)$ is valid in $\Delta\left(\sigma_{a^{\prime}}\right) \cup \Delta\left(\sigma_{a^{\prime \prime}}\right)$; and, at the point $z_{*} \in \Delta\left(\sigma_{a^{\prime}}\right) \cap \Delta\left(\sigma_{a^{\prime \prime}}\right) \cap$ [ $\left.\sigma_{a^{\prime}}, \sigma_{a^{\prime \prime}}\right]$, we have, for example,

$$
\left|y\left(z_{*}\right)-\left(z_{*}-\sigma_{a^{\prime}}\right)\right| \leqslant 10^{-2}\left|z_{*}-\sigma_{a^{\prime}}\right|, \quad\left|y\left(z_{*}\right)-\left(z_{*}-\sigma_{a^{\prime \prime}}\right)\right| \leqslant 10^{-2}\left|z_{*}-\sigma_{a^{\prime \prime}}\right| .
$$

This implies

$$
\left|\sigma_{a^{\prime}}-\sigma_{a^{\prime \prime}}\right| \leqslant 10^{-2}\left(\left|\sigma_{a^{\prime \prime}}-z_{*}\right|+\left|z_{*}-\sigma_{a^{\prime}}\right|\right)=10^{-2}\left|\sigma_{a^{\prime}}-\sigma_{a^{\prime \prime}}\right|,
$$

and hence $\sigma_{a^{\prime}}=\sigma_{a^{\prime \prime}}$, from which Lemma 2.6 immediately follows.

## 3. Proof of Theorem 1.1 for (IV)

Let $w(z)$ be an arbitrary transcendental solution of (IV), and let $\Psi(z)$ be the related auxiliary function defined by (2.10). Recall the circle $|z|=r_{0}>10$ on which $w(z) \neq$ $0,-1, \infty$. In what follows, we suppose that

$$
\begin{equation*}
K-1>2 r_{0}^{-1} M\left(w ; r_{0}\right)+M\left(\Psi ; r_{0}\right)+10^{4}+4|\alpha|+2|\beta| \tag{3.1}
\end{equation*}
$$

(instead of (2.12)), which means that $K$ itself also satisfies (2.12).

### 3.1. Equation of Boutroux type

Make the change of variables:

$$
\begin{equation*}
t=z^{2} / 2, \quad v(t)=z^{-1} w(z) . \tag{3.2}
\end{equation*}
$$

Then $v=v(t)$ satisfies an equation of the form

$$
\begin{equation*}
2 v_{t t}=\frac{v_{t}^{2}}{v}+3 v^{3}+8 v^{2}+4 v-2 t^{-1} v_{t}-2 \alpha t^{-1} v+(1 / 4) t^{-2} v+\frac{\beta t^{-2}}{2 v} \tag{3.3}
\end{equation*}
$$

(where the subscript ' $t$ ' denotes differentiation with respect to $t$ ). Multiplying both sides by $v_{t} / v$, we see that the function

$$
V(t):=\frac{v_{t}()^{2}}{v(t)}-v(t)^{3}-4 v(t)^{2}-4 v(t)+2 \alpha t^{-1} v(t)-(1 / 4) t^{-2} v(t)+\frac{\beta t^{-2}}{2 v(t)}
$$

satisfies the first-order equation

$$
V_{t}+2 t^{-1} V=2 t^{-1}\left(-v(t)^{3}-4 v(t)^{2}-4 v(t)+\alpha t^{-1} v(t)\right) .
$$

By this fact, we have

$$
\begin{equation*}
V(t)=t_{0}^{2} V\left(t_{0}\right) t^{-2}-2 t^{-2} \int_{C\left(t_{0}, t\right)} s\left(v(s)^{3}+4 v(s)^{2}+4 v(s)-\alpha s^{-1} v(s)\right) \mathrm{d} s \tag{3.4}
\end{equation*}
$$

where $C\left(t_{0}, t\right)$ denotes a path joining $t_{0}$ to $t$.

Lemma 3.1. Let $\sigma$ be an arbitrary pole of $w(z)$ such that $|\sigma|>2 r_{0}$, and let $a^{\sigma}$ be the point given by Lemma 2.9. Then the corresponding point $t=b^{\sigma}=\left(a^{\sigma}\right)^{2} / 2$ satisfies $\left|b^{\sigma}-\sigma^{2} / 2\right|<2 / K,\left|v\left(b^{\sigma}\right)\right|=K$ and

$$
\begin{equation*}
\left|V\left(b^{\sigma}\right)\right| \leqslant J_{0}, \quad\left|v_{t}\left(b^{\sigma}\right)^{2} / v\left(b^{\sigma}\right)-v\left(b^{\sigma}\right)^{3}-4 v\left(b^{\sigma}\right)^{2}-4 v\left(b^{\sigma}\right)\right| \leqslant J_{0} \tag{3.5}
\end{equation*}
$$

where $J_{0}=J_{0}(K)$ is some positive number independent of $\sigma$.
Proof. Let $\tilde{C}_{0}\left(b^{\sigma}\right)$ be the image of $C_{0}\left(a^{\sigma}\right)$ (cf. Lemma 2.9) under the mapping $t=$ $z^{2} / 2$, and let $b_{0},\left|b_{0}\right|=r_{0}^{2} / 2$, be the starting point of $\tilde{C}_{0}\left(b^{\sigma}\right)$. By Lemma 2.9 and (3.4) with $C\left(t_{0}, t\right)=\tilde{C}_{0}\left(b^{\sigma}\right)$, observing that $|v(t)| \leqslant K$ along $\tilde{C}_{0}\left(b^{\sigma}\right)$, we have

$$
\begin{aligned}
\left|V\left(b^{\sigma}\right)\right| & \leqslant\left|V\left(b_{0}\right)\right|+2\left|b^{\sigma}\right|^{-2}\left|\int_{\tilde{C}_{0}\left(b^{\sigma}\right)} s\left(v(s)^{3}+4 v(s)^{2}+4 v(s)-\alpha s^{-1} v(s)\right) \mathrm{d} s\right| \\
& \leqslant\left|V\left(b_{0}\right)\right|+2\left|b^{\sigma}\right|^{-2} \int_{\tilde{C}_{0}\left(b^{\sigma}\right)}\left(K^{3}+4 K^{2}+4 K+|\alpha| K\right)|s \mathrm{~d} s| \\
& \leqslant\left|V\left(b_{0}\right)\right|+\left|b^{\sigma}\right|^{-2}(2+|\alpha|) K^{3} \int_{C_{0}\left(a^{\sigma}\right)}|z|^{3}|\mathrm{~d} z| \\
& \leqslant\left|V\left(b_{0}\right)\right|+4\left|a^{\sigma}\right|^{-4}(2+|\alpha|) K^{3}\left(\pi\left|a^{\sigma}\right| / 2\right)^{4} \\
& \leqslant J_{0}^{\prime}(K):=\left|V\left(b_{0}\right)\right|+\pi^{4}(2+|\alpha|) K^{3} .
\end{aligned}
$$

Since $\left|V\left(b_{0}\right)\right|$ depends only on the initial values of $w(z)$ on the circle $|z|=r_{0}$, the constant $J_{0}^{\prime}(K)$ is independent of $\sigma$. Taking $J_{0}=J_{0}(K)=J_{0}^{\prime}(K)+(2|\alpha|+1) K+|\beta|$, we get (3.5). Since $a^{\sigma} \in \Delta(\sigma)$, we have

$$
\left|b^{\sigma}-\sigma^{2} / 2\right|=\left|\left(\sigma^{2}-\left(a^{\sigma}\right)^{2}\right) / 2\right|=\left|\sigma+a^{\sigma}\right|\left|\sigma-a^{\sigma}\right| / 2<(11 / 10)(|\sigma|+1) /(|\sigma| K)<2 / K
$$

which completes the proof.
Lemma 3.2. Suppose that $b,|b|>r_{0}^{2}$, satisfies $|v(b)|=K$. Then there exists a pole $\tau_{b}$ of $v(t)$ such that $\left|b-\tau_{b}\right|<2 / K$.

Proof. Let $z=a$ be a point satisfying $a^{2} / 2=b,|w(a)|=K|a|$. By Lemma 2.8, there exists a pole $\sigma$ of $w(z)$ such that $a \in \Delta(\sigma)$. Then, $t=\tau_{b}=\sigma^{2} / 2$ is a pole of $v(t)$ such that $\left|b-\tau_{b}\right|=\left|a^{2}-\sigma^{2}\right| / 2=|a-\sigma||a+\sigma| / 2<(11 / 10)(|\sigma|+1) /(K|\sigma|)<2 / K$, which completes the proof.

### 3.2. Construction of a pair of poles

Consider the sectors $S_{q}:|\arg z-(2 q-1) \pi / 8|<\pi / 8+\delta(-3 \leqslant q \leqslant 4, \delta>0)$, the union of which covers the full neighbourhood of $z=\infty$. The image of $S_{q}$ under the mapping $t=z^{2} / 2$ is the sector $T_{q}:|\arg t-(2 q-1) \pi / 4|<\pi / 4+2 \delta$. Note that every non-zero pole of $w(z)$ belongs to at least one of the sectors $S_{q}(-3 \leqslant q \leqslant 4)$.

Lemma 3.3. Let $\tau$ be an arbitrary pole of $v(t)$ satisfying $|\arg \tau-\pi / 4|<\pi / 4+\pi / 100$ and $|\tau|>\rho_{\infty}>4 r_{0}^{2}$, where $\rho_{\infty}$ is a sufficiently large positive number. Then there exists another pole $\tau^{\prime}$ of $v(t)$ such that

$$
\begin{equation*}
0<\left|\tau^{\prime}-\tau\right|<c_{*}, \quad\left|\arg \left(\tau^{\prime}-\tau\right)-\pi / 4\right|<\pi / 4+\pi / 100 \tag{3.6}
\end{equation*}
$$

where $c_{*}$ is some positive number independent of $\tau$ and $\tau^{\prime}$.
Remark 3.4. This lemma is concerned with a pole of $v(t)$ in $T_{1}$, whose corresponding pole of $w(z)$ belongs to $S_{1}$. For poles in the other sectors $T_{q}(q \neq 1)$, we can show analogous facts.

Proof. Suppose that $\tau$ satisfies $|\arg \tau-\pi / 4|<\pi / 4+\pi / 100$ and $|\tau|>\rho_{\infty}$, where $\rho_{\infty}$ will be chosen afterwards. Let $\sigma=(2 \tau)^{1 / 2}$ be the corresponding pole of $w(z)$, which satisfies $|\sigma|>2 \sqrt{2} r_{0}$. By Lemmas 2.9 and 3.1, there exists a point $b:=b^{(2 \tau)^{1 / 2}}$ satisfying

$$
\begin{equation*}
|b-\tau|<2 / K, \quad|v(b)|=K, \quad\left|\kappa_{b}\right| \leqslant J_{0}=J_{0}(K) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{b}:=v_{t}(b)^{2} / v(b)-v(b)^{3}-4 v(b)^{2}-4 v(b) . \tag{3.8}
\end{equation*}
$$

In (3.3), we put $t=b+x$. Then $u=u(b, x)=v(b+x)$ is a solution of

$$
\begin{equation*}
2 \ddot{u}=\frac{\dot{u}^{2}}{u}+3 u^{3}+8 u^{2}+4 u-\frac{2 b^{-1}(\dot{u}+\alpha u)}{1+b^{-1} x}+\frac{b^{-2}(u+2 \beta / u)}{4\left(1+b^{-1} x\right)^{2}} \tag{3.9}
\end{equation*}
$$

(where the superposed dot denotes differentiation with respect to $x$ ), with the initial condition $u(b, 0)=v(b), \dot{u}(b, 0)=v_{t}(b)$. If $|b|$ is large, (3.9) is regarded as a perturbed equation of

$$
\begin{equation*}
2 \ddot{u}=\frac{\dot{u}^{2}}{u}+3 u^{3}+8 u^{2}+4 u . \tag{3.10}
\end{equation*}
$$

Let $u_{0}(x)$ be a solution of (3.10) satisfying $u_{0}(0)=u(b, 0)=v(b), \dot{u}_{0}(0)=\dot{u}(b, 0)=v_{t}(b)$. Since

$$
v_{t}(t)=-z^{-2}\left(z^{-1} w(z)\right)-\left(z^{-1} w(z)\right)^{2}(1 / w(z))^{\prime}=-z^{-2} v(t)-v(t)^{2} y^{\prime}(z)
$$

by (2.20), we have $\left|v_{t}(b)\right| \geqslant K^{2} / 2>0$, guaranteeing that $u_{0}(x)$ is not a constant function. This is also a solution of (2.3) with $\kappa=\kappa_{b}$ (cf. (3.8)), and we write $u_{0}(x)=\varpi\left(\kappa_{b}, x\right)$. To apply Lemma 2.1, we choose constants successively by the following process.
(i) Let $J_{0}$ be the constant of (3.7) given by Lemma 3.1. In Lemma 2.3, we put $J=J_{0}$. Then, by (3.7) and Lemma 2.3, the elliptic function $u_{0}(x)=\varpi\left(\kappa_{b}, x\right)$ admits a period $\omega\left(\kappa_{b}\right)$ such that

$$
\begin{equation*}
c_{0}^{-} \leqslant\left|\omega\left(\kappa_{b}\right)\right| \leqslant c_{0}^{+}, \quad\left|\arg \omega\left(\kappa_{b}\right)-\pi / 4\right|<\pi / 4+\pi / 200 \tag{3.11}
\end{equation*}
$$

with $c_{0}^{ \pm}:=c^{ \pm}\left(J_{0}\right)$. We put

$$
\begin{equation*}
c_{*}:=c_{0}^{+} \nu_{0}+1 \tag{3.12}
\end{equation*}
$$

where $\nu_{0}$ is a positive integer such that

$$
\begin{equation*}
6 / K<c_{0}^{-} \nu_{0} \sin (\pi / 200) \tag{3.13}
\end{equation*}
$$

(ii) In Lemma 2.4, put $J=J_{0}, \zeta_{0}=\varpi\left(\kappa_{b}, 0\right)=u_{0}(0)=v(b)$ implying $\left|\zeta_{0}\right|=K$ (cf. (3.7)). Then, by Lemma 2.4 and the periodicity of $\varpi\left(\kappa_{b}, x\right)$, there exists a curve $\Gamma_{*}\left(\kappa_{b}\right)$ joining 0 to $\nu_{0} \omega\left(\kappa_{b}\right)$ such that the length of it does not exceed $\nu_{0} L_{0}$ and such that

$$
\begin{equation*}
\Lambda_{0,-}<\left|\varpi\left(\kappa_{b}, x\right)\right|<\Lambda_{0,+} \quad \text { along } \Gamma_{*}\left(\kappa_{b}\right) \tag{3.14}
\end{equation*}
$$

for $L_{0}:=L\left(J_{0}, K\right), \Lambda_{0,-}:=\Lambda_{-}\left(J_{0}\right)$ and $\Lambda_{0,+}:=\Lambda_{+}\left(J_{0}, K\right)$.
(iii) Put $\rho_{\infty}=2 r_{0}^{2}+\nu_{0} L_{0}+2$. Since $|b|>|\tau|-1>\rho_{\infty}-1$ (cf. (3.7)),

$$
\begin{equation*}
\left\{t | | t - b | < \nu _ { 0 } L _ { 0 } + 1 \} \subset \left\{t\left||t|>2 r_{0}^{2}\right\}\right.\right. \tag{3.15}
\end{equation*}
$$

We apply Lemma 2.1 with $\varepsilon=b^{-1}$ to (3.9). In its application, we put $\varphi_{0}(x)=u_{0}(x)=$ $\varpi\left(\kappa_{b}, x\right), \varphi(\varepsilon, x)=u(b, x)$, and choose the curve and the constants as follows:
$\gamma=\Gamma_{*}\left(\kappa_{b}\right), \quad L=\nu_{0} L_{0}, \quad \xi_{0}=\nu_{0} L_{0}+1, \quad R_{0, \pm}=\Lambda_{0, \pm}, \quad \xi_{1}=\left(\nu_{0} L_{0}+1\right)^{-1} / 2$
and

$$
R_{1}=\Lambda_{1}:=2\left(J_{0}+\Lambda_{0,+}^{3}+4 \Lambda_{0,+}^{2}+4 \Lambda_{0,+}\right)^{1 / 2} \Lambda_{0,+}^{1 / 2}
$$

because $\left|\dot{\varpi}\left(\kappa_{b}, x\right)\right|=\left|P\left(\kappa_{b}, \varpi\left(\kappa_{b}, x\right)\right)\right|^{1 / 2}<\Lambda_{1}$ along $\Gamma_{*}\left(\kappa_{b}\right)$ (cf. (3.14)). Note that all the constants above are independent of $\kappa_{b},\left|\kappa_{b}\right| \leqslant J_{0}$, and that all the suppositions of Lemma 2.1 are fulfilled. Then, for $|b|>\varepsilon_{0}^{-1}$, we have

$$
\begin{equation*}
\left|u\left(b, \nu_{0} \omega\left(\kappa_{b}\right)\right)-\varpi\left(\kappa_{b}, \nu_{0} \omega\left(\kappa_{b}\right)\right)\right|=\left|v\left(b+\nu_{0} \omega\left(\kappa_{b}\right)\right)-v(b)\right| \leqslant 1 \tag{3.16}
\end{equation*}
$$

where $\varepsilon_{0}=\varepsilon_{0}\left(\nu_{0} L_{0}, \Lambda_{0, \pm}, \Lambda_{1}, 1\right)$ is independent of $\tau$; if necessary, we re-choose $\rho_{\infty}$ so large that $\rho_{\infty}>\varepsilon_{0}^{-1}+1$. By (3.16), $K^{\prime}=\left|v\left(b+\nu_{0} \omega\left(\kappa_{b}\right)\right)\right| \geqslant|v(b)|-1=K-1$. By (3.1), (3.15) and Lemma 3.2 with $K^{\prime}$, we see that the point $b^{\prime}:=b+\nu_{0} \omega\left(\kappa_{b}\right)$ belongs to the domain $|t|>2 r_{0}^{2}$, and that there exists a pole $\tau^{\prime}$ of $v(t)$ satisfying $\left|b^{\prime}-\tau^{\prime}\right|<2 /(K-1)<3 / K$; this, together with (3.7), yields $|b-\tau|+\left|b^{\prime}-\tau^{\prime}\right|<5 / K$. Hence, by (3.11) and (3.13),

$$
\begin{aligned}
\left|\arg \left(\tau^{\prime}-\tau\right)-\pi / 4\right| & =\left|\arg \left(b^{\prime}-b+\left(\tau^{\prime}-b^{\prime}\right)-(\tau-b)\right)-\pi / 4\right| \\
& \leqslant\left|\arg \left(b^{\prime}-b\right)-\pi / 4\right|+\sin ^{-1}\left(\left(\left|\tau^{\prime}-b^{\prime}\right|+|\tau-b|\right) /\left|b^{\prime}-b\right|\right) \\
& \leqslant \pi / 4+\pi / 200+\sin ^{-1}\left((5 / K) /\left(c_{0}^{-} \nu_{0}\right)\right) \\
& <\pi / 4+\pi / 100
\end{aligned}
$$

and, by (3.12) and (3.13),

$$
\begin{aligned}
& \left|\tau^{\prime}-\tau\right| \leqslant\left|\nu_{0} \omega\left(\kappa_{b}\right)\right|+|b-\tau|+\left|b^{\prime}-\tau^{\prime}\right|<c_{0}^{+} \nu_{0}+5 / K<c_{*} \\
& \left|\tau^{\prime}-\tau\right| \geqslant\left|b-b^{\prime}\right|-\left|\tau^{\prime}-b^{\prime}\right|-|\tau-b| \geqslant c_{0}^{-} \nu_{0}-5 / K>6 / K-5 / K=1 / K
\end{aligned}
$$

This completes the proof of Lemma 3.3.

### 3.3. Completion of the proof of Theorem 1.1

Fix the positive number $\rho_{\infty}$ of Lemma 3.3. Consider the domains

$$
D_{k}:=\left\{t| | \arg \left(t-\rho_{\infty} \mathrm{e}^{(1+2 k) \pi \mathrm{i} / 4}\right)-(1+2 k) \pi / 4 \mid<\pi / 4+\pi / 100\right\} \subset\left\{t| | t \mid>\rho_{\infty}\right\}
$$

( $k=0,1,2,3$ ) in the $t$-plane, the union of which covers the full neighbourhood of $t=\infty$. By the transcendency of $w(z)$, there exists a pole $\sigma$ of $w(z)$ such that the corresponding pole $\tau_{0}=\sigma^{2} / 2$ of $v(t)$ belongs to $\bigcup_{k=0}^{3} D_{k}$ (see [4, §10]); without loss of generality, we may suppose that $\tau_{0} \in D_{0}$ (cf. Remark 3.4). Note that $D_{0} \subset\{t| | \arg t-\pi / 4 \mid<$ $\left.\pi / 4+\pi / 100,|t|>\rho_{\infty}\right\}$. By Lemma 3.3 with $\tau=\tau_{0}$, there exists a pole $\tau_{1}$ satisfying

$$
0<\left|\tau_{1}-\tau_{0}\right|<c_{*}, \quad\left|\arg \left(\tau_{1}-\tau_{0}\right)-\pi / 4\right|<\pi / 4+\pi / 100
$$

This implies that $\tau_{1} \in D_{0}$ and that

$$
D_{0}^{(1)}:=\left\{t| | \arg \left(t-\tau_{1}\right)-\pi / 4 \mid<\pi / 4+\pi / 100\right\} \subset D_{0} .
$$

Therefore, Lemma 3.3 is applicable to $\tau=\tau_{1}$ as well, and there exists another pole $\tau_{2}$ satisfying the relations

$$
\tau_{2} \in D_{0}^{(1)} \subset D_{0}
$$

and

$$
D_{0}^{(2)}:=\left\{t| | \arg \left(t-\tau_{2}\right)-\pi / 4 \mid<\pi / 4+\pi / 100\right\} \subset D_{0}^{(1)} \subset D_{0} .
$$

We can repeat this procedure and we get an infinite sequence of poles $\left\{\tau_{\nu}\right\}_{\nu \geqslant 0}$ of $v(t)$ such that

$$
\left|\arg \left(\tau_{\nu+1}-\tau_{\nu}\right)-\pi / 4\right|<\pi / 4+\pi / 100, \quad 0<\left|\tau_{\nu+1}-\tau_{\nu}\right|<c_{*} .
$$

This implies that $n(\rho, v) \geqslant \rho / c_{*}+O(1)$, and hence $n(r, w) \gg n\left(r^{2} / 2, v\right) \gg r^{2}$, which completes the proof of Theorem 1.1 for (IV).

## 4. Outline of the proof of Theorem 1.1 for (II)

Theorem 1.1 for (II) is proved by an argument parallel to that used for (IV).
A. Let $w(z)$ be an arbitrary transcendental solution of (II). Then $v=v(t)=z^{-1 / 2} w(z)$ with $t=(2 / 3) z^{3 / 2}$ is a solution of

$$
\begin{equation*}
v_{t t}=2 v^{3}+v-t^{-1} v_{t}+(2 / 3) \alpha t^{-1}+(1 / 9) t^{-2} v . \tag{4.1}
\end{equation*}
$$

The function

$$
V(t):=v_{t}(t)^{2}-v(t)^{4}-v(t)^{2}-(4 / 3) \alpha t^{-1} v(t)-(1 / 9) t^{-2} v(t)^{2}
$$

satisfies

$$
V_{t}+2 t^{-1} V=-2 t^{-1} v(t)^{4}-2 t^{-1} v(t)^{2}-(4 / 3) \alpha t^{-2} v(t)
$$

from which we derive

$$
V(t)=t_{0}^{2} V\left(t_{0}\right) t^{-2}-2 t^{-2} \int_{C\left(t_{0}, t\right)}\left(s v(s)^{4}+s v(s)^{2}+(2 / 3) \alpha v(s)\right) \mathrm{d} s
$$

where $C\left(t_{0}, t\right)$ is a path joining $t_{0}$ to $t$. The corresponding elliptic function $\varpi_{*}(\kappa, x)$, $\kappa \in \mathbb{C}$, satisfies

$$
\begin{equation*}
\dot{u}^{2}=\hat{P}(\kappa, u)=u^{4}+u^{2}+\kappa . \tag{4.2}
\end{equation*}
$$

For each $q \in \mathbb{Z}$, and for each $\kappa,|\kappa| \leqslant J$, we find a period $\omega(\kappa)$ of $\varpi_{*}(\kappa, x)$ with the same property as in Lemma 2.3. Furthermore, if $|\kappa| \leqslant J$, and if $\varpi_{*}(\kappa, 0)=\zeta_{0},\left|\zeta_{0}\right|>10$, then there exists a curve $\Gamma_{\kappa}\left(\zeta_{0}\right)$ joining 0 to $\omega(\kappa)$ with the property (i) of Lemma 2.4 and
(ii') $\left|\varpi_{*}(\kappa, x)\right|<\Lambda\left(J,\left|\zeta_{0}\right|\right)$ along $\Gamma_{\kappa}\left(\zeta_{0}\right)$ for some $\Lambda\left(J,\left|\zeta_{0}\right|\right)$ independent of $\kappa$.
B. Instead of (2.10), consider the auxiliary function

$$
\Psi(z):=w^{\prime}(z)^{2}-w(z)^{4}-z w(z)^{2}-2 \alpha w(z)
$$

Take a circle $|z|=r_{0}>10$ on which $w(z) \neq 0, \infty$. For $K$ satisfying $K>2 r_{0}^{-1 / 2} M\left(w ; r_{0}\right)+$ $M\left(\Psi ; r_{0}\right)+10^{2}+2|\alpha|$, we put $D_{K}:=\left\{\left.z| | w(z)|>K| z\right|^{1 / 2}\right\}$. Starting from [12, Proposition 5.1], by the same argument as in $\S 2.3$, we obtain the (II) versions of Lemmas 2.8 and 2.9.

Lemma 4.1. Suppose that $a,|a|>r_{0}$, satisfies $|w(a)|=K|a|^{1 / 2}$. Then there exist a pole $\sigma_{a}^{\sharp}$ of $w(z)$ and the disc

$$
\hat{\Delta}\left(\sigma_{a}^{\sharp}\right):\left|z-\sigma_{a}^{\sharp}\right|<(11 / 10) K^{-1}\left|\sigma_{a}^{\sharp}\right|^{-1 / 2}
$$

such that $a \in \hat{\Delta}\left(\sigma_{a}^{\sharp}\right)$.
Lemma 4.2. Let $\sigma$ be an arbitrary pole of $w(z)$ such that $|\sigma|>2 r_{0}$. Then, there exist a point $a^{\sigma} \in \hat{\Delta}(\sigma)$ and a curve $\hat{C}_{0}\left(a^{\sigma}\right) \subset\left\{z| | z \mid \geqslant r_{0}\right\}$ with the following properties:
(i) $\hat{C}_{0}\left(a^{\sigma}\right)$ joins a point $z^{\sigma},\left|z^{\sigma}\right|=r_{0}$, to $a^{\sigma}$, and the length of it does not exceed $\pi\left|a^{\sigma}\right| / 2$; and
(ii) $|w(z)| \leqslant K|z|^{1 / 2}$ along $\hat{C}_{0}\left(a^{\sigma}\right)$, and $\left|w\left(a^{\sigma}\right)\right|=K\left|a^{\sigma}\right|^{1 / 2}$.
C. Make the replacement $K \rightarrow K-1$ in the supposition on $K$ (cf. (3.1)). Concerning $v(t)$, instead of Lemmas 3.1 and 3.2, we have the following.

Lemma 4.3. Let $\sigma$ be an arbitrary pole of $w(z)$ such that $|\sigma|>2 r_{0}$, and let $a^{\sigma}$ be the point given by Lemma 4.2. Then the corresponding point $b^{\sigma}=(2 / 3)\left(a^{\sigma}\right)^{3 / 2}$ satisfies $\left|b^{\sigma}-(2 / 3) \sigma^{3 / 2}\right|<2 / K,\left|v\left(b^{\sigma}\right)\right|=K,\left|V\left(b^{\sigma}\right)\right| \leqslant J_{0}$, and $\left|v_{t}\left(b^{\sigma}\right)^{2}-v\left(b^{\sigma}\right)^{4}-v\left(b^{\sigma}\right)^{2}\right| \leqslant J_{0}$ for some $J_{0}=J_{0}(K)$ independent of $\sigma$.

Lemma 4.4. Suppose that $b,|b|>r_{0}^{3 / 2}$, satisfies $|v(b)|=K$. Then there exists a pole $\tau_{b}$ of $v(t)$ such that $\left|b-\tau_{b}\right|<2 / K$.
D. The union of the sectors $\hat{S}_{q}:|\arg z-(2 q-1) \pi / 6|<\pi / 6+\delta(-2 \leqslant q \leqslant 3)$ covers the full neighbourhood of $z=\infty$. The image of $\hat{S}_{q}$ under the mapping $t=(2 / 3) z^{3 / 2}$ is $\hat{T}_{q}:|\arg t-(2 q-1) \pi / 4|<\pi / 4+3 \delta / 2$. For an arbitrary pole $\tau \in \hat{T}_{1}($ with $3 \delta / 2=\pi / 100)$ of $v(t)$ with sufficiently large modulus, we can find another pole $\tau^{\prime}$ with the same property as (3.6). To show this fact, in place of (3.9), we treat the perturbed equation

$$
\begin{equation*}
\ddot{u}=2 u^{3}+u-\frac{b^{-1}(\dot{u}-2 \alpha / 3)}{1+b^{-1} x}+\frac{b^{-2} u}{9\left(1+b^{-1} x\right)^{2}} \tag{4.3}
\end{equation*}
$$

for $b$ close to $\tau$. This is obtained from (4.1) by the change of variables $t=b+x$, $u(b, x)=v(b+x)$. Let $\varpi_{*}\left(\kappa_{b}, x\right)$ be a solution of (4.2) with $\kappa=\kappa_{b}:=v_{t}(b)^{2}-v(b)^{4}-$ $v(b)^{2}$ satisfying $\varpi_{*}\left(\kappa_{b}, 0\right)=v(b), \dot{\varpi}_{*}\left(\kappa_{b}, 0\right)=v_{t}(b)$. The solution of (4.3) with the initial condition $u(b, 0)=v(b), \dot{u}(b, 0)=v_{t}(b)$ is asymptotic to $\varpi_{*}\left(\kappa_{b}, x\right)$ in a suitable domain. By the same argument as used in $\S 3.3$ together with Remark 2.2, we construct a sequence of poles of $v(t)$ satisfying $n(\rho, v) \gg \rho$, which implies the estimate $n(r, w) \gg r^{3 / 2}$.
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