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Abstract
We study the existence of a unique stationary distribution and ergodicity for a two-dimensional affine process. Its first coordinate process is supposed to be a so-called α-root process with α ∈ (1, 2]. We prove the existence of a unique stationary distribution for the affine process in the α ∈ (1, 2] case; furthermore, we show ergodicity in the α = 2 case.
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1. Introduction
We consider the two-dimensional affine process (affine two-factor model)

\[ \begin{align*}
  dY_t &= (a - bY_t) \, dt + \sqrt{Y_t} \, dL_t, & t \geq 0, \\
  dX_t &= (m - \theta X_t) \, dt + \sqrt{Y_t} \, dB_t, & t \geq 0,
\end{align*} \]

where a > 0, b, θ, m ∈ ℝ, α ∈ (1, 2], (L_t)t≥0 is a spectrally positive α-stable Lévy process with Lévy measure \( C_\alpha z^{-1-\alpha} I_{z>0} \), with \( C_\alpha := (\alpha \Gamma(-\alpha))^{-1} \) (where Γ denotes the gamma function) in the α ∈ (1, 2] case and a standard Wiener process in the α = 2 case, and (B_t)t≥0 is an independent standard Wiener process. Owing to the almost-sure continuity of the sample paths of a standard Wiener process, instead of \( \sqrt{Y_t} \) we can write \( \sqrt{Y_t} \) in the first stochastic differential equation (SDE) of (1.1), with Y the so-called Cox–Ingersol–Ross (CIR) process in the α = 2 case and in the α ∈ (1, 2) case, the α-root process. Note also that the process (Y_t)t≥0 given by the first SDE of (1.1) is a continuous-state branching process with immigration, with branching mechanism \( b z + z^\alpha/\alpha \), z ≥ 0, and immigration mechanism \( a z \), z ≥ 0 (for more details, see the proof of Theorem 3.1(i)). Chen and Joslin [8] found several applications of model (1.1) with α = 2 in financial mathematics; see their Equations (25) and (26).

The process (Y, X) given by (1.1) is a special affine process. The set of affine processes contains a large class of important Markov processes, such as continuous-state branching processes and Orstein–Uhlenbeck processes. Furthermore, a lot of models in financial mathematics
are affine, such as the Heston model [18], the model of Barndorff-Nielsen and Shephard [4], or the model due to Carr and Wu [7]. A precise mathematical formulation and a complete characterization of regular affine processes are due to Duffie et al. [13]. Later several authors contributed to the theory of general affine processes: to name a few, Andersen and Piterbarg [1], Dawson and Li [12], Filipović and Mayerhofer [14], Glasserman and Kim [17], Jena et al. [21], and Keller-Ressel et al. [24].

In this work we concentrate on the study of the existence of a unique stationary distribution and ergodicity of the affine process given by (1.1). These kinds of result are important in their own right and they can be used to study parameter estimation for the given model. For the existing results on ergodicity of affine processes, see the beginning of Section 3.

Next we give a brief overview of the structure of the paper. Section 2 is devoted to a preliminary discussion of the existence and uniqueness of a strong solution of SDE (1.1) by proving that this solution is indeed an affine process; see Theorem 2.1. In Section 3 we prove the existence of a unique stationary distribution for the affine process given by (1.1) in both the \( \alpha \in (1, 2) \) and \( \alpha = 2 \) cases, provided that \( a > 0, b > 0 \), and \( \theta > 0 \); see Theorem 3.1. In Section 4, for the \( \alpha = 2 \) case, we prove ergodicity of the process in question provided that \( a > 0, b > 0 \), and \( \theta > 0 \), and we also show that the unique stationary distribution of the process is absolutely continuous and has finite (mixed) moments of any order by calculating some moments explicitly; see Theorems 4.1 and 4.2, respectively.

In a forthcoming paper we will use our results to study parameter estimation for the process given by SDE (1.1).

2. The affine two-factor model

Let \( \mathbb{N}, \mathbb{Z}_+, \mathbb{R}, \) and \( \mathbb{R}_+ \) denote the sets of positive integers, nonnegative integers, real numbers, and nonnegative real numbers, respectively. By \( \|x\| \) and \( \|A\| \) we denote the Euclidean norm of a vector \( x \in \mathbb{R}^m \) and the induced matrix norm \( \|A\| = \sup\{\|Ax\| : x \in \mathbb{R}^m, \|x\| = 1\} \) of a matrix \( A \in \mathbb{R}^{n \times m} \), respectively. By \( \mathcal{C}^2_\alpha(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}), \mathcal{C}^2(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}), \) and \( \mathcal{C}^{\infty}_\alpha(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \), we denote the set of twice continuously differentiable real-valued functions on \( \mathbb{R}_+ \times \mathbb{R} \), the set of twice continuously differentiable real-valued functions on \( \mathbb{R}_+ \times \mathbb{R} \) with compact support, and the set of infinitely differentiable real-valued functions on \( \mathbb{R}_+ \times \mathbb{R} \) with compact support, respectively. Convergence in distribution will be denoted by ‘\( \xrightarrow{d} \)’.

Let \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \) be a filtered probability space satisfying the usual conditions, i.e. \( (\Omega, \mathcal{F}, \mathbb{P}) \) is complete, the filtration \( (\mathcal{F}_t)_{t \geq 0} \) is right continuous, and \( \mathcal{F}_0 \) contains all the \( \mathbb{P} \)-null sets in \( \mathcal{F} \). Let \( (B_t)_{t \geq 0} \) be a standard \( (\mathcal{F}_t)_{t \geq 0} \)-Wiener process and let \( (L_t)_{t \geq 0} \) be a spectrally positive, \( (\mathcal{F}_t)_{t \geq 0} \)-stable process with index \( \alpha \in (1, 2) \). We assume that \( B \) and \( L \) are independent. If \( \alpha = 2 \), we understand that \( L \) is a standard \( (\mathcal{F}_t)_{t \geq 0} \)-Wiener process. If \( \alpha \in (1, 2) \), we understand that \( L \) is a \( (\mathcal{F}_t)_{t \geq 0} \)-Lévy process with Lévy–Khintchine formula

\[
\mathbb{E}(e^{iuL_1}) = \exp \left\{ \int_0^\infty (e^{iu} - 1 - iu)C_\alpha z^{-1-\alpha} \, dz \right\}, \quad u \in \mathbb{R},
\]

where \( C_\alpha = (\alpha \Gamma(-\alpha))^{-1} \). Recall that in the \( \alpha \in (1, 2) \) case the Lévy–Itô representation of \( L \) takes the form

\[
L_t = \int_{(0,t]} \int_{(0,\infty)} z \tilde{N}(ds, dz), \quad t \geq 0,
\]

where \( \tilde{N}(ds, dz) \) is a compensated Poisson random measure on \( (0, \infty)^2 \) with intensity measure \( C_\alpha z^{-1-\alpha} \mathbb{1}_{z>0} \, ds \, dz \).
We note that in Remark 2.1 of [3] we shed some light on the definition of the stochastic integral with respect to the spectrally positive \( \alpha \)-stable process \( L \) in the first SDE of (1.1) in the \( \alpha \in (1, 2) \) case.

**Theorem 2.1.** Let \( (\eta_0, \zeta_0) \) be a random vector independent of \((L_t, B_t)_{t \geq 0}\), satisfying \( \mathbb{P}(\eta_0 \geq 0) = 1 \). Then, for all \( \alpha > 0, b, m, \theta \in \mathbb{R} \) and \( \alpha \in (1, 2] \), there is a (pathwise) unique strong solution \((Y_t, X_t)_{t \geq 0}\) of SDE (1.1) such that \( \mathbb{P}((Y_0, X_0) = (\eta_0, \zeta_0)) = 1 \) and \( \mathbb{P}(Y_t \geq 0 \text{ for all } t \geq 0) = 1 \). Furthermore, we have

\[
Y_t = e^{-b(t-s)} \left( Y_s + a \int_s^t e^{-b(s-u)} \, du + \int_s^t e^{-b(s-u)} \frac{u}{\sqrt{Y_u}} \, dL_u \right)
\]

for \( 0 \leq s \leq t \) and

\[
X_t = e^{-\theta(t-s)} \left( X_s + m \int_s^t e^{-\theta(s-u)} \, du + \int_s^t e^{-\theta(s-u)} \sqrt{Y_u} \, dB_u \right)
\]

for \( 0 \leq s \leq t \). Moreover, \((Y_t, X_t)_{t \geq 0}\) is a regular affine process with infinitesimal generator

\[
(Af)(y, x) = (a - by) f'_1(y, x) + (m - \theta x) f'_2(y, x) + \frac{1}{2} y f''_{1,1}(y, x)
\]

\[
+ y \int_0^\infty (f(y + z, x) - f(y, x) - zf'_1(y, x)) C_{\alpha} z^{-1-\alpha} \, dz
\]

in the \( \alpha \in (1, 2) \) case, and

\[
(Af)(y, x) = (a - by) f'_1(y, x) + (m - \theta x) f'_2(y, x) + \frac{1}{2} y (f''_{1,1}(y, x) + f''_{2,2}(y, x))
\]

in the \( \alpha = 2 \) case, where \((y, x) \in \mathbb{R}_+ \times \mathbb{R}, f \in C^2_b(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}), \text{ and } f'_i, i = 1, 2, \text{ and } f''_{ij}, i, j \in [1, 2], \text{ denote the first- and second-order partial derivatives of } f \text{ with respect to the ith and jth variables.}

**Proof.** By Theorem 6.2 or Corollary 6.3 of [16] (for the \( \alpha \in (1, 2) \) case) and by the Yamada and Watanabe theorem (see, e.g. [22, Proposition 5.2.13]) and [19, Example 8.2, p. 221] (for the \( \alpha = 2 \) case), there is a (pathwise) unique, nonnegative strong solution \((Y_t)_{t \geq 0}\) of the first equation in (1.1) with any initial value \( \eta_0 \) satisfying \( \mathbb{P}(\eta_0 \geq 0) = 1 \).

Using Itô’s formula, we can check (2.1) and (2.2) together with pathwise uniqueness for (1.1) (for more details, see the proof of Theorem 2.2 of [3]).

We now check that \((Y_t, X_t)_{t \geq 0}\) is a regular affine process with the given infinitesimal generator. We may and do suppose that the initial value is deterministic, say, \((Y_0, X_0) = (y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}, \text{ since the infinitesimal generator of a time-homogeneous Markov process does not depend on the initial value of the Markov process.}

In the \( \alpha = 2 \) case, by Itô’s formula, for all \( f \in C^2_b(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}), \text{ we have} \)

\[
f(Y_t, X_t) = f(y_0, x_0) + \int_0^t (Af)(Y_s, X_s) \, ds + M_t(f), \quad t \geq 0,
\]

where

\[
M_t(f) := \int_0^t f'_1(Y_s, X_s) \sqrt{Y_s} \, dL_s + \int_0^t f'_2(Y_s, X_s) \sqrt{Y_s} \, dB_s, \quad t \geq 0.
\]
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and \( A_f \) is given by (2.4). It remains to show that \((M_t(f))_{t \geq 0}\) is a local martingale with respect to the filtration \((\mathcal{F}_t)_{t \geq 0}\). However, we prove that it is a square-integrable martingale with respect to the filtration \((\mathcal{F}_t)_{t \geq 0}\), since

\[
\int_0^t \mathbb{E}((f'_t(Y_s, X_s))^2) \, ds \leq C_1 \int_0^t \mathbb{E}(Y_s) \, ds < \infty, \quad t \geq 0,
\]

\[
\int_0^t \mathbb{E}((f'_t(Y_s, X_s))^2) \, ds \leq C_2 \int_0^t \mathbb{E}(Y_s) \, ds < \infty, \quad t \geq 0,
\]

with some constants \( C_1 > 0 \) and \( C_2 > 0 \), where the finiteness of the integrals follows from \( \mathbb{E}(Y_s) = e^{-bs} y_0 + a \int_0^s e^{-bu} \, du, s \geq 0; \) see, e.g. [10, Equation (19)], [20, Theorem 6.3.3.1], or Proposition 3.2 of [2].

In the \( \alpha \in (1, 2) \) case, by the Lévy–Itô representation of \( L \), we can rewrite SDE (1.1) in integral form:

\[
Y_t = y_0 + \int_0^t (a - b Y_s) \, ds + \int_0^t \int_0^\infty z \sqrt{Y_s} \, N(ds, dz), \quad t \geq 0,
\]

\[
X_t = x_0 + \int_0^t (m - \theta X_s) \, ds + \int_0^t \sqrt{Y_s} \, dB_s, \quad t \geq 0.
\]

By Itô’s formula, for all \( f \in C^2_{\text{loc}}(\mathbb{R} \times \mathbb{R}, \mathbb{R}) \), we have

\[
f(Y_t, X_t) = f(y_0, x_0) + \int_0^t (A_f)(Y_s, X_s) \, ds + M_t(f), \quad t \geq 0,
\]

where

\[
M_t(f) := \int_0^t f'_2(Y_s, X_s) \sqrt{Y_s} \, dB_s
\]

\[
+ \int_0^t \int_0^\infty (f(Y_s + z \sqrt{Y_s}, X_s) - f(Y_s, X_s)) \, \tilde{N}(ds, dz), \quad t \geq 0,
\]

and, by the change of variable \( z \sqrt{Y} := \tilde{z} \),

\[
(A_f)(y, x) := (a - by) f'_1(y, x) + (m - \theta x) f'_2(y, x) + \frac{1}{2} y f''_2(y, x) + y \int_0^\infty (f(y + \tilde{z}, x) - f(y, x) - \tilde{z} f'_1(y, x)) C \alpha z^{-1-\alpha} \, d\tilde{z}
\]

for \((y, x) \in \mathbb{R} \times \mathbb{R} \) and \( f \in C^2_{\text{loc}}(\mathbb{R} \times \mathbb{R}, \mathbb{R}) \). It remains to show that \((M_t(f))_{t \geq 0}\) is a local martingale with respect to the filtration \((\mathcal{F}_t)_{t \geq 0}\). However, we prove that it is a martingale with respect to the filtration \((\mathcal{F}_t)_{t \geq 0}\). The martingale property of \( f'_0 f'_2(Y_s, X_s) \sqrt{Y_s} \, dB_s, t \geq 0 \), follows in the same way as in the \( \alpha = 2 \) case using the fact that there exists some constant \( C_3 > 0 \) such that \( \mathbb{E}(Y_s) \leq C_3(1 + y_0 e^{-bs/\alpha}) \) for all \( t \geq 0; \) see, e.g. Formula (2.7) or Proposition 2.10 of [26]. Now we check that

\[
M_t^1(f) := \int_0^t \int_0^\infty (f(Y_s - z \sqrt{Y_s}, X_s) - f(Y_s, X_s)) \, \tilde{N}(ds, dz), \quad t \geq 0,
\]

is a martingale. For all \( n \in \mathbb{N} \), let

\[
M_t^{2,n}(f) := \int_0^t \int_0^\infty (f((Y_s \wedge n) + z \sqrt{Y_s \wedge n}, X_s) - f(Y_s \wedge n, X_s)) \, \tilde{N}(ds, dz),
\]

\[
M_t^{3,n}(f) := \int_0^t \int_0^1 (f((Y_s \wedge n) + z \sqrt{Y_s \wedge n}, X_s) - f(Y_s \wedge n, X_s)) \, \tilde{N}(ds, dz).
\]
By Taylor’s theorem, we have

$$|f((Y_s^\wedge n) + z\sqrt{Y_s^\wedge n}, X_s) - f(Y_s^\wedge n, X_s)| \leq z\sqrt{Y_s^\wedge n} \sup_{(y, x) \in \mathbb{R}_+ \times \mathbb{R}} |f'_1(y, x)|$$

for $z \in \mathbb{R}_+$. Since

$$E \left( \int_0^t \int_1^{\infty} \left| f((Y_s^\wedge n) + z\sqrt{Y_s^\wedge n}, X_s) - f(Y_s^\wedge n, X_s) \right|^2 C_\alpha z^{-\alpha} ds \, dz \right) \leq \left( \sup_{(y, x) \in \mathbb{R}_+ \times \mathbb{R}} |f'_1(y, x)| \right) \int_0^t \int_1^{\infty} E(\sqrt{Y_s^\wedge n}) C_\alpha z^{-\alpha} ds \, dz$$

$$= C_5 n\alpha t \int_1^{2/\alpha} z^{1-\alpha} dz$$

$$< \infty, \quad t \in \mathbb{R}_+,$$

with some constant $C_5 > 0$, by Lemma 3.1 of [19, p. 62], $(M_t^{2\alpha}(f))_{t \geq 0}$ is a martingale with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$. Furthermore, since

$$E \left( \int_0^t \int_0^1 \left| f((Y_s^\wedge n) + z\sqrt{Y_s^\wedge n}, X_s) - f(Y_s^\wedge n, X_s) \right|^2 C_\alpha z^{-\alpha} ds \, dz \right) \leq C_5 \int_0^t E((Y_s^\wedge n)^{2/\alpha}) ds \int_0^1 z^{1-\alpha} dz$$

$$\leq C_5 n^{2/\alpha} t^{\alpha - 1} \int_1^{2/\alpha} z^{1-\alpha} dz$$

$$< \infty, \quad t \in \mathbb{R}_+,$$

with some constant $C_5 > 0$, by [19, pp. 62, 63], $(M_t^{3\alpha}(f))_{t \geq 0}$ is a square-integrable martingale with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$. This yields the martingale property of $(M_t^{1\alpha}(f))_{t \geq 0}$ with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$. Indeed, for all $n \in \mathbb{N}$ and $f \in C^2_\alpha(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R})$, let

$$\eta_n^\alpha(f) := M_t^{1\alpha}(f) - M_t^{2\alpha}(f) - M_t^{3\alpha}(f), \quad t \in \mathbb{R}_+.$$

Then, by Taylor’s theorem,

$$\eta_n^\alpha(f) = \int_0^t \int_0^\infty 1_{\{Y_s^\wedge n > n\}}(f(Y_{s-} + z\sqrt{Y_{s-}}, X_{s-}) - f(Y_{s-}, X_{s-})) \tilde{N}(ds, dz)$$

$$= \int_0^t \int_0^\infty 1_{\{Y_s^\wedge n > n\}} f'_1(Y_{s-} + \xi z\sqrt{Y_{s-}}, X_{s-}) z\sqrt{Y_{s-}} \tilde{N}(ds, dz)$$

$$= \int_0^t f'_1(Y_{s-} + \xi z\sqrt{Y_{s-}}, X_{s-}) \xi z\sqrt{Y_{s-}} dL_s, \quad t \in \mathbb{R}_+,$$

with some (not necessarily measurable) function $\xi : \Omega \to \mathbb{R}$. Note that, despite the fact that $\xi$ is not necessarily measurable, $f'_1(Y_{s-} + \xi z\sqrt{Y_{s-}}, X_{s-})$ is a random variable, since it equals $f(Y_{s-} + \xi z\sqrt{Y_{s-}}, X_{s-}) - f(Y_{s-}, X_{s-})$, which is a random variable. In the same way,
Then, to prove the stationarity and ergodicity for an affine two-factor model, we need to check that the infinitesimal generators corresponding to the transition semigroups are such that the last inequality follows by Jensen’s inequality and the fact that \( f' \) is bounded. As there exists some constant \( C_8 > 0 \) such that \( E(Y_t) \leq C_8(1 + y_0 e^{-b_t/\alpha}) \), \( t \in \mathbb{R}_+ \) (see, e.g. Formula (2.7) or Proposition 2.10 of [26]), we have

\[
\int_0^t E(\mathbb{1}_{\{Y_s > n\}} Y_s) \, ds \leq C_8 \int_0^t (1 + y_0 e^{-b_t/\alpha}) \, ds < \infty, \quad n \in \mathbb{N},
\]

and so, by the dominated convergence theorem,

\[
\lim_{n \to \infty} E\left( \sup_{s \in [0,1]} |\eta^n_s'(f)| \right) = 0, \quad t \in \mathbb{R}_+.
\]

Then \( (M^1_t(f))_{t \geq 0} \) is a martingale with respect to the filtration \( (\mathcal{F}_t)_{t \geq 0} \). For more details, see [3, Proof of Theorem 2.2].

Finally, we check that the transition semigroup \( (P_t)_{t \geq 0} \) with state space \( \mathbb{R}_+ \times \mathbb{R} \) corresponding to \( (Y_t, X_t)_{t \geq 0} \) is a regular affine semigroup having infinitesimal generator given by (2.3) or (2.4) in the \( \alpha \in (1, 2) \) or, respectively, \( \alpha = 2 \) case. Using the notation given in [12], \( (0, (\alpha_{1,i})_{i=1}^2, (\beta_{1,i})_{i,j=1}^2, 0, \mu) \) and \( (0, (\alpha_{2,i})_{i=1}^2, (\beta_{2,i})_{i,j=1}^2, (\beta_{1,i})_{i,j=1}^2, 0, 0) \) are sets of admissible parameters corresponding to the \( \alpha \in (1, 2) \) and \( \alpha = 2 \) cases, respectively, where

\[
\begin{pmatrix}
\alpha_{1,1} & \alpha_{1,2} \\
\alpha_{2,1} & \alpha_{2,2}
\end{pmatrix} :=
\begin{cases}
\begin{pmatrix}
0 & 0 \\
0 & 1/2
\end{pmatrix} & \text{if } \alpha \in (1, 2), \\
\begin{pmatrix}
1/2 & 0 \\
0 & 1/2
\end{pmatrix} & \text{if } \alpha = 2,
\end{cases}
\]

\[
(b_1, b_2) := (a, m) \quad \text{for } \alpha \in (1, 2),
\]

\[
\begin{pmatrix}
\beta_{1,1} & \beta_{1,2} \\
\beta_{2,1} & \beta_{2,2}
\end{pmatrix} :=
\begin{cases}
\begin{pmatrix}
b & 0 \\
0 & 0
\end{pmatrix} & \text{for } \alpha \in (1, 2), \\
\begin{pmatrix}
b & 0 \\
0 & -\theta
\end{pmatrix} & \text{for } \alpha \in (1, 2),
\end{cases}
\]

\[
\mu(dy, dx) := C_\alpha y^{-1-\alpha} \, dy \, \delta_0(dx) \quad \text{for } \alpha \in (1, 2),
\]

and \( \delta_0 \) denotes the Dirac measure concentrated on \( 0 \in \mathbb{R} \). Hence, it follows from Theorem 2.7 of [13] (see also Theorem 6.1 of [12]) that, for these sets of admissible parameters, there exists a regular affine semigroup \( (Q_t)_{t \geq 0} \) with infinitesimal generator given by (2.3) or (2.4) in the \( \alpha \in (1, 2) \) or, respectively, \( \alpha = 2 \) case. By Theorem 2.7 of [13], \( C_c^\infty(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \) is a core of the infinitesimal generator corresponding to the affine semigroup \( (Q_t)_{t \geq 0} \). Since we have checked that the infinitesimal generators corresponding to the transition semigroups \( (P_t)_{t \geq 0} \) and \( (Q_t)_{t \geq 0} \) (defined on the Banach space of bounded functions on \( \mathbb{R}_+ \times \mathbb{R} \)) coincide on \( C_c^\infty(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \), by the definition of a core, they coincide on the Banach space of bounded functions on \( \mathbb{R}_+ \times \mathbb{R} \). Then \( (Y_t, X_t)_{t \geq 0} \) is an affine process with infinitesimal generator (2.3).
Theorem 3.1. Consider the two-dimensional affine model (1.1) with Lemma 10.2 of [13] to conclude that $(Y_t, X_t)_{t \geq 0}$ is a regular affine process with infinitesimal generator (2.3) or (2.4) in the $\alpha \in (1, 2)$ or, respectively, $\alpha = 2$ case, since we have checked that $(M_t(f))_{t \geq 0}$ is a martingale with respect to the filtration $(\mathcal{F}_t)_{t \geq 0}$ for any $f \in C^2_c(\mathbb{R}_+ \times \mathbb{R})$ in both the $\alpha \in (1, 2)$ and $\alpha = 2$ cases.

Remark 2.1. In Theorem 2.1 it was assumed that $a > 0$, which ensures that $P(Y_t \geq 0$ for all $t \geq 0) = 1$.

3. Stationarity

The study of existence of stationary distributions for affine processes in general is currently under active research.

In the special case of continuous-state branching processes with immigration the question of existence of a unique stationary distribution has been studied; see [23, Theorem 2.6] or [25, Theorem 3.20 and Corollary 3.21].

Glasserman and Kim [17, Theorem 2.4] proved existence of a unique stationary distribution for the process

$$
\begin{align*}
\frac{dY_t}{dt} &= (a - bY_t) dt + \sqrt{Y_t} dL_t, \quad t \geq 0, \\
\frac{dX_t}{dt} &= -\theta X_t dt + \sqrt{1 + \sigma Y_t} dB_t, \quad t \geq 0,
\end{align*}
$$

where $a > 0$, $b > 0$, $\theta > 0$, $\sigma \geq 0$, and $L$ and $B$ are independent standard Wiener processes.

The following result gives the existence of a unique stationary distribution of the affine process given by SDE (1.1) for both the $\alpha \in (1, 2)$ and $\alpha = 2$ cases.

Theorem 3.1. Consider the two-dimensional affine model (1.1) with $a > 0$, $b > 0$, $m \in \mathbb{R}$, and $\theta > 0$, and with a random initial value $(\eta_0, \zeta_0)$ independent of $(L_t, B_t)_{t \geq 0}$ satisfying $P(\eta_0 \geq 0) = 1$. Then

(i) $(Y_t, X_t) \xrightarrow{D} (Y_\infty, X_\infty)$ as $t \to \infty$, and the distribution of $(Y_\infty, X_\infty)$ is given by

$$
E(e^{-\lambda_1 Y_\infty + \theta_2 X_\infty}) = \exp \left\{ -a \int_0^\infty v_t(\lambda_1, \lambda_2) ds + i m \frac{\theta}{\lambda_2} \right\} 
$$

(3.1)

for $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$, where $v_t(\lambda_1, \lambda_2)$, $t \geq 0$, is the unique nonnegative solution of the (deterministic) differential equation

$$
\begin{align*}
\frac{\partial v_t}{\partial t}(\lambda_1, \lambda_2) &= -b v_t(\lambda_1, \lambda_2) - \frac{1}{\alpha} (v_t(\lambda_1, \lambda_2))^\alpha + \frac{1}{2} e^{-2\theta t} \lambda_2^2, \quad t \geq 0, \\
v_0(\lambda_1, \lambda_2) &= \lambda_1,
\end{align*}
$$

(3.2)

(ii) supposing that the random initial value $(\eta_0, \zeta_0)$ has the same distribution as $(Y_\infty, X_\infty)$ given in part (i), $(Y_t, X_t)_{t \geq 0}$ is strictly stationary.

Proof. (i) We prove this part in three steps.

Step 1. In this step we give some representations of the affine transition semigroup $(P_t)_{t \geq 0}$ with state space $\mathbb{R}_+ \times \mathbb{R}$ corresponding to the process given by SDE (1.1). By Theorem 6.1 of [12] and Theorem 2.1, the transition semigroup $(P_t)_{t \geq 0}$ is given by

$$
\int_{\mathbb{R}_+ \times \mathbb{R}} e^{(\nu, \xi)} P_t((\eta_0, \zeta_0), d\xi) = e^{((\eta_0, \nu_0) \cdot \phi_t(\nu)) + \psi_t(\nu)}
$$
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for \( u \in U \), \((y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R} \), \( t \geq 0 \), where \( U := C_- \times (i\mathbb{R}) \) with
\[
C_- := \{ z_1 + iz_2 : z_1 \in (-\infty, 0], \ z_2 \in \mathbb{R} \}, \quad i\mathbb{R} := \{iz_2 : z_2 \in \mathbb{R} \},
\]
and for all \( u = (u_1, u_2) \in U \), we have \( \psi_t(u) = (\psi_t^{(1)}(u), e^{-\theta t}u_2) \), \( t \geq 0 \), where \( \psi_t^{(1)}(u) \), \( t \geq 0 \), is a solution of the generalized Riccati equation
\[
\frac{\partial \psi_t^{(1)}}{\partial t}(u) = R(\psi_t^{(1)}(u), e^{-\theta t}u_2), \quad t \geq 0, \quad \psi_0^{(1)}(u) = u_1.
\]
and
\[
\phi_t(u) = \int_0^t F(\psi_s^{(1)}(u), e^{-\theta s}u_2) \, ds, \quad t \geq 0.
\]
Here, for \( \alpha \in (1, 2] \), the (complex-valued) functions \( F \) and \( R \) are given by
\[
F(u) = au_1 + mu_2, \quad R(u) = -bu_1 + \frac{(-u_1)^\alpha}{\alpha} + \frac{u_2^2}{2}, \quad u = (u_1, u_2) \in U.
\]
Indeed, in the \( \alpha \in (1, 2) \) case, the formula for \( R(u) \), \( u \in U \), can be checked as follows. By [12], in the \( \alpha \in (1, 2) \) case,
\[
R(u) := -bu_1 + \frac{u_1^2}{2} + \int_0^\infty \int_{-\infty}^{\infty} (e^{u_1 \xi} - 1 - \langle u, \xi \rangle)C_{\alpha}\xi_1^{1-\alpha} d\xi_1 d\xi_2
\]
\[
= -bu_1 + \frac{u_1^2}{2} + C_\alpha \int_0^\infty (e^{u_1 \xi} - 1 - u_1 \xi_1^{1-\alpha} d\xi_1
\]
\[
= -bu_1 + \frac{(-u_1)^\alpha}{\alpha} + \frac{u_2^2}{2}, \quad u \in U,
\]
where, for the last equality, we used the facts that \( 1/\Gamma(-\alpha) = \alpha(\alpha - 1)/\Gamma(2 - \alpha) \), the imaginary part of \( -u_1 \xi_1 \) is nonnegative, and
\[
(-iz)^\alpha = \frac{\alpha(\alpha - 1)}{\Gamma(2 - \alpha)} \int_0^\infty (e^{iz \xi_1} - 1 - iz \xi_1^{1-\alpha} d\xi_1
\]
for all complex numbers \( z \) with nonnegative imaginary part; see, e.g. [35, pp. 67, 68].

Note also that, for all \( u = (u_1, u_2) \in U \) and \( t \geq 0 \), the real part of \( \psi_t^{(1)}(u) \) is less than or equal to 0 (compare also with Remark 2.2 of [13]), and, in addition, if \( u_1 \in \mathbb{R} \) such that \( u_1 \leq 0 \) then \( \psi_t^{(1)}(u) \in \mathbb{R} \) with \( \psi_t^{(1)}(u) \leq 0 \). Moreover, for all \( t \geq 0 \), we have
\[
\phi_t(u) = \int_0^t (a\psi_s^{(1)}(u) + me^{-\theta s}u_2) \, ds = a \int_0^t \psi_s^{(1)}(u) \, ds + mu_2 \frac{1 - e^{-\theta t}}{\theta}.
\]

In fact, one can give a simplified characterization of the transition semigroup \( (P_t)_{t \geq 0} \) by
\[
\int_0^\infty \int_{-\infty}^{\infty} e^{-\lambda_1 \xi_1 + i\lambda_2 \xi_2} P_t((y_0, x_0), d\xi_1, d\xi_2)
\]
\[
= \exp[-y_0 u_1(\lambda_1, \lambda_2) + ix_0 e^{-\theta t} \lambda_2 + g_t(\lambda_1, \lambda_2)]
\]
(3.3)
for \((\lambda_1, \lambda_2), (y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}\), where

\[
g_t(\lambda_1, \lambda_2) := \int_0^t (-a v_t(\lambda_1, \lambda_2) + im e^{-\theta s} \lambda_2) \, ds
\]

\[
= -a \int_0^t v_s(\lambda_1, \lambda_2) \, ds + im \frac{1 - e^{-\theta t}}{\theta}
\]

and \(v_t(\lambda_1, \lambda_2), t \geq 0\), is the unique, nonnegative solution of the differential equation

\[
\frac{\partial v_t}{\partial t}(\lambda_1, \lambda_2) = -b v_t(\lambda_1, \lambda_2) - \frac{1}{\alpha} (v_t(\lambda_1, \lambda_2))^\alpha + \frac{1}{2} e^{-2\theta t} \lambda_2^2,
\quad t \geq 0,
\]

\[
v_0(\lambda_1, \lambda_2) = \lambda_1.
\]

in the \(\alpha \in (1, 2]\) case; see [3, Proof of Theorem 3.1]. Note also that \(v_t(\lambda_1, \lambda_2) \geq 0\) for all \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\), since \(\psi_t^{(1)}(u) \leq 0\) for \(u_1 \leq 0\). The uniqueness of the solutions of the differential equation (Cauchy problem) (3.5) follows by general results of [13, Propositions 6.1 and 6.4, and Lemma 9.2]. For a direct proof, see the proof of Theorem 3.1 of [3].

Step 2. We show that

\[
v_t(\lambda_1, \lambda_2) \leq M(\lambda_1, \lambda_2)(1 + t) \max(e^{-2\theta t}, e^{-b t}),
\quad t \geq 0, (\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R},
\]

where

\[
M(\lambda_1, \lambda_2) := \begin{cases} 
\lambda_1 + \frac{\lambda_2^2}{2(|b - 2\theta|)} & \text{if } b \neq 2\theta, \\
\lambda_1 + \frac{\lambda_2^2}{2} & \text{if } b = 2\theta.
\end{cases}
\]

The proof is based on the following version of the comparson theorem (see, e.g. [34] or Lemma B.3. of [15]): if \(S: \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}\) is a continuous function which is locally Lipschitz continuous in its second variable and \(p, q: \mathbb{R}_+ \to \mathbb{R}\) are differentiable functions satisfying

\[
p'(t) \leq S(t, p(t)), \quad t \geq 0, \quad q'(t) = S(t, q(t)), \quad t \geq 0, \quad p(0) \leq q(0),
\]

then \(p(t) \leq q(t)\) for all \(t \geq 0\). Using this, we can check that \(v_t(\lambda_1, \lambda_2) \leq u_t(\lambda_1, \lambda_2)\) for all \(t \geq 0\) and \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\), where, for all \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\), \(u_t(\lambda_1, \lambda_2), t \geq 0\), is the unique solution of the differential equation

\[
\frac{\partial u_t}{\partial t}(\lambda_1, \lambda_2) = -bu_t(\lambda_1, \lambda_2) + \frac{1}{2} e^{-2\theta t} \lambda_2^2,
\quad t \geq 0,
\]

\[
u_0(\lambda_1, \lambda_2) = \lambda_1.
\]

Furthermore, we can verify that

\[
u_t(\lambda_1, \lambda_2) = \begin{cases} 
\left(\lambda_1 + \frac{\lambda_2^2}{2(-b + 2\theta)}\right) e^{-bt} - \frac{\lambda_2^2}{2(-b + 2\theta)} e^{-2\theta t} & \text{if } b \neq 2\theta, \\
\left(\lambda_1 + \frac{\lambda_2^2}{2}\right) e^{-bt} & \text{if } b = 2\theta.
\end{cases}
\]

For more details, see the proof of Theorem 3.1 of [3].

Finally, by (3.7), (3.6) readily holds for \(b = 2\theta\). If \(b > 2\theta\) then

\[
u_t(\lambda_1, \lambda_2) \leq \lambda_1 e^{-2\theta t} - \frac{\lambda_2^2}{2(-b + 2\theta)} e^{-2\theta t} \leq \left(\lambda_1 - \frac{\lambda_2^2}{2(-b + 2\theta)}\right) (1 + t) e^{-2\theta t}.
\]
and if \(0 < b < 2\theta\) then
\[
u_t(\lambda_1, \lambda_2) \leq \left(\lambda_1 + \frac{\lambda_2^2}{2(-b + 2\theta)}\right)e^{-bt} \leq \left(\lambda_1 + \frac{\lambda_2^2}{2(-b + 2\theta)}\right)(1 + t)e^{-bt},
\]
as desired.

**Step 3.** By the continuity theorem and (3.3), to prove (i), it is enough to check that, for all \((\lambda_1, \lambda_2), (y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R},
\[
\lim_{t \to \infty} (-y_0)\nu_t(\lambda_1, \lambda_2) + i x_0 e^{-\theta t}\lambda_2 + g_t(\lambda_1, \lambda_2)) = -a \int_0^\infty v_s(\lambda_1, \lambda_2) \, ds + \frac{m}{\theta} \lambda_2
= g_\infty(\lambda_1, \lambda_2), \tag{3.8}
\]
and that the function \(\mathbb{R}_+ \times \mathbb{R} \ni (\lambda_1, \lambda_2) \mapsto g_\infty(\lambda_1, \lambda_2)\) is continuous. Indeed, using (3.3), and the independence of \((y_0, \zeta_0)\) and \((L_t, B_t)_{t \geq 0}\), the law of total expectation yields
\[
E(e^{-\lambda_1 Y_t + \lambda_2 X_t})
= \int_0^\infty \int_0^\infty \mathbb{E}(e^{-\lambda_1 Y_t + \lambda_2 X_t} | (Y_0, X_0) = (y_0, x_0)) \, \mathbb{P}(Y_0, X_0)(dy_0, dx_0)
= \int_0^\infty \int_0^\infty \exp\{-y_0 v_t(\lambda_1, \lambda_2) + i x_0 e^{-\theta t}\lambda_2 + g_t(\lambda_1, \lambda_2)\} \, \mathbb{P}(Y_0, X_0)(dy_0, dx_0)
\]
for all \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R},\) where \(\mathbb{P}(Y_0, X_0)\) denotes the distribution of \((Y_0, X_0)\) on \(\mathbb{R}_+ \times \mathbb{R},\) and, hence, (3.8) and the dominated convergence theorem imply that
\[
\lim_{t \to \infty} \mathbb{E}(e^{-\lambda_1 Y_t + \lambda_2 X_t}) = \int_0^\infty \int_0^\infty e^{g_\infty(\lambda_1, \lambda_2)} \, \mathbb{P}(Y_0, X_0)(dy_0, dx_0) = e^{g_\infty(\lambda_1, \lambda_2)}
\]
for \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}.) Then, using the continuity of the function \(\mathbb{R}_+ \times \mathbb{R} \ni (\lambda_1, \lambda_2) \mapsto g_\infty(\lambda_1, \lambda_2)\) (which will be checked later), the continuity theorem yields (i).

Now we prove (3.8). Since \(\theta > 0\) and \(b > 0\), by (3.6), and using the fact that \(v_t(\lambda_1, \lambda_2) \geq 0\) for all \(t \geq 0\) and \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\) (see step 1), we have
\[
\lim_{t \to \infty} (-y_0 v_t(\lambda_1, \lambda_2) + i x_0 e^{-\theta t}\lambda_2) = 0.
\]
Recall that
\[
g_t(\lambda_1, \lambda_2) = -a \int_0^t v_s(\lambda_1, \lambda_2) \, ds \, + \, \frac{e^{-\theta t}}{\theta} \frac{1}{\lambda_2}.\]
Since \(\theta > 0\), we have \(\lim_{t \to \infty} (1 - e^{-\theta t})/\theta = 1/\theta\), and since \(v_t(\lambda_1, \lambda_2) \geq 0\) for all \(t \geq 0\), \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\) (see step 1), by the dominated convergence theorem and (3.6), we obtain
\[
\lim_{t \to \infty} \int_0^t v_s(\lambda_1, \lambda_2) \, ds = \int_0^\infty v_s(\lambda_1, \lambda_2) \, ds.
\]
Indeed, for all \(t \geq 0\) and \(s \geq 0\), \(|v_s(\lambda_1, \lambda_2)I_{[0,t]}(s)| \leq v_s(\lambda_1, \lambda_2)\), and, by (3.6),
\[
\int_0^\infty v_s(\lambda_1, \lambda_2) \, ds \leq M(\lambda_1, \lambda_2) \int_0^\infty (1 + s) \max(e^{-2bs}, e^{-bs}) \, ds
= M(\lambda_1, \lambda_2) \max(\frac{1}{b} + \frac{1}{b^2} \cdot \frac{1}{2\theta} + \frac{1}{(2\theta)^2})
< \infty.
\]
The continuity of the function $\mathbb{R}_+ \times \mathbb{R} \ni (\lambda_1, \lambda_2) \mapsto g_\infty(\lambda_1, \lambda_2)$ can be checked as follows. It will follow if we prove that, for all $s \geq 0$, the function $v_s$ is continuous. Namely, if $\lambda^{(n)} = (\lambda^{(n)}_1, \lambda^{(n)}_2), n \in \mathbb{N}$, is a sequence in $\mathbb{R}_+ \times \mathbb{R}$ such that $\lim_{n \to \infty} \lambda^{(n)} = \lambda$, where $\lambda \in \mathbb{R}_+ \times \mathbb{R}$, then $\lim_{n \to \infty} v_s(\lambda^{(n)}) = v_s(\lambda)$ for all $s \geq 0$, and, by (3.6),

$$v_s(\lambda^{(n)}) = v_s(\lambda^{(n)}_1, \lambda^{(n)}_2) \leq M(\lambda^{(n)}_1, \lambda^{(n)}_2) \max(e^{-2bs}, e^{-by}), \quad n \in \mathbb{N}, \ s \geq 0.$$ 

Since the sequence $\lambda^{(n)}, n \in \mathbb{N}$, is bounded (since it is convergent), we have $\sup_{n \in \mathbb{N}} M(\lambda^{(n)}_1, \lambda^{(n)}_2) < \infty$, and using also that $\int_0^\infty (1 + s) \max(e^{-2bs}, e^{-by}) \, ds < \infty$, the dominated convergence theorem implies that

$$\lim_{n \to \infty} \int_0^\infty v_s(\lambda^{(n)}_1, \lambda^{(n)}_2) \, ds = \int_0^\infty v_s(\lambda_1, \lambda_2) \, ds,$$

which shows the continuity of $g_\infty$. Finally, we prove that, for all $s \geq 0$, the function $\mathbb{R}_+ \times \mathbb{R} \ni (\lambda_1, \lambda_2) \mapsto v_s(\lambda_1, \lambda_2)$ is continuous. Note that the function $v_s$ does not depend on the parameters $a$ and $m$, since it is the unique solution of the differential equation (3.2). Let $(\tilde{Y}_t, \tilde{X}_t)_{t \geq 0}$ be an affine process satisfying SDE (1.1) with initial value $(\tilde{Y}_0, \tilde{X}_0) = (Y_0, X_0)$, and with parameters $a = m = 0$ and the given $b > 0$ and $\theta > 0$. Then, by (3.3),

$$\int_0^\infty \int_{\mathbb{R}^2} e^{-\lambda_1 t_1 + i\lambda_2 t_2} \tilde{P}_t((y_0, x_0), d\xi_1, d\xi_2) = \exp[-y_0 v_s(\lambda_1, \lambda_2) + ix_0 e^{-\theta t} \lambda_2] \quad (3.9)$$

for $s \in \mathbb{R}_+$ and $(\lambda_1, \lambda_2), (y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}$, where $(\tilde{P}_t)_{t \geq 0}$ denotes the transition semigroup of the affine process $(\tilde{Y}_t, \tilde{X}_t)_{t \geq 0}$. For all $s \in \mathbb{R}_+$, the left-hand side of (3.9) is a continuous function of $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$, since, for all $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$ and $(h_1, h_2) \in \mathbb{R}^2$,

$$\left| \int_0^\infty \int_{\mathbb{R}^2} e^{-(\lambda_1 t_1 + h_1 t_2 + i\lambda_2 t_2)} \tilde{P}_t((y_0, x_0), d\xi_1, d\xi_2) \right| \leq \int_0^\infty \int_{\mathbb{R}^2} |e^{-(\lambda_1 t_1 + h_1 t_2 + i\lambda_2 t_2)} - 1| \tilde{P}_t((y_0, x_0), d\xi_1, d\xi_2),$$

which tends to 0 as $(h_1, h_2) \to (0, 0)$, by the dominated convergence theorem. This implies that the right-hand side of (3.9) is also a continuous function of $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$. This readily yields the continuity of the function $v_s$ for all fixed $s \in \mathbb{R}_+$.

(ii) First we check that the one-dimensional distributions of $(Y_t, X_t)_{t \geq 0}$ are translation invariant and have the same distribution as $(Y_\infty, X_\infty)$. Using (3.1), (3.3), the tower rule, and the independence of $(Y_0, X_0)$ and $(L, B)$, it is enough to check that, for all $t \geq 0$ and $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$,

$$\mathbb{E}(\exp[-v_t(\lambda_1, \lambda_2)Y_\infty + i e^{-\theta t} \lambda_2 X_\infty + g_t(\lambda_1, \lambda_2)])$$

$$= \exp \left\{ -a \int_0^\infty v_s(\lambda_1, \lambda_2) \, ds + \frac{m}{b} \lambda_2 \right\}.$$ 

By (3.1) and (3.4), and using the fact that $v_t(\lambda_1, \lambda_2) \geq 0$ for all $t \geq 0$ and $(\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}$,
(see step 1 of the proof of part (i)), we have
\[
\mathbb{E}(\exp[-v_t(\lambda_1, \lambda_2)Y_\infty + ie^{-\theta t}\lambda_2X_\infty + g_t(\lambda_1, \lambda_2)])
= \exp\left\{-a \int_0^\infty v_s(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2\right) ds + i\frac{m}{\theta} e^{-\theta t}\lambda_2 + g_t(\lambda_1, \lambda_2)\right\},
\]
\[
= \exp\left\{-a \left(\int_0^\infty v_s(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2\right) ds + \int_0^t v_s(\lambda_1, \lambda_2) ds\right) + i\frac{m}{\theta} \lambda_2\right\}.
\]
Hence, it remains to check that
\[
\int_0^\infty v_s(\lambda_1, \lambda_2) ds = \int_0^\infty v_s(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2\right) ds + \int_0^t v_s(\lambda_1, \lambda_2) ds
\]
for \(t \geq 0\) and \((\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}\), i.e.
\[
\int_0^\infty v_s(\lambda_1, \lambda_2) ds = \int_0^\infty v_s(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2\right) ds, \quad t \geq 0, \quad (\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}.
\]
For this, it is enough to check that
\[
v_s(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2 = v_{s+t}(\lambda_1, \lambda_2), \quad s, t \geq 0, \quad (\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R},
\]
or, equivalently,
\[
v_t(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2 = v_{s+t}(\lambda_1, \lambda_2), \quad s, t \geq 0, \quad (\lambda_1, \lambda_2) \in \mathbb{R}_+ \times \mathbb{R}.
\]
By (3.2), we have
\[
\frac{\partial v_{s+t}}{\partial t}(\lambda_1, \lambda_2) = -b v_{s+t}(\lambda_1, \lambda_2) - \frac{1}{\alpha} (v_{s+t}(\lambda_1, \lambda_2))^{\alpha} + \frac{1}{2} e^{-20(s+t)} \lambda_2^{\frac{2}{\alpha}}, \quad t \geq 0,
\]
with initial condition \(v_{s+0}(\lambda_1, \lambda_2) = v_s(\lambda_1, \lambda_2)\). Note also that, again by (3.2),
\[
\frac{\partial v_t}{\partial t}(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2) = -b v_t(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2) - \frac{1}{\alpha} (v_t(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2))^{\alpha}
+ \frac{1}{2} e^{-20t} (e^{-\theta t}\lambda_2)^{\frac{2}{\alpha}}, \quad t \geq 0,
\]
with initial condition \(v_0(v_t(\lambda_1, \lambda_2), e^{-\theta t}\lambda_2) = v_t(\lambda_1, \lambda_2)\). Hence, for all \(s \geq 0\), the left- and right-hand sides of (3.10), as functions of \(t \geq 0\), satisfy the differential equation (3.2) with the initial value \(v_t(\lambda_1, \lambda_2)\). Since (3.2) has a unique solution for all nonnegative initial values, we obtain (3.10).

Finally, the strict stationarity (translation invariance of the finite-dimensional distributions) of \((Y_t, X_t)_{t \geq 0}\) follows by the chain rule for conditional expectations and the fact that it is a time-homogeneous Markov process.

4. Ergodicity

As with the existence of a unique stationary distribution, the question of ergodicity for an affine process is also the focus of current investigations. Recently, Sandrić [31] proved ergodicity of so-called stable-like processes using the same technique that we applied. Furthermore, the ergodicity of the so-called \(\alpha\)-root process with \(\alpha \in (1, 2]\) (see the first SDE of (1.1)) and some statistical applications were given in [26].

In the following result we give the ergodicity of the affine diffusion process given by SDE (1.1) with \(\alpha = 2\).
Theorem 4.1. Consider the two-dimensional affine diffusion model (1.1) with \( \alpha = 2, \beta > 0, m \in \mathbb{R}, \) and \( \theta > 0, \) and with a random initial value \((\eta_0, \zeta_0)\) independent of \((L_t, B_t)_{t \geq 0}\) satisfying \( P(\eta_0 \geq 0) = 1. \) Then, for all Borel measurable functions \( f: \mathbb{R}^2 \to \mathbb{R} \) such that \( E|f(Y_\infty, X_\infty)| < \infty, \) we have

\[
P\left( \lim_{T \to \infty} \frac{1}{T} \int_0^T f(Y_s, X_s) \, ds = E f(Y_\infty, X_\infty) \right) = 1, \tag{4.1}
\]

where the distribution of \((Y_\infty, X_\infty)\) is given by (3.1) and (3.2) with \( \alpha = 2. \)

Proof. We use the notation of [28] and [29]. Using Theorem 6.1 (so-called Foster–Lyapunov criteria) of [29], it is enough to check that

(a) \((Y_t, X_t)_{t \geq 0}\) is a right process (defined as [32, p. 38]);

(b) all compact sets are petite for some skeleton chain (skeleton chains and petite sets are defined in [28, pp. 491, 500] and [27, p. 550], respectively);

(c) there exist \(c, d \in \mathbb{R}\) with \(c > 0\) such that the inequality

\[
(A_n V)(y, x) \leq -cV(y, x) + d, \quad (y, x) \in O_n,
\]

holds for all \(n \in \mathbb{N},\) where \(O_n := \{(y, x) \in \mathbb{R}^+ \times \mathbb{R}: \| (y, x) \| < n\}\) for each \(n \in \mathbb{N},\)

\[
V(y, x) := (y-c_1)^2 + (x-c_2)^2, \quad (y, x) \in \mathbb{R}^+ \times \mathbb{R}, \tag{4.2}
\]

with some appropriate \(c_1, c_2 \in \mathbb{R},\) and \(A_n\) denotes the extended generator of the process \((Y_t^{(n)}, X_t^{(n)})_{t \geq 0},\) given by

\[
(Y_t^{(n)}, X_t^{(n)}) := \begin{cases} (Y_t, X_t) & \text{for } t < T_n, \\ (0, n) & \text{for } t \geq T_n, \end{cases}
\]

where the stopping time \(T_n\) is defined by \(T_n := \inf\{t \in \mathbb{R}^+: (Y_t, X_t) \in (\mathbb{R}^+ \times \mathbb{R}) \setminus O_n\}.
\)

(Here we note that instead of \((0, n)\) we could have chosen any fixed state in \((\mathbb{R}^+ \times \mathbb{R}) \setminus O_n,\) and we could also have defined \((Y_t^{(n)}, X_t^{(n)})_{t \geq 0}\) as the stopped process \((Y_{t \wedge T_n}, X_{t \wedge T_n})_{t \geq 0};\)
see [29, p. 521].)

Indeed, Theorem 6.1 of [29] then yields the exponential ergodicity of the process \((Y_t, X_t)_{t \in \mathbb{R}^+},\) namely, there exist \(\beta > 0\) and \(B \in \mathbb{R}^+,\) such that

\[
\sup_{|g| \leq V+1} |E(g(Y_t, X_t)| (Y_0, X_0) = (y_0, x_0)) - E(g(Y_\infty, X_\infty))| \leq B(V(y_0, x_0) + 1) e^{-\beta t}
\]

for all \(t \in \mathbb{R}^+\) and \((y_0, x_0) \in \mathbb{R}^+ \times \mathbb{R},\) where the supremum is taken over Borel measurable functions \(g: \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}.\) According to the discussion after Proposition 2.5 of [6], this implies (4.1). Here we point out that, due to Bhattacharya [6], we do not have to assume that \(P(Y_0 > 0) = 1\) in order to prove (4.1).

To prove (a), it is enough to show that the process \((Y_t, X_t)_{t \in \mathbb{R}^+}\) is a (weak) Feller (see [28, Section 3.1]), strong Markov process with continuous sample paths; see, e.g. [28, p. 498]. According to Proposition 8.2 (or Theorem 2.7) of [13], the process \((Y_t, X_t)_{t \geq 0}\) is a Feller Markov process. Since \((Y_t, X_t)_{t \geq 0}\) has continuous sample paths almost surely (specifically, it is càdlàg), it is automatically a strong Markov process; see, e.g. Theorem 1 of [9, p. 56].
To prove (b), in view of Proposition 6.2.8 of [30], it is sufficient to show that the skeleton chain \((Y_n, X_n)_{n \in \mathbb{Z}_+}\) is irreducible with respect to the Lebesgue measure on \(\mathbb{R}_+ \times \mathbb{R}\) (see, e.g. [29, p. 520]), and admits the Feller property. The skeleton chain \((Y_n, X_n)_{n \in \mathbb{Z}_+}\) admits the Feller property since the process \((Y_t, X_t)_{t \geq 0}\) is a Feller process. In order to check irreducibility of the skeleton chain \((Y_n, X_n)_{n \in \mathbb{Z}_+}\) with respect to the Lebesgue measure on \(\mathbb{R}_+ \times \mathbb{R}\), it is enough to prove that the conditional distribution of \((Y_1, X_1)\) given \((Y_0, X_0)\) is absolutely continuous (with respect to the Lebesgue measure on \(\mathbb{R}_+ \times \mathbb{R}\)) with a conditional density function \(f_{(Y_1, X_1) | (Y_0, X_0)} : \mathbb{R}_2 \times \mathbb{R}_2 \rightarrow \mathbb{R}_+\) such that \(f_{(Y_1, X_1) | (Y_0, X_0)}(y, x | y_0, x_0) > 0\) for all \((y, x, y_0, x_0) \in (0, \infty) \times \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}\). Indeed, the Lebesgue measure on \(\mathbb{R}_+ \times \mathbb{R}\) is \(\sigma\)-finite, and if \(B\) is a Borel set in \(\mathbb{R}_+ \times \mathbb{R}\) with positive Lebesgue measure then

\[
\mathbb{P}\left(\sum_{n=0}^{\infty} 1_B(Y_n, X_n) \mid (Y_0, X_0) = (y_0, x_0)\right) \geq \mathbb{P}(Y_1, X_1) \in B \mid (Y_0, X_0) = (y_0, x_0)) = \frac{\int_B f_{(Y_1, X_1) | (Y_0, X_0)}(y, x | y_0, x_0) \, dy \, dx}{\mathbb{P}(Y_0, X_0) = (y_0, x_0)} > 0
\]

for all \((y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}\). The existence of \(f_{(Y_1, X_1) | (Y_0, X_0)}\) with the required property can be checked as follows. By Theorem 2.1 we have

\[
Y_1 = e^{-b} \left( y_0 + a \int_0^1 e^{bu} \, du + \int_0^1 e^{bu} \sqrt{X_u} \, dL_u \right) \quad \text{and} \quad X_1 = e^{-\theta} \left( x_0 + m \int_0^1 e^{\theta u} \, du + \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u \right),
\]

provided that \((Y_0, X_0) = (y_0, x_0), (y_0, x_0) \in \mathbb{R}_+ \times \mathbb{R}\). Recall that a two-dimensional random vector \(\zeta\) is absolutely continuous if and only if \(V \zeta + v\) is absolutely continuous for all invertable matrices \(V \in \mathbb{R}^{2 \times 2}\) and for all vectors \(v \in \mathbb{R}^2\), and if the density function of \(\zeta\) is positive on a set \(S \subset \mathbb{R}^2\) then the density function of \(V \zeta + v\) is positive on the set \(VS + v\). Hence, it is enough to check that the random vector

\[
\left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u, \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u \right)
\]

is absolutely continuous with respect to the Lebesgue measure on \(\mathbb{R}^2\) having a density function being strictly positive on the set \(y \in \mathbb{R} : y > -y_0 - a \int_0^1 e^{bu} \, du \times \mathbb{R}\). For all \(x \in \mathbb{R}\) and \(y \leq -y_0 - a \int_0^1 e^{bu} \, du\), we have

\[
\mathbb{P}\left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u < y, \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u < x \right)
\]

\[
= \mathbb{P}\left( e^b Y_1 - y_0 - a \int_0^1 e^{bu} \, du < y, \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u < x \right)
\]

\[
\leq \mathbb{P}(Y_1 < 0)
\]

\[
= 0,
\]

since \(\mathbb{P}(Y_1 \geq 0) = 1\). Note that the conditional distribution of \(\int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u\) given \((Y_1)_{t \in [0,1]}\) is a normal distribution with mean zero and variance \(\int_0^1 e^{2\theta u} Y_u \, du\) due to the fact
We note that, under the assumption that
\( y > \) 0 for all \( y \in \mathbb{R} \) and \( y > -y_0 = \alpha \int_0^1 e^{bu} \, du \),
\[
\mathbb{P} \left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u < y, \int_0^1 e^{bu} \sqrt{Y_u} \, dB_u < x \right) 
= \mathbb{P} \left( e^b Y_1 - y_0 = \alpha \int_0^1 e^{bu} \, du < y, \int_0^1 e^{bu} \sqrt{Y_u} \, dB_u < x \right) 
= \mathbb{E} \left( \mathbb{I} \{ Y_1 - e^{-b}(y+y_0+a \int_0^1 e^{bu} \, du) \} \mathbb{I} \{ \int_0^1 e^{2bu} Y_u \, du \} \right) 
= \mathbb{E} \left( \mathbb{I} \{ Y_1 - e^{-b}(y+y_0+a \int_0^1 e^{bu} \, du) \} \int_{-\infty}^x p \left( w; \int_0^1 e^{2bu} Y_u \, du \right) \, dw \right),
\]
where
\[
p(w; \sigma^2) := \frac{1}{\sqrt{2\pi \sigma^2}} e^{-w^2/(2\sigma^2)}, \quad w \in \mathbb{R}, \quad \sigma > 0.
\]
We note that, under the assumption that \( a > 0 \), \( \mathbb{P} \left( \int_0^1 e^{2bu} Y_u \, du > 0 \right) = 1 \). Then, by the law of total expectation, for all \( y \in \mathbb{R} \) and \( y > -y_0 = \alpha \int_0^1 e^{bu} \, du \),
\[
\mathbb{P} \left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u < y, \int_0^1 e^{bu} \sqrt{Y_u} \, dB_u < x \right)
= \int_0^F \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi \int_0^1 e^{2bu} Y_u \, du}} \exp \left\{ -\frac{w^2}{2 \int_0^1 e^{2bu} Y_u \, du} \right\} Y_1 = z \right) f_{Y_1}(z) \, dz \, dw,
\]
where \( F := e^{-b}(y+y_0+a \int_0^1 e^{bu} \, du) \) and \( f_{Y_1} \) denotes the density function of \( Y_1 \) (given that \( Y_0 = y_0, y \in \mathbb{R}^{+} \)). For \( y_0 \in (0, \infty) \),
\[
f_{Y_1}(y) = \frac{2b e^{2a+1}}{e^b - 1} \left( \frac{y}{y_0} \right)^{-1/2} \exp \left\{ -\frac{2b(y_0 + e^b y)}{e^b - 1} \right\} I_{2a-1} \left( \frac{2b \sqrt{y_0 y}}{\sinh(b/2)} \right) 1_{(0, \infty)}(y)
\]
for \( y \in \mathbb{R} \), where \( I_{2a-1} \) denotes the modified Bessel of the first kind of order \( 2a - 1 \), i.e.
\[
I_{2a-1}(x) = \sum_{m=0}^{\infty} \frac{1}{m! \Gamma(m + 2a)} \left( \frac{x}{2} \right)^{2m+2a-1} , \quad x \in (0, \infty);
\]
see, e.g. [5, Proof of Proposition 2], [10, Equation (18)], or [20, Proposition 6.3.2.1]. For \( y_0 = 0 \), the density function of \( Y_1 \) (given that \( Y_0 = 0 \)) is given by
\[
f_{Y_1}(y) = \frac{1}{\Gamma(2a)} \left( \frac{2b}{1 - e^{-b}} \right)^{2a} y^{2a-1} \exp \left\{ -\frac{2by}{1 - e^{-b}} \right\} 1_{(0, \infty)}(y), \quad y \in \mathbb{R},
\]
since, by [19, p. 222], \( Y_1 \) (given that \( Y_0 = 0 \)) has a gamma distribution with parameters \( 2a \) and \( 2b/(1 - e^{-b}) \). Note that in both cases \( f_{Y_1}(y) > 0 \) for all \( y \in (0, \infty) \). Then, by a change of
variable, we have, for all \( x \in \mathbb{R} \) and \( y > -y_0 - a \int_0^1 e^{bu} du \),
\[
\mathbb{P}\left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u < y, \int_0^1 e^{bu} \sqrt{Y_u} \, dB_u < x \right) = \int_{-y_0 - a \int_0^1 e^{bu} du}^y \int_{-\infty}^x \mathbb{P}\left( \left. \exp\left(-w^2/2 \int_0^1 e^{bu} \, du \right) \middle| Y_1 = e^{-b} \left( v + y_0 + a \int_0^1 e^{bu} \, du \right) \right) \right) f_{Y_1}(e^{-b} \left( v + y_0 + a \int_0^1 e^{bu} \, du \right)) e^{-b} \, dv \, dw.
\]

In what follows we will make use of the simple observation that, if \( \xi \) and \( \eta \) are random variables such that \( \mathbb{P}(\xi > 0) = 1 \), \( \mathbb{E}(\xi) < \infty \), and \( \mathbb{P}(\eta > 0) = 1 \), and \( \eta \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R} \). For a proof, see, e.g., the proof of Theorem 4.1 of [3].

Now we return to the proof that the random vector \((4.3)\) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^2 \) with a density function being strictly positive on the set \( \{y \in \mathbb{R} \colon y > -y_0 - a \int_0^1 e^{bu} du\} \times \mathbb{R} \). Since \( \sup_{x \in \mathbb{R}} x e^{-u^2 x^2/2} < \infty \), \( w \in \mathbb{R} \setminus \{0\} \), implies that
\[
\mathbb{E}\left( \left( 2\pi \int_0^1 e^{2bu} du \right)^{1/2} \exp\left(-\frac{w^2}{2 \int_0^1 e^{2bu} du}\right) \right) < \infty, \quad w \in \mathbb{R} \setminus \{0\},
\]
and using the fact that \( f_{Y_1}(e^{-b} \left( v + y_0 + a \int_0^1 e^{bu} du \right)) > 0 \) for all \( v > -y_0 - a \int_0^1 e^{bu} du \), there exists a measurable function \( g \colon \mathbb{R}^2 \to \mathbb{R}_+ \) such that \( g(v, w) > 0 \) for \( v > -y_0 - a \int_0^1 e^{bu} du, w \in \mathbb{R} \), and
\[
\mathbb{P}\left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u < y, \int_0^1 e^{bu} \sqrt{Y_u} \, dB_u < x \right) = \int_{-y_0 - a \int_0^1 e^{bu} du}^y \int_0^x g(v, w) \, dw \, dv \quad \text{if } y > -y_0 - a \int_0^1 e^{bu} du, x \in \mathbb{R},
\]
\[= \int_0^{y_0 - a \int_0^1 e^{bu} du} \int_{-\infty}^x g(v, w) \, dw \, dv \quad \text{if } y \leq -y_0 - a \int_0^1 e^{bu} du, x \in \mathbb{R},
\]
as desired. Consequently, the random vector \((4.3)\) is absolutely continuous with density function \( g \) having the desired property.

To prove (c), we first note that, since the sample paths of \((Y_t, X_t)\) are almost surely continuous for each \( n \in \mathbb{N} \), the extended generator has the form
\[
(A_n f)(y, x) = \frac{1}{2} y f''_{1,1}(y, x) + \frac{1}{2} y f''_{2,2}(y, x) + (a - by) f'_1(y, x) + (m - \theta x) f'_2(y, x)
\]
for all \((y, x) \in O_n\) and \( f \in C^2(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \); see, e.g., [29, p. 538]. We also note that, by [13, Theorem 2.7], for functions \( f \in C^2(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \), \( A_n f = A f \) on \( O_n \), where \( A \) denotes the (nonextended) generator of the process \((Y_t, X_t)_{t \in \mathbb{R}_+} \). For the function \( V \) defined in \((4.2)\), we have \( V \in C^2(\mathbb{R}_+ \times \mathbb{R}, \mathbb{R}) \) and
\[
V'_1(y, x) = 2(y - c_1), \quad V'_2(y, x) = 2(x - c_1), \quad V''_{1,1}(y, x) = V''_{2,2}(y, x) = 2,
\]
for \((y, x) \in \mathbb{R}_+ \times \mathbb{R}\), and, hence, for all \( n \in \mathbb{N} \) and \( 0 < c < \infty \),
\[
(A_n V)(y, x) + c V(y, x) = (c - 2b)y^2 + 2(1 + a + bc_1 - cc_1)y + cc_1^2 - 2ac_1 + 2(m - \theta x)(x - c_2) + c(x - c_2)^2 \quad \text{for all } (y, x) \in O_n.
\]
Let us choose $c > 0$ in such a way that $c \neq 2b$, and let $c_2 := m/\theta$. Then
\[
(A_n V)(y, x) + c V(y, x) = (c - 2b) \left( y + \frac{1 + a + bc_1 - cc_1}{c - 2b} \right)^2 - \left( 1 + a + bc_1 - cc_1 \right)^2 \frac{c - 2b}{c - 2b} + cc_1^2 - 2ac_1 + (c - 2\theta) \left( x - \frac{m}{\theta} \right)^2,
\]
(y, x) \in O_n.
Hence, $(A_n V)(y, x) \leq -c V(y, x) + d$, $(y, x) \in O_n, n \in \mathbb{N}$, with $c \in (0, 2 \min(b, \theta))$ and
\[d := -\left( 1 + a + bc_1 - cc_1 \right)^2 c - 2b + cc_1^2 - 2ac_1.
\]
Note that the above argument also shows that in the definition of the function $V$ given in (4.2) the constant $c_1$ can be an arbitrary real number.

In the next theorem we collect several facts about the random variable $(Y_{\infty}, X_{\infty})$ given by (3.1) and (3.2) with $\alpha = 2$.

**Theorem 4.2.** The random variable $(Y_{\infty}, X_{\infty})$ given by (3.1) and (3.2) with $\alpha = 2$ is absolutely continuous, and the Laplace transform of $Y_{\infty}$ takes the form
\[E(e^{-\lambda_1 Y_{\infty}}) = \left( 1 + \frac{\lambda_1}{2b} \right)^{-2a}, \quad \lambda_1 \in \mathbb{R}_+,
\]
so $Y_{\infty}$ has gamma distribution with parameters $2a$ and $2b$. Furthermore, all the (mixed) moments of $(Y_{\infty}, X_{\infty})$ of any order are finite, i.e. we have $E(Y_{\infty}^p | X_{\infty}^p) < \infty$ for all $n, p \in \mathbb{Z}_+$, and, specifically,
\[
E(Y_{\infty}) = \frac{a}{b}, \quad E(X_{\infty}) = \frac{m}{\theta},
\]
\[
E(Y_{\infty}^2) = \frac{a(2a + 1)}{2b^2}, \quad E(Y_{\infty} X_{\infty}) = \frac{ma}{\theta b}, \quad E(X_{\infty}^2) = \frac{a\theta + 2bm^2}{2b^2 \theta^2},
\]
\[
E(Y_{\infty} X_{\infty}^2) = \frac{a}{(b + 2\theta)2b^2 \theta^2} (\theta(ab + 2a\theta + \theta) + 2m^2 b(2\theta + b)).
\]

**Proof.** First we show that the random variable $(Y_{\infty}, X_{\infty})$ is absolutely continuous. Let us consider the two-dimensional affine diffusion model (1.1) with $\alpha = 2$, $a > 0$, $b > 0$, $m \in \mathbb{R}$, and $\theta > 0$, and with a random initial value $(Y_0, X_0)$ independent of $(L_t, B_t)_{t \geq 0}$ having the same distribution as that of $(Y_{\infty}, X_{\infty})$. Then, by part (ii) of Theorem 3.1, the process $(Y_t, X_t)_{t \geq 0}$ is strictly stationary. Hence, it is enough to prove that $(Y_1, X_1)$ is absolutely continuous. This can be done similarly to the proof of Theorem 4.1(b), and so we only sketch a proof. Namely, by Theorem 2.1 we have
\[
Y_1 = e^{-b} \left( Y_0 + a \int_0^1 e^{bu} \, du + \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u \right),
\]
\[
X_1 = e^{-\theta} \left( X_0 + m \int_0^1 e^{\theta u} \, du + \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u \right).
\]
Since $\xi$ and $\eta$ are independent two-dimensional random vectors such that one is absolutely continuous, their sum $\xi + \eta$ is absolutely continuous (regardless of the other distribution), so it is enough to check that the random vector
\[
\left( \int_0^1 e^{bu} \sqrt{Y_u} \, dL_u, \int_0^1 e^{\theta u} \sqrt{Y_u} \, dB_u \right)
\]
is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^2 \). Its proof goes along the very same lines as the proof of Theorem 4.1(b).

The fact that \( Y_\infty \) has a gamma distribution with parameters \( 2a \) and \( 2b \) follows from [10, Equation (20)]. For other proofs, see [3, Proof of Theorem 4.2].

We now prove that all the mixed moments of \( (Y_\infty, X_\infty) \) are finite. Let us consider the two-dimensional affine diffusion model (1.1) with \( a = 2, a > 0, b > 0, m \in \mathbb{R} \), and \( \theta > 0 \), and with a random initial value \( (Y_0, X_0) \) independent of \( (L_t, B_t)_{t \geq 0} \) such that all the mixed moments of \( (Y_0, X_0) \) are finite and \( \mathbb{P}(Y_0 > 0) = 1 \). We note that, due to Theorem 3.1, the distribution of \( (Y_\infty, X_\infty) \) does not depend on the initial value of model (1.1), so we can have such a choice. First we show that

\[
\int_0^t \mathbb{E}(Y_n^{2p} X_n^{2p}) \, du < \infty \quad \text{for all } t \geq 0 \text{ and } n, p \in \mathbb{Z}_+.
\]  

(4.4)

Owing to the inequality between two power means, \( (a + b + c)^2 \leq K(a^2 + b^2 + c^2) \), \( a, b, c \in \mathbb{R} \), with some constant \( K > 0 \), and, hence, by (2.2), to prove (4.4), it is enough to check that

\[
\int_0^t \mathbb{E}\left( Y_n^{2p} \left( \int_0^u e^{-\theta(u-v)} \, dv \right)^2 \right) \, du < \infty
\]

for all \( t \geq 0 \) and \( n, p \in \mathbb{Z}_+ \). Since, for all \( u \in [0, t] \), the conditional distribution of \( \int_0^u e^{-\theta(u-v)} \sqrt{Y_v} \, dv \) with respect to the \( \sigma \)-algebra generated by \( (Y_v)_{v \in [0,t]} \) is a normal distribution with mean 0 and variance \( \int_0^u e^{-2\theta(u-v)} Y_v \, dv \), to prove (4.5), it is enough to check that, for all \( t \geq 0 \) and \( n, p \in \mathbb{Z}_+ \),

\[
\int_0^t \mathbb{E}(e^{-2\theta u} Y_n^{2p} X_0^{2p}) \, du < \infty, \quad \int_0^t \mathbb{E}(Y_n^p) \, du < \infty,
\]

and

\[
\int_0^t \mathbb{E}\left( Y_n^{2p} \left( \int_0^u e^{-\theta(u-v)} Y_v \, dv \right)^p \right) \, du < \infty.
\]

Using the facts that \( \theta > 0 \) and \( \mathbb{P}(Y_t \geq 0, t \in \mathbb{R}_+) = 1 \), by the Cauchy–Schwarz inequality, for all \( u \in [0, t] \), we have \( \mathbb{E}(e^{-2\theta u} Y_u^{2p} X_0^{2p}) \leq \left( \mathbb{E}(Y_u^{2p}) \right)^{1/2} \left( \mathbb{E}(X_0^{4p}) \right)^{1/2} \), and

\[
\mathbb{E}\left( Y_u^{2p} \left( \int_0^u e^{-\theta(u-v)} Y_v \, dv \right)^p \right)
\]

\[
\leq \left( \mathbb{E}(Y_u^{2p}) \right)^{1/2} \left( \int_0^u \mathbb{E}(Y_v^{2p}) \, dv \right)^{1/2}
\]

\[
= \left( \mathbb{E}(Y_u^{2p}) \right)^{1/2} \left( \int_0^u \mathbb{E}(Y_v^{2p}) \, dv \right)^{1/2}
\]

\[
\leq \left( \mathbb{E}(Y_u^{2p}) \right)^{1/2} \left( \int_0^u \mathbb{E}(Y_v^{2p}) \, dv \right)^{1/2}
\]

\[
\leq \left( \mathbb{E}(Y_u^{2p}) \right)^{1/2} \left( \int_0^u \mathbb{E}(Y_v^{2p}) \, dv \right)^{1/2}.
\]

where the last inequality follows by the multivariate version of Hölder’s inequality. Since \( \mathbb{E}(X_0^{4p}) < \infty \), this shows that, in order to prove (4.4), it is enough to check that, for all \( k \in \mathbb{Z}_+ \) and \( t \in \mathbb{R}_+ \), \( \sup_{u \in [0,t]} \mathbb{E}(Y_u^k) < \infty \), which is verified in [3, Proof of Theorem 4.2].
For all \( n, p \in \mathbb{Z}_+ \), using the independence of \( L \) and \( B \), by Itô’s formula, we have
\[
d(Y^n_i X^p_i) = nY^{i-1}X^p_i((a - bY_i) \, dt + \sqrt{Y_i} \, dL_i) + pY^i_i X^{p-1}_i((m - \theta X_i) \, dt + \sqrt{Y_i} \, dB_i)
+ \frac{n(n-1)}{2} Y^{-2}_i Y_i \, dt + \frac{p(p-1)}{2} Y^{p-2}_i Y_i \, dt
= nY^{i-1}_i(a - bY_i) X^p_i + pY^i_i(m - \theta X_i) X^{p-1}_i + \frac{n(n-1)}{2} Y^{-1}_i X^p_i
+ \frac{p(p-1)}{2} Y^{p-1}_i X^p_i dt + nY^{i-1/2}_i X^p_i dL_i + pY^{i+1/2}_i X^{p-1}_i dB_i,
\]
for \( t \geq 0 \). Writing the SDE above in an integrated form and taking the expectation of both sides, we have
\[
E(Y^n_i X^p_i) = E(Y^n_i X^p_i)_0 + \int_0^t \left[ an E(Y^{n-1}_u X^p_u) - bn E(Y^n_u X^p_u) + pm E(Y^n_u X^{p-1}_u) - p\theta E(Y^n_u X^p_u)
+ \frac{n(n-1)}{2} E(Y^{n-1}_u X^p_u) + \frac{p(p-1)}{2} E(Y^{n+1}_u X^{p-1}_u) \right] du, \quad t \geq 0,
\]
where we have used the facts that
\[
\left( \int_0^t Y^{n-1/2}_u X^p_u \, dL_u \right)_{t \geq 0} \quad \text{and} \quad \left( \int_0^t Y^{n+1/2}_u X^{p-1}_u \, dB_u \right)_{t \geq 0}
\]
are continuous square-integrable martingales due to (4.4); see, e.g. [19, p. 55]. Introduce the functions \( f_{n,p}(t) := E(Y^n_i X^p_i), \, t \in \mathbb{R}_+ \), for \( n, p \in \mathbb{Z}_+ \). Then we have
\[
f'_{n,p}(t) = -(bn + p\theta) f_{n,p}(t) + \left( an + \frac{n(n-1)}{2} \right) f_{n-1,p}(t) + pm f_{n,p-1}(t)
+ \frac{p(p-1)}{2} f_{n+1,p-2}(t), \quad t \in \mathbb{R}_+,
\]
where \( f_{k,\ell}(t) := 0 \) if \( k, \ell \in \mathbb{Z} \) with \( k < 0 \) or \( \ell < 0 \). Hence, for all \( M \in \mathbb{N} \), the functions \( f_{n,p} \), \( n, p \in \mathbb{Z}_+ \), with \( n + p \leq M \) satisfy a homogeneous linear system of differential equations with constant coefficients. Thus, for all \( n, p \in \mathbb{Z}_+ \), the function \( f_{n,p} \) is a linear combination of the functions \( e^{-(kb+\ell)\,t}, \, t \in \mathbb{R}_+, \, k, \ell \in \mathbb{Z}_+ \), with \( k + \ell \leq n + p \), since the eigenvalues of the coefficient matrix of the abovementioned system of differential equations are \(- (kb+\ell)\), \( k, \ell \in \mathbb{Z}_+ \), with \( k + \ell \leq M \). Consequently, for all \( n, p \in \mathbb{Z}_+ \), the function \( f_{n,p} \) is bounded and the limit \( \lim_{t \to \infty} f_{n,p}(t) \) exists and is finite. By the moment convergence theorem (see, e.g. [33, Lemma 2.2.1]), \( \lim_{t \to \infty} f_{n,p}(t) = \lim_{t \to \infty} E(Y^n_i X^p_i) = E(Y^n_i X^p_i)_0, \, n, p \in \mathbb{Z}_+ \). Indeed, by Theorem 3.1 and the continuous mapping theorem, \( Y^n_i X^p_i \to Y^n_i X^p_i \) as \( t \to \infty \), and the family \( \{Y^n_i X^p_i : t \in \mathbb{R}_+\} \) is uniformly integrable. This latter fact follows from the boundedness of the function \( f_{2n,2p} \); see, e.g. [33, Condition (2.2.5)]. Hence, all the mixed moments of \( (Y^n_i, X^n_i) \) are finite.

Finally, we calculate the moments listed in the theorem. Let us consider again the two-dimensional affine diffusion model (1.1) with \( \alpha = 2, \, a > 0, \, b > 0, \, m \in \mathbb{R}, \) and \( \theta > 0 \), and with a random initial value \( (Y_0, X_0) \) independent of \( (L_t, B_t)_{t \geq 0} \) having the same distribution as that of \( (Y_\infty, X_\infty) \). Then, by Theorem 3.1, the process \( (Y_t, X_t)_{t \geq 0} \) is strictly stationary, and,
hence, \( f_{n,p}(t) = \mathbb{E}(Y_{\infty}^n X_{\infty}^p) \) for all \( t \in \mathbb{R}_+ \) and \( n, p \in \mathbb{Z}_+ \). The above system of differential equations for the functions \( f_{n,p}, n, p \in \mathbb{Z}_+ \), yields

\[
\mathbb{E}(Y_{\infty}^n X_{\infty}^p) = \frac{1}{bn + p\theta} \left( an + \frac{n(n-1)}{2} \right) \mathbb{E}(Y_{\infty}^{n-1} X_{\infty}^p) + mp \mathbb{E}(Y_{\infty}^n X_{\infty}^{p-1}) \\
+ \frac{p(p-1)}{2} \mathbb{E}(Y_{\infty}^{n+1} X_{\infty}^{p-2})
\]  

(4.6)

for all \( n, p \in \mathbb{Z}_+ \). By (4.6) we can calculate the moments listed in the theorem.

Finally, we note that, to calculate the moments \( \mathbb{E}(Y_{\infty}^n X_{\infty}^p) < \infty, n, p \in \mathbb{Z}_+ \), we could have used Formula (4.4) of [15], which gives a formal representation of the polynomial moments of \((Y_t, X_t), t \in \mathbb{R}_+\). The idea behind this formal representation is that the infinitesimal generator of the affine process \((Y, X)\) formally maps the finite-dimensional linear space of all polynomials in \((y, x) \in \mathbb{R}_+ \times \mathbb{R}\) of degree less than or equal to \(k\), where \(k \in \mathbb{N}\). For a more general class of time-homogeneous Markov processes having this property, for the so-called polynomial processes, see [11]. We also remark that the moments of \(Y_{\infty}\) could have been calculated directly using the fact that \(Y_{\infty}\) has a gamma distribution with parameters \(2a\) and \(2b\).
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