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#### Abstract

In a natural way, associated with each rooted tree there exists a pair of two-person games, each game possessing the root as initial position. When a rooted tree is selected at random from the set of all rooted trees which possess $\{1,2, \ldots, n\}$ as vertex set, the number of winning moves available to the first player to move in each of the associated games is a random variable. For fixed $n$, we determine the distribution of this random variable. As an immediate consequence, we find the probability that the first player to move has no winning move at all. The "saddlepoint method" is applied to a certain contour integral to obtain the asymptotic distribution of the number of winning moves as $n \rightarrow \infty$.


## 1. Introduction

Let $T_{n}$ denote the set of rooted trees which have
$V_{n}=\{1,2, \ldots, n\}$ as vertex set. To each $T_{n} \in T_{n}$ associate the following two-person game. The vertices of $T_{n}$ are the positions of the game, the root being the initial position. The edges represent the legal moves, provided that moves are made in the direction away from the root. The players alternate moves. Play ends when a player is unable to move on his turn. In this paper, except in Section 5, the normal play rule is adopted: a player unable to move on his turn is the loser. These rules of
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play determine a partition of the nodes of $T_{n}$ into two sets.
One set is composed of those positions from which the first player to move can force a win. The other set is composed of those positions from which the second player to move can force a win. For normal play, a position represents a first-player win if and only if there is a move to a secondplayer win position. Such a move is a winning move. If the edges of $T_{n}$ are oriented away from the root, then the kernel of the resulting digraph is the set of second-player win positions ([1], Chapter 14). It is also the set of positions with normal Grundy number equal to zero ([1], Chapter 14). It can be found by a simple inductive procedure.

Suppose that $T_{n}$ is selected at random from $T_{n}$. Let the random variable $X_{n}\left(T_{n}\right) \quad\left[Y_{n}\left(T_{n}\right)\right]$ equal the number of moves [winning moves] from the root of $T_{n}$. The distribution of $X_{n}$ and its limiting distribution as $n \rightarrow \infty$ are well-known [see formulae (1) and (11)]. The main purpose of this note is to determine the (limiting) joint distribution of $X_{n}$ and $Y_{n}$ (Sections 2, 3, 4). From this, some other probabilities of interest can be found immediately (Corollaries 3.1 to 3.4). Finally (Section 5), we determine the (limiting) joint distribution of $X_{n}$ and $Y_{n}$ when the normal play rule is replaced by the misère play rule: the player unable to move on his turn is the winner.

## 2. Notation

$$
\begin{aligned}
& \text { For } n \geq 1 \text { and } 0 \leq p \leq k<n, \text { set } \\
& \qquad \begin{array}{r}
t_{n}(k, p)=\mid\left\{T_{n} \in T_{n} \mid \text { there are } k \text { moves from the root of } T_{n},\right. \\
t_{n}(k, \cdot)=\mid\left\{T_{n} \in T_{n} \mid \text { there are } k \text { movich are winning moves from the root of } T_{n}\right\} \mid, \\
t_{n}(\cdot, p)=\mid\left\{T_{n} \in T_{n} \mid \text { there are } p\right. \text { winning moves from the } \\
\text { root of } \left.T_{n}\right\} \mid,
\end{array} \\
& t_{n}(\cdot, \cdot)=\left|T_{n}\right|,
\end{aligned}
$$

$$
\begin{aligned}
Z(x) & =\sum_{n=1}^{\infty} t_{n}(\cdot, 0)\left(x^{n} / n!\right), t(x)=\sum_{n=1}^{\infty} t_{n}(\cdot, \cdot)\left(x^{n} / n!\right), \\
\Phi(x, y, z) & =\sum_{n=1}^{\infty} \sum_{k=0}^{n-1} \sum_{p=0}^{k} t_{n}(k, p)\left(x^{n} / n!\right) y^{k} z^{p} .
\end{aligned}
$$

Note that $t_{n}(\cdot, 0)$ represents the number of trees in $T_{n}$ whose roots are second-player wins. It is well-known [2] that $t_{n}(\cdot, \cdot)=n^{n-1}$ and that, $[3], t_{n}(k, \cdot)=n\binom{n-2}{k-1}(n-1)^{n-k-1}$ for $1 \leq k \leq n-1$. Thus,

$$
\begin{equation*}
P\left[x_{n}=k\right]=\binom{n-2}{k-1}(1-(1 / n))^{n-2-(k-1)}(1 / n)^{k-1} . \tag{1}
\end{equation*}
$$

$X_{n}-1$ has a binomial distribution with parameters $n .-2$ and $1 / n$.

## 3. Enumerative analysis

In this section, first we find expressions for the generating functions $\sum_{n=k+1}^{\infty} t_{n}(k, p)\left(x^{n} / n!\right)$ (Corollary 1.1) and $\sum_{n=p+1}^{\infty} t_{n}(\cdot, p)\left(x^{n} / n!\right)$ (Corollary 1.4) in terms of the generating functions $t(x)$ and $Z(x)$ for all $k$ and $p$. Then an explicit formula for $t_{n}(\cdot, 0)$ is found (Theorem 2).

THEOREM 1.

$$
\begin{equation*}
\Phi(x, y, z)=x e^{y[t(x)-(z-1) Z(x)]} . \tag{2}
\end{equation*}
$$

Proof. For $n>k>0$ and $0 \leq p \leq k$, consider $T_{n}(k, p)=\left\{T_{n} \in T_{n} \mid\right.$ there are $k$ moves from the root of $T_{n}$, pof which are winning moves $\}$.

There is a one-to-one correspondence between members of $T_{n}(k, p)$ and forests whose vertex sets are subsets of $V_{n}$ of size $n-1$ and which consist of $k$ rooted trees, $p$ of which possess roots which are secondplayer wins. There are $n$ ways to select a subset of $V_{n}$ containing
$n$ - 1 elements. Given any such subset as vertex set, by an elementary counting argument, the number of ways to form a forest of $k$ rooted trees, $p$ of which possess roots which are second-player wins is

$$
\begin{aligned}
& \sum_{i=p}^{(n-1)-(k-p)}\binom{n-1}{i}\left[\begin{array}{lll}
1 / p! & \left.\sum_{j_{1}+\ldots+j_{p}=i}\binom{i}{j_{1} \cdots j_{p}} \imath_{j_{1}} \cdots \imath_{j_{p}}\right]
\end{array}\right. \\
& \times\left[1 /(k-p)!\quad \underset{j_{1}+\ldots+j_{k-p}=(n-1)-i}{ }\left[\begin{array}{c}
(n-1)-i \\
j_{1} \cdots j_{k-p}
\end{array}\right) w_{j_{1}} \ldots w_{j_{k-p}}\right]
\end{aligned}
$$

where $\tau_{n}=t_{n}(\cdot, 0)$ and $w_{n}=n^{n-1}-\tau_{n}$ for $n \geq 1$. Thus

$$
\begin{aligned}
& t_{n}(k, p)=(n!/ k!)\binom{k}{p} \sum_{i=p}^{(n-1)-(k-p)}\left[\sum_{j_{1}+\ldots+j_{p}=i}\left(\imath_{j_{1}} \ldots l_{j_{p}}\right) /\left(j_{1}!\ldots j_{p}!\right)\right] \\
& \times\left[j_{j_{1}+\ldots+j_{k-p}=(n-1)-i}\left(w_{j_{1}} \ldots w_{j_{k-p}}\right) /\left(j_{1}!\ldots j_{k-p}!\right)\right] \\
& =(1 / k!)\left\{\text { coefficient of }\left(x^{n} / n!\right) z^{p} \text { in } x[t(x)+(z-1) Z(x)]^{k}\right\} \text {, }
\end{aligned}
$$

and so

$$
\begin{equation*}
x\left(y^{k} / k!\right)[t(x)+(z-1) z(x)]^{k}=y^{k} \sum_{n=\bar{k}+1}^{\infty} \sum_{p=0}^{k} t_{n}(k, p)\left(x^{n} / n!\right) z^{p} \tag{3}
\end{equation*}
$$

Since $t_{1}(0,0)=1$, (3) holds for all $k \geq 0$. The proof is completed by summing both sides of (3) over $0 \leq k<\infty$ and then changing the order of summation on the right hand side.

COROLLARY 1.1. For $k \geq 1$ and $0 \leq p \leq k$,

$$
\begin{equation*}
\sum_{n=k+1}^{\infty} t_{n}(k ; p)\left(x^{n} / n!\right)=(x / k!)\binom{k}{p} Z(x)^{p}[t(x)-\tau(x)]^{k-p} \tag{4}
\end{equation*}
$$

Proof. Observe that the left hand side of (4) is $\left.(1 / k!p!)\left(\partial^{p} / \partial z^{p}\right)\left(\partial^{k} / \partial y^{k}\right) \Phi(x, y, z)\right|_{y=z=0}$ which can be calculated from (2).

COROLLARY 1.2 [6].

$$
\begin{equation*}
t(x)=x e^{t(x)} \tag{5}
\end{equation*}
$$

Proof. Set $y=z=1$ in (2).
COROLLARY 1.3.

$$
\begin{equation*}
t(x)=Z(x) e^{Z(x)} \tag{6}
\end{equation*}
$$

Proof. Set $y=1, z=0$ in (2) and then apply (4).
COROLLARY 1.4. For $p \geq 0$,

$$
\begin{equation*}
\sum_{n=p+1}^{\infty} t_{n}(\cdot, p)\left(x^{n} / n!\right)=z(x)^{p+1} / p!. \tag{7}
\end{equation*}
$$

Proof. Observe that the left hand side of (7) is $\left.(1 / p!)\left(\partial^{p} / \partial z^{p}\right) \Phi(x, 1, z)\right|_{z=0}$ which can be calculated by using (2). Then use (6) to get (7).

The remainder of this section is devoted to determining $Z(x)$. Apply the Lagrange inversion formula ([7], p. 135) to (5) to get Cayley's result:

$$
t(x)=\sum_{n=1}^{\infty} n^{n-1}\left(x^{n} / n!\right)
$$

It is well-known ([5], p. 344) that this power series converges for all complex $z$ satisfying $|z| \leq e^{-1}$, where it is also the inverse of $z e^{-z}$. Thus, for $|z| \leq e^{-1}$, in addition to (5), we have

$$
\begin{equation*}
t\left(z e^{-z}\right)=z \tag{8}
\end{equation*}
$$

In the sequel, $t(z)$ will represent the analytic continuation of this power series from $\left\{z\left||z|<e^{-1}\right\}\right.$ to $\Omega=C-\left\{r \in R \mid r \geq e^{-1}\right\}$. Relations (5) and (8) remain valid in $\Omega$.

LEMMA.

$$
\begin{equation*}
Z(x)=-t(-t(x)) \tag{9}
\end{equation*}
$$

Proof. By (6) and (8), $x=2\left(x e^{-x}\right) / e^{-2\left(x e^{-x}\right)}$. Use the Lagrange inversion formula to get $Z\left(x e^{-x}\right)=\sum_{n=1}^{\infty}(-1)^{n-1} n-1\left(x^{n} / n!\right)=-t(-x) . \quad$ By $(5), \quad Z(x)=-t(-t(x))$.

THEOREM 2. For $n \geq 1, \quad t_{n}(\cdot, 0)=\sum_{k=1}^{n}(-1)^{k-1}\binom{n}{k} k^{k} n^{n-k-1}$.
Proof. Note that $t(0)=0$ and $\left.(d / d z) t(z)\right|_{z=0}=1$. There exists an open disc $\Delta$ about the origin of $C$ in which $t$ is a homeomorphism. Let $C$ be any circle contained in $\Delta$ with the origin as center. Then $t(C)$ is a simple closed curve around the origin.

For $n \geq 1$, by the Cauchy integral formula, (5) and (9),

$$
\begin{aligned}
t_{n}(\cdot, 0) & =(n-1)!/ 2 \pi i \oint_{C}\left((d / d z) z(z) / z^{n}\right) d z \\
& =(n-1)!/ 2 \pi i \oint_{C}\left(-(d / d z) t(-t(z)) /\left[t(z) e^{-t(z)}\right]^{n}\right) d z
\end{aligned}
$$

Make the change of variable $w=t(z)$ to get $t_{n}(\cdot, 0)$
$=(n-1)!/ 2 \pi i \oint_{t(C)}\left([-(d / d w) t(-w)] e^{n w} / w^{n}\right) d w$
$=(n-1)!\left\{\right.$ coefficient of $w^{n-1}$ in $\left.\left[\sum_{k=0}^{\infty}(-1)^{k}(k+1)^{k}\left(w^{k} / k!\right)\right]\left[\sum_{k=0}^{\infty}\left(n^{k} / k!\right) w^{k}\right]\right\}$
$=\sum_{k=1}^{n}(-1)^{k-1}\binom{n}{k} k^{k} n^{n-k-1}$.
Theorem 2 can also be proved by using (9) and the following result (proved on pp. 181-182 of [7]) which will be needed in Section 5:

$$
\begin{equation*}
t(x)^{k}=\sum_{n=k}^{\infty} k n^{n-k-1}(n)_{k}\left(x^{n} / n!\right) . \tag{10}
\end{equation*}
$$

It will be seen in Corollary 3.3 that

$$
\left.t_{n}(\cdot, 0) \sim n^{n-1}(d / d x) t(x)\right|_{x=-1}=\left(.362^{-}\right) n^{n-1}
$$

## 4. Asymptotic analysis

For large $n$, it is not practical to use the results of Section 3 to make exact computations. Observe from (I) that
(11)

$$
\lim _{n \rightarrow \infty} P\left[X_{n}=k\right]=e^{-1} /(k-1)!.
$$

The limiting distribution of $X_{n}-1$ is Poisson with mean one. The main task of this section is to determine the limiting joint distribution of $X_{n}$ and $Y_{n}$. Here $\alpha$ will denote $-t(-1)=.567^{+}$.

THEOREM 3. For $k \geq 1$ and $0 \leq p \leq k$,
(12) $\lim _{n \rightarrow \infty} P\left[X_{n}=k, Y_{n}=p\right]=(1 / k!e)\left[(k-\alpha p) /\left(1-\alpha^{2}\right)\right]\left(\begin{array}{l}k \\ p\end{array} \alpha^{p}(1-\alpha)^{k-p}\right.$.

Proof. Let $C$ be as in the proof of Theorem 2, $n>k>0$, $0 \leq p \leq k$, and $A=n\binom{k}{p}[(n-2)!] / k!$. Use (4), Cauchy's integral formula, (5), and (9) to get
$t_{n}(k, p)$
$=A / 2 \pi i \oint_{C}\left((d / d z)\left\{[\tau(z)]^{p}[t(z)-\tau(z)]^{k-p}\right\} / z^{n-1}\right) d z$
$=A / 2 \pi i \oint_{C}\left((d / d z)\left\{[-t(-t(z))]^{p}[t(z)+t(-t(z))]^{k-p}\right\} / t(z)^{n-1} e^{-(n-1) t(z)}\right) d z$.
Now make the change of variable $w=t(z)$ to get

$$
t_{n}(k, p)=A / 2 \pi i \oint_{t(C)} \varphi(w) e^{h(n, w)} d \omega
$$

where

$$
\begin{aligned}
& \varphi(w)=p[-t(-w)]^{p-1}[w+t(-w)]^{k-p}(d / d w)[-t(-w)] \\
&+(k-p)[-t(-w)]^{p}[w+t(-w)]^{k-p-1}[1+(d / d w) t(-w)]
\end{aligned}
$$

and

$$
h(n, w)=(n-1)[w-\ln (w)] .
$$

Note that $e^{h(n, w)}$ has a saddlepoint at $\omega_{0}(n)=1 . \varphi(w)$ and $h(n, w)$ satisfy certain conditions ([4], pp. 46-47) which permit the application of the saddlepoint method to get an asymptotic estimate for $t_{n}(k, p)$. According to a result of ([4], p. 47),
$1 / 2 \pi i \oint_{t(C)} \varphi(w) e^{h(n, w)} d \omega$

$$
\sim \varphi\left(\omega_{0}(n)\right) e^{h\left(n, w_{0}(n)\right)} / \sqrt{\left.2 \pi\left(d^{2} / d w^{2}\right) h(n, w)\right|_{w=w_{0}(n)}} .
$$

Thus

$$
\begin{aligned}
t_{n}(k, p) / t_{n}(\cdot, \cdot) \sim\left(A / n^{n-1}\right) & \left(\varphi(1) e^{n-1} / \sqrt{2 \pi(n-1)}\right) \\
& =n\binom{k}{p}[(n-1)!] \varphi(1) e^{n-1} / n^{n-1}(k!)(n-1) \sqrt{2 \pi(n-1)}
\end{aligned}
$$

By (5), $\left.(d / d z) t(z)\right|_{z=-1}=\alpha /(1+\alpha)$. Now apply this fact, Stirling's estimate $(n-1)!\sim(n-1)^{n-1} \sqrt{2 \pi(n-1)} e^{-(n-1)}$, and some elementary algebra to complete the proof.

COROLLARY 3.1. For $p \geq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left[Y_{n}=p\right]=((p+1) /(1+\alpha))\left(\alpha^{p+1} / p!\right) \tag{13}
\end{equation*}
$$

Proof. Sum both sides of (12) over $p \leq k<\infty$ and then note that, by (5) , $e^{-\alpha}=\alpha$.

We observe from (1) that $E X_{n}=2(n-1) / n$, and so $\lim _{n \rightarrow \infty} E X_{n}=2$. From (13), $\lim _{n \rightarrow \infty} E Y_{n}=\alpha+\alpha /(1+\alpha)=.929^{+}$.

COROLLARY 3.2. For $k \geq 1$ and $0 \leq p \leq k$,
(14) $\quad \lim _{n \rightarrow \infty} P\left[Y_{n}=p \mid X_{n}=k\right]=(1 / k)\left[(k-\alpha p) /\left(1-\alpha^{2}\right)\right]\binom{k}{p} \alpha^{p}(1-\alpha)^{k-p}$.

Proof. Use (11) and (12).
From (14) it follows that $\lim _{n \rightarrow \infty} E\left[Y_{n} \mid X_{n}=k\right]=k \alpha-\alpha^{2} /(1+\alpha)$. Consequently, for large $n$, suppose $T_{n}$ is selected at random from $T_{n}$, $X_{n}\left(T_{n}\right)=k$, and the first player to move (perhaps being too lazy to find a winning move) selects a move at random from the $k$ possible moves. Then he will select a winning move with approximate probability $\alpha-\alpha^{2} / k(1+\alpha)$.

COROLLARY 3.3. $\lim _{n \rightarrow \infty} P\left[Y_{n}=0\right]=\left.(d / d x) t(x)\right|_{x=-1}$.
Proof. Set $p=0$ in (13). Then use $e^{-\alpha}=\alpha$ and $\alpha /(\alpha+1)=\left.(d / d x) t(x)\right|_{x=-1}$.

We note that $\left.(d / d x) t(x)\right|_{x=-1}=.362^{-}$.
COROLLARY 3.4. For $k \geq 1$,

$$
\lim _{n \rightarrow \infty} P\left[Y_{n}=0 \mid X_{n}=k\right]=(1-\alpha)^{k-1} /(1+\alpha)
$$

Proof. Set $p=0$ in (14).

## 5. Misère analysis

For misère play, a position represents a first-player win if and only if either it is a terminal position or there exists a move to a secondplayer win position. For the misère analysis, with one exception, we retain the notation of Section 2. Unlike in normal play, in misère play terminal positions are not second-player wins. Thus, in misère play we take $f(x)=\sum_{n=2}^{\infty} t_{n}(\cdot, 0)\left(x^{n} / n!\right)$. The misère analysis will parallel that presented for normal play in Sections 3 and 4.

Equations (2) and (4) hold for misère play. Their proofs for misère play are the same as for normal play, except that in the proof of (2), $l_{1}=t_{1}(\cdot, 0)=1$ is replaced by $l_{1}=0$.

Now set $y=1$ and $z=0$ in (2) to get the misère analogue of (6):

$$
\begin{equation*}
t(x)=[Z(x)+x] e^{Z(x)} . \tag{15}
\end{equation*}
$$

To get the misère analogue of (7), use (2) and (15) to get

$$
\sum_{n=p+1}^{\infty} t_{n}(\cdot, p)\left(x^{n} / n!\right)=(1 / p!)[z(x)+x] Z(x)^{p} .
$$

To determine $Z(x)$, rewrite (15) as $e^{x} t(x)=[Z(x)+x] e^{[Z(x)+x]}$, or equivalently, as $x=y / e^{-y}$, where $y=\mathcal{L}\left(\varphi^{-1}(x)\right)+\varphi^{-1}(x)$, $\varphi(x)=e^{x} t(x)$. Then apply the Lagrange inversion formula to get the
misère analogue of (9):

$$
\begin{equation*}
Z(x)=-t\left(-e^{x} t(x)\right)-x . \tag{16}
\end{equation*}
$$

THEOREM 4. For $n \geq 2$,

$$
t_{n}(\cdot, 0)=\sum_{k=1}^{n}(-1)^{k-1} \sum_{l=k}^{n}\binom{n}{z}\binom{z}{k} k^{n+k-z} z^{z-k-1}
$$

Proof. Apply (10) to (16).
The proofs of the remaining results are similar to the proofs of their normal play analogues. Set

$$
B=-t\left(-e^{e^{-1}}\right)-e^{-1} \text { and } \gamma=\left.e^{e^{-1}}(d / d x) t(x)\right|_{x=-e^{e^{-1}}}
$$

$B=.342^{+}$and $\gamma=.415^{+}$.
THEOREM 5. For $k \geq 1$ and $0 \leq p \leq k$,

$$
\lim _{n \rightarrow \infty} P\left[X_{n}=k, Y_{n}=p\right]=(1 / k!e)[(\beta(1-\gamma) k+(\gamma-\beta) p) / \beta(1-\beta)]\left(\begin{array}{l}
k \\
p
\end{array} \beta^{p}(1-\beta)^{k-p} .\right.
$$

COROLLARY 5.1. For $p \geq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left[Y_{n}=p\right]=((\gamma p / \beta)+1-\gamma)\left(\beta^{p} e^{-\beta} / p!\right) \tag{17}
\end{equation*}
$$

From (17) it follows that for misère play $\lim _{n \rightarrow \infty} E Y_{n}=\beta+\gamma=.757^{+}$.
COROLLARY 5.2. For $k \geq 1$ and $0 \leq p \leq k$,
(18) $\lim _{n \rightarrow \infty} P\left[Y_{n}=p \mid X_{n}=k\right]$

$$
=(1 / k)[(\beta(1-\gamma) k+(\gamma-\beta) p) / \beta(1-\beta)]\binom{k}{p} \beta^{p}(1-\beta)^{k-p} .
$$

From (18) it follows that $\lim _{n^{+\infty}} E\left[Y_{n} \mid X_{n}=k\right]=(k-1) \beta+\gamma$.
COROLLARY 5.3. $\lim _{n \rightarrow \infty} P\left[Y_{n}=0\right]=\gamma=.415^{+}$.
COROLLARY 5.4. For $k \geq 1$,

$$
\lim _{n \rightarrow \infty} P\left[Y_{n}=0 \mid X_{n}=k\right]=(1-\gamma)(1-\beta)^{k-1}
$$
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