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#### Abstract

We introduce an invariant, called the contact number, associated with each Euclidean submanifold. We show that this invariant is, surprisingly, closely related to the notions of isotropic submanifolds and holomorphic curves. We are able to establish a simple criterion for a submanifold to have any given contact number. Moreover, we completely classify codimension-2 submanifolds with contact number $\geqslant 3$. We also study surfaces in $\mathbb{E}^{6}$ with contact number $\geqslant 4$. As an immediate consequence, we obtain the first explicit examples of non-spherical pseudo-umbilical surfaces in Euclidean spaces.
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## 1. The contact number

Throughout this paper, manifolds are assumed to be connected and without boundary and each Euclidean submanifold is of dimension $\geqslant 2$. For a Riemannian manifold $M$, we denote by $U M$ the unit tangent bundle of $M$.
Let $M$ be an $n$-dimensional submanifold in $\mathbb{E}^{m}$. For a given point $p \in M$ and a given $u \in U_{p} M$, there is a unique unit speed geodesic $\gamma_{u}$ in $M$ through $p$ satisfying $\gamma_{u}(0)=p$ and $\gamma_{u}^{\prime}(0)=u$. For the same pair $(p, u)$, there is another canonical unit speed curve $\beta_{u}$ associated with $(p, u)$ which is called the normal section (see [7]) defined as follows. Let $E(p, u)$ be the affine $(m-n+1)$-subspace of $\mathbb{E}^{m}$ through $p$ spanned by $u$ and the normal space $T_{p}^{\perp} M$ at $p$. The intersection of $M$ and $E(p, u)$ gives rise to a unit speed curve $\beta_{u}(s)$ with $\beta_{u}(0)=p$ and $\beta_{u}^{\prime}(0)=u$ defined on an open interval containing 0 . This curve $\beta_{u}$ is called the normal section at $(p, u)$.

Normal sections have been studied by many geometers (see, for example, $[\mathbf{1}, \mathbf{2}, \mathbf{7}, \mathbf{1 0}-$ $\mathbf{1 5}, \mathbf{1 7}-\mathbf{2 1}, \mathbf{2 5}, \mathbf{2 6}]$ ). In particular, Sánchez et al. showed that normal sections play some important roles in algebraic geometry as well as in differential geometry.

The geodesic $\gamma_{u}$ and the normal section $\beta_{u}$ at $(p, u)$ are said to be in contact of order $k$ if $\gamma_{u}^{(i)}(0)=\beta_{u}^{(i)}(0)$ for $i=1, \ldots, k$, where $\gamma_{u}^{(i)}$ and $\beta_{u}^{(i)}$ denote the $i$ th derivatives of $\gamma_{u}$ and $\beta_{u}$ with respect to their arclength functions.

In this paper we introduce the notion of contact number as follows.
Definition 1.1. A submanifold $M$ in a Euclidean space is said to be in contact of order $k$ if, for each $p \in M$ and $u \in U_{p} M$, the geodesic $\gamma_{u}$ and the normal section $\beta_{u}$ at $(p, u)$ are in contact of order $k$. If the submanifold $M$ is in contact of order $k$ for every natural number $k$, the contact number $\mathfrak{c}_{\#}(M)$ of $M$ is defined to be $\infty$. Otherwise, the contact number $\mathfrak{c}_{\#}(M)$ is defined to be the largest natural number $k$ such that $M$ is in contact of order $k$ and but not of order $k+1$.

In this paper we show that the contact number is, surprisingly, closely related to the notions of isotropic submanifolds and holomorphic curves. We prove that the contact number of each submanifold is at least 2 ; and it is at least 3 (respectively, 4) if and only if the submanifold is isotropic (respectively, constant isotropic). We also prove that a surface in a Euclidean space has contact number 3 if and only if it is a nonplanar holomorphic curve in a complex 2 -plane $\mathbb{C}^{2}$. Also, we establish a simple criterion for a submanifold to have any given contact number. Moreover, we completely classify codimension- 2 submanifolds with contact number $\geqslant 3$. We also investigate surfaces in $\mathbb{E}^{6}$ with contact number $\geqslant 4$. As a consequence, we obtain the first explicit examples of non-spherical pseudo-umbilical surfaces in Euclidean spaces.

## 2. Basic notation and formulae

Let $M$ be an $n$-dimensional submanifold in $\mathbb{E}^{m}$. We choose a local field of orthonormal frames $\left\{e_{1}, \ldots, e_{m}\right\}$ in $\mathbb{E}^{m}$ such that, restricted to $M, e_{1}, \ldots, e_{n}$ are tangent to $M$ and $e_{n+1}, \ldots, e_{m}$ are normal to $M$. We denote by $\nabla$ and $\tilde{\nabla}$ the Levi-Civita connections on $M$ and $\mathbb{E}^{m}$, respectively. Let $D$ denote the normal connection of $M$ in $\mathbb{E}^{m}$.

In the following, we use the following convention on the range of indices unless mentioned otherwise:

$$
1 \leqslant i, j, k, \ell \leqslant n ; \quad n+1 \leqslant r, s, t \leqslant m ; \quad 1 \leqslant A, B, C \leqslant m
$$

We denote by $\omega^{1}, \ldots, \omega^{m}$ the field of dual frames. The structure equations of $\mathbb{E}^{m}$ are given by

$$
\begin{gather*}
\tilde{\nabla} e_{A}=\sum \omega_{A}^{B} e_{B}, \quad \omega_{A}^{B}+\omega_{B}^{A}=0  \tag{2.1}\\
\mathrm{~d} \omega^{A}=-\sum \omega_{B}^{A} \wedge \omega^{B}, \quad \mathrm{~d} \omega_{B}^{A}=-\sum \omega_{C}^{A} \wedge \omega_{B}^{C} \tag{2.2}
\end{gather*}
$$

Restricting these forms on $M$, we have $\omega^{r}=0,0=\mathrm{d} \omega^{r}=-\sum \omega_{i}^{r} \wedge \omega^{i}$. Thus, by applying Cartan's Lemma, we may write

$$
\begin{equation*}
\omega_{i}^{r}=\sum h_{i j}^{r} \omega^{j}, \quad h_{i j}^{r}=h_{j i}^{r} . \tag{2.3}
\end{equation*}
$$

The second fundamental form $h$ of $M$ in $\mathbb{E}^{m}$ is given by $h=\sum h_{i j}^{r} \omega^{i} \omega^{j} e_{r}$.

For any two vectors $x, y$ tangent to $M$ and any vector $\xi$ normal to $M$ we have

$$
\begin{align*}
& \tilde{\nabla}_{x} y=\nabla_{x} y+h(x, y)  \tag{2.4}\\
& \tilde{\nabla}_{x} \xi=-A_{\xi} x+D_{x} \xi \tag{2.5}
\end{align*}
$$

where $A_{\xi}$ is the shape operator of $M$ in $\mathbb{E}^{m}$ with respect to $\xi$. The second fundamental form and the shape operator are related by $\left\langle A_{\xi} x, y\right\rangle=\langle h(x, y), \xi\rangle$.

The covariant derivative $\bar{\nabla} h$ of $h$ with respect to $T M \oplus T^{\perp} M$ is defined by

$$
\begin{equation*}
\left(\bar{\nabla}_{x} h\right)(y, z)=D_{x} h(y, z)-h\left(\nabla_{x} y, z\right)-h\left(y, \nabla_{x} z\right) \tag{2.6}
\end{equation*}
$$

Sometimes, we write $\left(\bar{\nabla}_{x} h\right)(y, z)$ as $(\bar{\nabla} h)(y, z, x)$. We put $\bar{\nabla}^{0} h=h$.
In general, the $k$ th $(k \geqslant 1)$ covariant derivative $\bar{\nabla}^{k} h$ of $h$ is given by

$$
\begin{align*}
&\left(\bar{\nabla}^{k} h\right)\left(x_{1}, x_{2}, \ldots, x_{k+2}\right)=D_{x_{k+2}}\left(\left(\bar{\nabla}^{k-1} h\right)\left(x_{1}, \ldots, x_{k+1}\right)\right) \\
&-\sum_{i=1}^{k+1}\left(\bar{\nabla}^{k-1} h\right)\left(x_{1}, \ldots, \nabla_{x_{k+2}} x_{i}, \ldots, x_{k+1}\right) \tag{2.7}
\end{align*}
$$

It is clear that $\bar{\nabla}^{k} h$ is a normal-bundle-valued tensor field of type $(0, k+2)$. We simply denote

$$
\left(\bar{\nabla}^{q} h\right)(\overbrace{x, \ldots, x}^{q+2 \text { times }})
$$

by $\left(\bar{\nabla}^{q} h\right)\left(x^{q+2}\right)$. From (2.6) and (2.7), we have

$$
\begin{align*}
& D_{x} h(x, x)=(\bar{\nabla} h)\left(x^{3}\right)+2 h\left(x, \nabla_{x} x\right)  \tag{2.8}\\
& D_{x}^{2} h(x, x)=\left(\bar{\nabla}^{2} h\right)\left(x^{4}\right)+5\left(\bar{\nabla}_{x} h\right)\left(x, \nabla_{x} x\right)+2 h\left(\nabla_{x} x, \nabla_{x} x\right)+2 h\left(x, \nabla_{x}^{2} x\right) \tag{2.9}
\end{align*}
$$

The equations of Gauss, Codazzi and Ricci are given, respectively, by

$$
\begin{align*}
R(x, y, z, w) & =\langle h(x, w), h(y, z)\rangle-\langle h(x, z), h(y, w)\rangle  \tag{2.10}\\
\left(\bar{\nabla}_{x} h\right)(y, z) & =\left(\bar{\nabla}_{y} h\right)(x, z)  \tag{2.11}\\
R^{D}(x, y, \xi, \eta) & =\left\langle\left[A_{\xi}, A_{\eta}\right](x), y\right\rangle \tag{2.12}
\end{align*}
$$

where $R(x, y)=\nabla_{x} \nabla_{y}-\nabla_{y} \nabla_{x}-\nabla_{[x, y]}$ and $R^{D}(x, y)=D_{x} D_{y}-D_{y} D_{x}-D_{[x, y]}$ are the curvature tensors of the tangent and normal bundles.

## 3. Lemmas and examples

We recall the following definition from [22].
Definition 3.1. A submanifold $M$ in a Riemannian manifold is said to be isotropic if, for each point $p \in M$, the length $\lambda=|h(u, u)|$ of the normal curvature vector $h(u, u)$ is independent of the choice of $u \in U_{p} M$. If $\lambda=|h(u, u)|$ is also independent of $p \in M$, then $M$ is said to be constant isotropic.

We need the following result for later use.
Lemma 3.2 (see [22]). A submanifold $M$ is isotropic if and only if we have

$$
\begin{equation*}
\langle h(u, u), h(u, v)\rangle=0 \tag{3.1}
\end{equation*}
$$

for orthonormal vectors $u, v$ tangent to $M$ at each point.
For isotropic submanifolds, we also have

$$
\begin{align*}
\langle h(u, u), h(v, v)\rangle+2\langle h(u, v), h(u, v)\rangle & =|h(u, u)|^{2},  \tag{3.2}\\
\langle h(u, u), h(v, w)\rangle+2\langle h(u, v), h(u, w)\rangle & =0 \tag{3.3}
\end{align*}
$$

for orthonormal vectors $u, v, w$ tangent to $M$ at each point.
We also need the following lemma for constant isotropic submanifolds.
Lemma 3.3. An isotropic submanifold $M$ is constant isotropic if and only if we have

$$
\begin{equation*}
\left\langle A_{(\bar{\nabla} h)\left(u^{3}\right)} u, v\right\rangle=0 \tag{3.4}
\end{equation*}
$$

for orthonormal vectors $u, v$ tangent to $M$ at each point.
Proof. Assume that $M$ is an isotropic submanifold, so we have $|h(u, u)|^{2}=\lambda^{2}(p)$ for each unit vector $u \in T_{p} M$. For any orthonormal vectors $u, v$ in $T_{p} M$, we extend $u$ and $v$ to orthonormal vector fields $X$ and $Y$ on some open neighbourhood of $p$ such that $\nabla_{u} X=\nabla_{u} Y=\nabla_{v} X=0$ at $p$. Since $M$ is isotropic, we obtain from (2.6) and (2.11) that

$$
\begin{align*}
v \lambda^{2} & =v\left(|h(X, X)|^{2}\right)=2\left\langle D_{v} h(X, X), h(X, X)\right\rangle \\
& =2\left\langle\left(\bar{\nabla}_{v} h\right)(u, u), h(u, u)\right\rangle=2\left\langle\left(\bar{\nabla}_{u} h\right)(u, v), h(u, u)\right\rangle \\
& =2\left\langle D_{u} h(X, Y), h(X, X)\right\rangle=-2\left\langle D_{u} h(X, X), h(X, Y)\right\rangle \\
& =-2\left\langle\left(\bar{\nabla}_{u} h\right)(u, u), h(u, v)\right\rangle . \tag{3.5}
\end{align*}
$$

Since $\operatorname{dim} M$ is at least two, (3.5) implies the lemma.
Similarly, we also have

$$
\begin{equation*}
u \lambda^{2}=2\left\langle\left(\bar{\nabla}_{u} h\right)(u, u), h(u, u)\right\rangle, \tag{3.6}
\end{equation*}
$$

for any isotropic submanifold.
Lemma 3.4. An isotropic submanifold $M$ is constant isotropic if and only if we have

$$
\begin{equation*}
A_{(\bar{\nabla} h)\left(u^{3}\right)} u=0 \tag{3.7}
\end{equation*}
$$

for any vector $u$ tangent to $M$ at each point.

Proof. If $M$ is constant isotropic, then (3.6) implies

$$
\begin{equation*}
\left\langle A_{\left(\bar{\nabla}_{u} h\right)(u, u)} u, u\right\rangle=0 . \tag{3.8}
\end{equation*}
$$

Combining Lemma 3.3 and (3.8) gives (3.7). The converse follows from Lemma 3.3.
A Euclidean submanifold $M$ is said to have geodesic normal sections if every normal section on $M$ is a geodesic (see [10]). All submanifolds $M$ in $\mathbb{E}^{m}$ with geodesic normal sections satisfy $\mathfrak{c}_{\#}(M)=\infty$. A Euclidean submanifold $M$ is called helical if geodesics of $M$, considered as curves in $\mathbb{E}^{m}$, have all Frenet curvatures constant and independent of the chosen geodesic. Helical immersions have been studied extensively (see, for example, [18, 24]).

Chen and Verheyen proved the following results for submanifolds with geodesic normal sections.

Theorem A (see [10]). Every submanifold in $\mathbb{E}^{m}$ with geodesic normal sections is constant isotropic.

Theorem B (see $[\mathbf{1 0}, \mathbf{2 6}])$. A submanifold in $\mathbb{E}^{m}$ has geodesic normal sections if and only if it is helical.

Example 3.5. Let $M$ be a compact Riemannian manifold. Then $M$ has a unique kernel of the heat equation: $K: M \times M \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$. Let $\delta$ denote the distance function on $M$. Then $M$ is called a strongly harmonic manifold if there exists a function $\Psi: \mathbb{R}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ such that $K(x, y, t)=\Psi(\delta(x, y), t)$ for $x, y \in M$ and $t \in \mathbb{R}_{0}^{+}$. Compact symmetric spaces of rank one are known examples of strongly harmonic manifolds [3, p. 158].

Let $\lambda_{k}$ be the $k$ th non-zero eigenvalue of the Laplacian $\Delta$. Denote by $V_{k}$ be the eigenspace of $\Delta$ with eigenvalue $\lambda_{k}$. On $V_{k}$ we define an inner product by $\langle\langle f, g\rangle\rangle=$ $\int_{M} f g * 1$ for $f, g \in V_{k} . V_{k}$ together with $\langle\langle\cdot, \cdot\rangle\rangle$ is a finite-dimensional Euclidean space. Let $\varphi_{k}^{1}, \ldots, \varphi_{k}^{m}$ be an orthonormal basis of $V_{k}$. Then the mapping

$$
\varphi_{k}: M \rightarrow \mathbb{E}^{m}: x \mapsto c_{k}\left(\varphi_{k}^{1}(x), \ldots, \varphi_{k}^{m}(x)\right)
$$

defines a helical isometric immersion for some suitable constant $c_{k}$. Such submanifolds satisfy $\mathfrak{c}_{\#}(M)=\infty$.

In particular, if $M=S^{2}(\sqrt{3} / a)$ denotes the 2 -sphere with constant sectional curvature $3 / a^{2}$, then $\varphi_{2}^{a}: S^{2}(\sqrt{3} / a) \rightarrow S^{4}(1 / a) \subset \mathbb{E}^{5}$ is given by

$$
\begin{equation*}
\varphi_{2}^{a}=a\left(\frac{1}{\sqrt{3}} y z, \frac{1}{\sqrt{3}} x z, \frac{1}{\sqrt{3}} x y, \frac{1}{2 \sqrt{3}}\left(x^{2}-y^{2}\right), \frac{1}{6}\left(x^{2}+y^{2}-2 z^{2}\right)\right) \tag{3.9}
\end{equation*}
$$

where $x^{2}+y^{2}+z^{2}=3$. This isometric minimal immersion of $S^{2}(\sqrt{3} / a)$ into $S^{4}(1 / a)$ is called a Veronese surface.

Example 3.6. Let $\psi_{j}: M \rightarrow \mathbb{E}^{m_{j}}(j=1, \ldots, s)$ be $s$ isometric immersions with geodesic normal sections. For any real numbers $c_{1}, \ldots, c_{s}$ with $c_{1}^{2}+\cdots+c_{s}^{2}=1$, the diagonal immersion,

$$
\left(c_{1} \psi_{1}, \ldots, c_{\ell} \psi_{s}\right): M \rightarrow \mathbb{E}^{m_{1}+\cdots+m_{s}}: p \mapsto\left(c_{1} \psi_{1}(p), \ldots, c_{s} \psi_{s}(p)\right)
$$

satisfies $\mathfrak{c}_{\#}(M)=\infty$.

## 4. Relations between contact number and isotropy

Theorem 4.1. For every submanifold $M$ in a Euclidean space, we have
(1) the contact number $\mathfrak{c}_{\#}(M)$ of $M$ is at least 2, i.e. $\mathfrak{c}_{\#}(M) \geqslant 2$;
(2) $M$ is isotropic if and only if $\mathfrak{c}_{\#}(M) \geqslant 3$ holds;
(3) $M$ is constant isotropic if and only if $\mathfrak{c}_{\#}(M) \geqslant 4$ holds.

Proof. Let $M$ be a submanifold of dimension $n \geqslant 2$ in $\mathbb{E}^{m}$. Then, for any unit speed curve $\alpha=\alpha(s)$ in $M$, we have

$$
\begin{align*}
\alpha^{\prime}(s) & =T  \tag{4.1}\\
\alpha^{\prime \prime}(s) & =\nabla_{T} T+h(T, T)  \tag{4.2}\\
\alpha^{\prime \prime \prime}(s) & =\nabla_{T}^{2} T+h\left(T, \nabla_{T} T\right)-A_{h(T, T)} T+D_{T} h(T, T)  \tag{4.3}\\
\alpha^{\mathrm{iv}}(s) & =\nabla_{T}^{3} T-3 A_{h\left(T, \nabla_{T} T\right)} T-\nabla_{T}\left(A_{h(T, T)} T\right)-A_{\left(\bar{\nabla}_{T} h\right)(T, T)} T \\
& \quad+h\left(T, \nabla_{T}^{2} T\right)+D_{T} h\left(T, \nabla_{T} T\right)-h\left(T, A_{h(T, T)} T\right)+D_{T}^{2} h(T, T), \tag{4.4}
\end{align*}
$$

where $T=\alpha^{\prime}(s)$ is the unit vector field tangent to $\alpha$ and $\nabla_{T}^{2} T=\nabla_{T} \nabla_{T} T, \ldots$, etc.
Using (2.6), (2.8) and (2.9), Equation (4.4) can be rewritten as

$$
\begin{align*}
\alpha^{\text {iv }}(s)= & \nabla_{T}^{3} T-3 A_{h\left(T, \nabla_{T} T\right)} T-\nabla_{T}\left(A_{h(T, T)} T\right)-A_{\left(\bar{\nabla}_{T} h\right)(T, T)} T+\left(\bar{\nabla}^{2} h\right)\left(T^{4}\right) \\
& +6(\bar{\nabla} h)\left(T, T, \nabla_{T} T\right)-h\left(T, A_{h(T, T)} T\right)+4 h\left(T, \nabla_{T}^{2} T\right)+3 h\left(\nabla_{T} T, \nabla_{T} T\right) \tag{4.5}
\end{align*}
$$

Let $\gamma_{u}(s)$ and $\beta_{u}(s)$ denote, respectively, the unique geodesic and the unique normal section associated with a point $p \in M$ and a vector $u \in U_{p} M$ so that $\gamma_{u}(0)=\beta_{u}(0)=p$ and $\gamma_{u}^{\prime}(0)=\beta_{u}^{\prime}(0)=u$. For the geodesic $\gamma_{u}$, we have $\nabla_{T} T=0$ along $\gamma_{u}$, with $T_{\gamma}(s)=$ $\gamma_{u}^{\prime}(s)$. Thus we obtain from (4.2) and (4.3) that

$$
\begin{align*}
\gamma_{u}^{\prime \prime}(0) & =h(u, u),  \tag{4.6}\\
\gamma_{u}^{\prime \prime \prime}(0) & =-A_{h(u, u)} u+\left(\bar{\nabla}_{u} h\right)(u, u) \tag{4.7}
\end{align*}
$$

On the other hand, for the normal section $\beta_{u}$ with $\beta_{u}(0)=p$ and $\beta_{u}^{\prime}(0)=u$, we obtain from (4.2) that

$$
\begin{gather*}
\nabla_{u} T_{\beta}=0, \quad T_{\beta}=\beta_{u}^{\prime}(s)  \tag{4.8}\\
\beta_{u}^{\prime \prime}(0)=h(u, u) \tag{4.9}
\end{gather*}
$$

since $\beta_{u}^{\prime \prime}(0)$ lies in $E(p, u)$, which is spanned by $u$ and the normal space $T_{p}^{\perp} M$.
Comparing (4.6) and (4.9), we find $\gamma_{u}^{\prime \prime}(0)=\beta_{u}^{\prime \prime}(0)$. Hence, $M$ is in contact of order at least 2 . This proves statement (1).

Now, suppose that the contact number of $M$ is at least 3 . Then we have $\gamma_{u}^{\prime \prime \prime}(0)=\beta_{u}^{\prime \prime \prime}(0)$. Since $\beta_{u}^{\prime \prime \prime}(0)$ lies in $E(p, u)$, we obtain from (4.7) that $A_{h(u, u)} u$ lies in $E(p, u)$. Hence, we obtain $\langle h(u, u), h(u, v)\rangle=0$ for any orthonormal vectors $u, v \in T_{p} M$. Because this is true
for any point $p$ and any orthonormal vectors $u, v$ at $p$, Lemma 3.2 implies that $M$ is isotropic.

Conversely, if $M$ is isotropic, Lemma 3.2 implies that

$$
\begin{equation*}
A_{h(u, u)} u=\lambda_{0} u \tag{4.10}
\end{equation*}
$$

for some number $\lambda_{0}$. Hence, we obtain from (4.7) that

$$
\begin{equation*}
\gamma_{u}^{\prime \prime \prime}(0)=-\lambda_{0} u+\left(\bar{\nabla}_{u} h\right)(u, u) \tag{4.11}
\end{equation*}
$$

For the normal section $\beta_{u}$, we obtain from (4.3), (4.8) and (4.10) that

$$
\begin{equation*}
\beta_{u}^{\prime \prime \prime}(0)=\nabla_{u} \nabla_{T_{\beta}} T_{\beta}-\lambda_{0} u+\left(\bar{\nabla}_{u} h\right)(u, u) \tag{4.12}
\end{equation*}
$$

Since $\beta_{u}^{\prime \prime \prime}(o)$ lies in $E(p, u)$, (4.12) implies

$$
\begin{equation*}
\left\langle\nabla_{u} \nabla_{T_{\beta}} T_{\beta}, v\right\rangle=0 \tag{4.13}
\end{equation*}
$$

for orthonormal $u, v \in T_{p} M$. On the other hand, we find from (4.8) that

$$
\begin{equation*}
2\left\langle\nabla_{u} \nabla_{T_{\beta}} T_{\beta}, u\right\rangle=u\left(T_{\beta}\left\langle T_{\beta}, T_{\beta}\right\rangle\right)-2\left\langle\nabla_{u} T_{\beta}, \nabla_{u} T_{\beta}\right\rangle=0 \tag{4.14}
\end{equation*}
$$

Combining (4.13) and (4.14) yields

$$
\begin{equation*}
\nabla_{u} \nabla_{T_{\beta}} T_{\beta}=0 \tag{4.15}
\end{equation*}
$$

Using (4.11), (4.12) and (4.15), we obtain $\gamma_{u}^{\prime \prime \prime}(0)=\beta_{u}^{\prime \prime \prime}(0)$, which implies that the contact number is at least 3 . This proves statement (2).

Now, let us assume that $M$ is an isotropic submanifold. Then we have

$$
\begin{equation*}
A_{h(u, u)} u=\lambda_{0} u \tag{4.16}
\end{equation*}
$$

where $\lambda_{0}$ is independent of the choice of $u \in U_{p} M$ for each $p \in M$.
From (4.5), (4.16) and $\nabla_{T_{\gamma}} T_{\gamma}=0$, we know that the geodesic $\gamma_{u}$ satisfies

$$
\begin{equation*}
\gamma_{u}^{\mathrm{iv}}(0)=-\left(u \lambda_{0}\right) u-A_{\left(\bar{\nabla}_{u} h\right)(u, u)} u+\left(\bar{\nabla}^{2} h\right)\left(u^{4}\right)-\lambda_{0} h(u, u) . \tag{4.17}
\end{equation*}
$$

If $\mathfrak{c}_{\#}(M)$ is at least 4 , we have $\gamma_{u}^{\mathrm{iv}}(0)=\beta_{u}^{\mathrm{iv}}(0)$. Since $\beta_{u}^{\mathrm{iv}}(0)$ lies in $E(p, u),(4.17)$ implies that $\left\langle A_{(\bar{\nabla} h)\left(u^{3}\right)} u, v\right\rangle=0$ for orthonormal vectors $u, v \in T_{p} M$. Hence, Lemma 3.3 implies that $M$ is constant isotropic.

Conversely, assume that $M$ is constant isotropic. Then, by Lemma 3.3, we have

$$
\begin{equation*}
A_{(\bar{\nabla} h)\left(u^{3}\right)} u=\lambda_{1} u \tag{4.18}
\end{equation*}
$$

for any unit vector $u$ tangent to $M$ at each point, where $\lambda_{1}$ is a function on $M$.
For $\beta_{u}$, we obtain from (4.5), (4.8), (4.10), (4.15) and (4.18) that

$$
\begin{equation*}
\beta_{u}^{\mathrm{iv}}(0)=\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}-\left(u \lambda_{0}\right) u-\lambda_{1} u+\left(\bar{\nabla}^{2} h\right)\left(u^{4}\right)-\lambda_{0} h(u, u) \tag{4.19}
\end{equation*}
$$

Since $\beta_{u}^{\mathrm{iv}}(0)$ lies in $E(p, u),(4.19)$ implies that $\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}$ is parallel to $u$.

On the other hand, since $s=0$ is a critical point of $\left|\nabla_{T_{\beta}} T_{\beta}\right|^{2}$ by (4.8), we find

$$
\begin{equation*}
u\left\langle\nabla_{T_{\beta}}^{2} T_{\beta}, T_{\beta}\right\rangle=u\left\{T_{\beta}\left\langle\nabla_{T_{\beta}} T_{\beta}, T_{\beta}\right\rangle-\left|\nabla_{T_{\beta}} T_{\beta}\right|^{2}\right\}=0 \tag{4.20}
\end{equation*}
$$

Using (4.8) and (4.20) we get

$$
\begin{equation*}
\left\langle\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}, u\right\rangle=u\left\langle\nabla_{T_{\beta}}^{2} T_{\beta}, T_{\beta}\right\rangle-\left\langle\nabla_{T_{\beta}}^{2} T_{\beta}, \nabla_{u} T_{\beta}\right\rangle=0 \tag{4.21}
\end{equation*}
$$

Hence, we get $\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}=0$. Combining this with (4.17) and (4.19) yields $\gamma_{u}^{v}(0)=\beta_{u}^{v}(0)$. Thus, $\mathfrak{c}_{\#}(M)$ is at least 4 . This proves statement (3).

## 5. Classification of codimension-2 submanifolds with $\mathfrak{c}_{\#}(M) \geqslant 3$

Theorem 5.1. Let $M$ be an $n$-dimensional submanifold of $\mathbb{E}^{n+2}$. Then $\mathfrak{c}_{\#}(M) \geqslant 3$ holds if and only if one of the following three cases occurs.
(1) $\mathfrak{c}_{\#}(M)=3, n=2$, and $M$ is a complex curve lying linearly fully in $\mathbb{C}^{2}$, where $\mathbb{C}^{2}$ denotes $\mathbb{E}^{4}$ endowed with some orthogonal complex structure.
(2) $\mathfrak{c}_{\#}(M)=\infty$ and $M$ is an open portion of an n-plane.
(3) $\mathfrak{c}_{\#}(M)=\infty$ and $M$ is an open portion of a hypersphere lying in a hyperplane of $\mathbb{E}^{n+2}$.

Proof. Suppose that $\mathfrak{c}_{\#}(M) \geqslant 3$. Then $M$ is isotropic according to Theorem 4.1. Thus, we have $|h(u, u)|=\lambda(p)$ for every $u \in U_{p} M$.

Case (a). $h(u, v)=0$ for any orthonormal vectors $u, v$ tangent to $M$. In this case, $M$ is totally umbilical. So, we have either Case (2) or Case (3) (cf. [6]).

Case (b). $h(u, v) \neq 0$ for some orthonormal vectors $u$, $v$ tangent to $M$. We put

$$
U=\left\{p \in M: h(u, v) \neq 0 \text { for some orthonormal vectors } u, v \in T_{p} M\right\}
$$

Clearly, $U$ is a non-empty open subset $U$ which is non-totally umbilical at every point. On $U$, let $e_{1}=u$ and $e_{n}=v$. We extend $e_{1}, e_{n}$ to a local field of orthonormal frames $e_{1}, \ldots, e_{n}$. So, by Lemma 3.2, we may put

$$
\begin{equation*}
h\left(e_{1}, e_{1}\right)=\lambda e_{n+1}, \quad h\left(e_{1}, e_{n}\right)=\mu e_{n+2}, \quad \lambda, \mu>0 \tag{5.1}
\end{equation*}
$$

If $h\left(e_{1}, e_{j}\right)=0$ for some $j \in\{2, \ldots, n-1\}$, then (3.1), (3.2) and the isotropic condition imply that $h\left(e_{j}, e_{j}\right)=\lambda e_{n+1}$.

If $h\left(e_{1}, e_{j}\right) \neq 0$ for some $j \in\{2, \ldots, n\}$, then (3.1) implies that $h\left(e_{1}, e_{j}\right)$ is parallel to $e_{n+2}$; and hence $h\left(e_{j}, e_{j}\right)$ is parallel to $e_{n+1}$. Thus, by (3.2) and the isotropy, we get $h\left(e_{j}, e_{j}\right)=-\lambda e_{n+1}$ and $h\left(e_{1}, e_{j}\right)= \pm \lambda e_{n+2}$. Without loss of generality, we may assume that

$$
\begin{equation*}
h\left(e_{1}, e_{2}\right)=\cdots=h\left(e_{1}, e_{\ell}\right)=0, \quad h\left(e_{1}, e_{j}\right)= \pm \lambda e_{n+2}, \quad j=\ell+1, \ldots, n \tag{5.2}
\end{equation*}
$$

for some $\ell \in\{2, \ldots, n-1\}$. If $h\left(e_{1}, e_{n-1}\right) \neq 0$, then (3.1) and (3.2) imply that

$$
h\left(e_{n-1}, e_{n-1}\right)=-\lambda e_{n+1} \quad \text { and } \quad h\left(e_{n-1}, e_{n}\right)=0
$$

on $U$. Hence, by (3.3), we find $\left\langle h\left(e_{1}, e_{n-1}\right), h\left(e_{1}, e_{n}\right)\right\rangle=0$, which is a contradiction. Thus, we obtain

$$
\left.\begin{array}{ll}
h\left(e_{1}, e_{2}\right)=\cdots=h\left(e_{1}, e_{n-1}\right)=0, & h\left(e_{1}, e_{n}\right)=\lambda e_{n+2}  \tag{5.3}\\
h\left(e_{1}, e_{1}\right)=\cdots=h\left(e_{n-1}, e_{n-1}\right)=\lambda e_{n+1}, & h\left(e_{n}, e_{n}\right)=-\lambda e_{n+1}
\end{array}\right\}
$$

Suppose that $n \geqslant 3$. Then (3.2) and (5.3) imply that $h\left(e_{2}, e_{n}\right)= \pm \lambda e_{n+2}$ on $U$. On the other hand, by (3.3) and (5.3), we get $\left\langle h\left(e_{1}, e_{n}\right), h\left(e_{2}, e_{n}\right)\right\rangle=0$, which is a contradiction. Therefore, we obtain $n=2$.

With respect to the orthonormal frame $e_{1}, e_{2}$, the shape operator satisfies

$$
A_{3}=\left(\begin{array}{cc}
\lambda & 0  \tag{5.4}\\
0 & -\lambda
\end{array}\right), \quad A_{4}=\left(\begin{array}{cc}
0 & \lambda \\
\lambda & 0
\end{array}\right)
$$

on $U$. Hence, $U$ is a minimal surface. Since each point in the complement $M-U$ of $U$ is totally umbilical, continuity and (5.4) imply that each point in $M-U$ is a totally geodesic point. Hence, the whose surface $M$ is a minimal surface.

When $\mathfrak{c}_{\#}(M) \geqslant 4, M$ is constant isotropic. So, the equation of Gauss and (5.4) imply that $M$ has constant Gauss curvature. Thus, by applying a result of $[\mathbf{5}, \mathbf{2 3}], M$ is totally geodesic, which is a contradiction. Hence, we get $\mathfrak{c}_{\#}(M)=3$. Moreover, since $M$ is minimal and non-totally geodesic, $\lambda$ vanishes only at isolated points.

Let $V$ be an oriented 2-plane through the origin in $\mathbb{E}^{4}$ and $u, v$ an oriented orthonormal basis of $V$. Then $u \wedge v$ is a decomposable 2-vector of norm one which gives an orientation on $V$. Conversely, every decomposable 2 -vector of norm one determines a unique 2-plane in $\mathbb{E}^{4}$ through the origin. So, if we denote by $G(2,4)$ the Grassmannian consisting of all oriented 2-planes through the origin of $\mathbb{E}^{4}$, then $G(2,4)$ can be identified naturally with the decomposable 2 -vectors of norm one in the Euclidean 6 -space $\Lambda^{2} E^{4}$. Notice that the inner product on $\Lambda^{2} E^{4}$ is given by

$$
\langle u \wedge v, w \wedge z\rangle=\langle u, w\rangle\langle v, z\rangle-\langle u, z\rangle\langle v, w\rangle
$$

Let $\phi: M \rightarrow \mathbb{E}^{4}$ be an isometric immersion of $M$ in $\mathbb{E}^{4}$. Consider the Gauss map: $\nu: M \rightarrow G(2,4) ; p \mapsto e_{1}(p) \wedge e_{2}(p)$ of $\phi$ which carries each point $p \in M$ to the 2-plane obtained from $T_{p} M$ via parallel translation. Since $\phi$ is minimal and non-totally geodesic, $\nu$ is a regular map except at some isolated points on which $\lambda$ vanishes. It follows from (5.4) that the induced metric $G$ on the Gauss image $\nu(M)$ is given by

$$
\begin{equation*}
G=2 \lambda^{2} g \tag{5.5}
\end{equation*}
$$

where $g$ is the original metric on $M$. After a direct computation, we see that the second fundamental form $h^{\nu}$ of $\nu:(M, G) \rightarrow \Lambda^{2} E^{4}$ satisfies

$$
\left.\begin{array}{l}
h^{\nu}\left(\nu_{*}\left(e_{1}\right), \nu_{*}\left(e_{1}\right)\right)=2 \lambda^{2}\left(e_{3} \wedge e_{4}-e_{1} \wedge e_{2}\right)  \tag{5.6}\\
h^{\nu}\left(\nu_{*}\left(e_{1}\right), \nu_{*}\left(e_{2}\right)\right)=0 \\
h^{\nu}\left(\nu_{*}\left(e_{2}\right), \nu_{*}\left(e_{2}\right)\right)=2 \lambda^{2}\left(e_{3} \wedge e_{4}-e_{1} \wedge e_{2}\right)
\end{array}\right\}
$$

It follows from (5.5), (5.6) and the equation of Gauss that the Gauss curvature $\tilde{K}$ of the Gauss image $(\nu(M), G)$ is 2 at every point. Thus, it follows from Theorem 6.3 of [16] that $M$ is a complex curve lying fully in $\mathbb{C}^{2}$, where $\mathbb{C}^{2}$ denotes $\mathbb{E}^{4}$ endowed with some orthogonal complex structure. The converse is easy to verify.

Corollary 5.2. Let $M$ be a hypersurface of Euclidean $(n+1)$-space $\mathbb{E}^{n+1}$. Then one of the following three cases must occur.
(1) $\mathfrak{c}_{\#}(M)=2$.
(2) $\mathfrak{c}_{\#}(M)=\infty$ and $M$ is an open portion of a hyperplane.
(3) $\mathfrak{c}_{\#}(M)=\infty$ and $M$ is an open portion of a hypersphere.

Proof. This follows immediately from Theorem 5.1.
The following result is a very simple characterization of complex curves in $\mathbb{C}^{2}$.
Corollary 5.3. A surface $M$ in $\mathbb{E}^{4}$ satisfies $\mathfrak{c}_{\#}(M)=3$ if and only if it is a non-planar holomorphic curve with respect to some orthogonal complex structure on $\mathbb{E}^{4}$.

Proof. This follows trivially from Theorem 5.1.
A surface $M$ in $\mathbb{C}^{2}$ is called Lagrangian if the complex structure $J$ of $\mathbb{C}^{2}$ interchanges each tangent space of $M$ with its corresponding normal space.

Corollary 5.4. Every non-planar minimal Lagrangian surface $M$ in the complex Euclidean plane $\mathbb{C}^{2}$ satisfies $\mathfrak{c}_{\#}(M)=3$.

Proof. This follows from Theorem 5.1 and a result of [9] which states that every minimal Lagrangian surface in $\mathbb{C}^{2}=\left(\mathbb{E}^{4}, J\right)$ is a complex curve with respect to some orthogonal complex structure on $\mathbb{E}^{4}$.

## 6. A simple criterion for submanifolds to satisfy $\mathfrak{c}_{\#}(M)=k$

Theorem 6.1. A submanifold in a Euclidean space is in contact of order $k(k \geqslant 3)$ if and only if each $u \in U M$ is an eigenvector of $A_{\left(\bar{\nabla}^{j} h\right)\left(u^{j+2}\right)}$ for $j=0, \ldots, k-3$.

Proof. When $k=3$, this follows from Lemma 3.2 and Theorem 4.1. When $k=4$, this follows from Lemma 3.3, Lemma 3.4 and Theorem 4.1. So, we only need to prove this theorem for $k \geqslant 5$. In order to do so, let us prove the following.

Lemma 6.2. If $M$ is in contact of order $k \geqslant 5$, then, for each $u \in U M$, we have

$$
\begin{equation*}
A_{\left(\bar{\nabla}^{j} h\right)\left(u^{j+2}\right)} u=\lambda_{j} u, \quad j=0, \ldots, k-3, \tag{6.1}
\end{equation*}
$$

for some functions $\lambda_{j}$ on $U M$.

Proof of Lemma 6.2. Let us assume that $M$ is in contact of order $k, k \geqslant 5$. Then Lemmas 3.2 and 3.4 and Theorem 6.1 imply that

$$
\begin{equation*}
A_{h(u, u)} u=\lambda_{0} u, A_{(\bar{\nabla} h)\left(u^{3}\right)} u=0 \tag{6.2}
\end{equation*}
$$

for each $u \in U M$, where $\lambda_{0}$ is constant. It follows from (4.5) and (6.2) that the geodesic $\gamma_{u}$ with $\gamma_{u}(0)=p$ and $\gamma_{u}^{\prime}(0)=u$ satisfies

$$
\begin{equation*}
\gamma_{u}^{\mathrm{iv}}(s)=-\lambda_{0} h\left(T_{\gamma}, T_{\gamma}\right)+\left(\bar{\nabla}^{2} h\right)\left(T_{\gamma}^{4}\right) \tag{6.3}
\end{equation*}
$$

Differentiating (6.3) and applying (2.11) and (6.2) yields

$$
\begin{equation*}
\gamma_{u}^{v}(s)=\lambda_{0}^{2} T_{\gamma}-A_{\left(\bar{\nabla}^{2} h\right)\left(T_{\gamma}^{4}\right)} T_{\gamma}-\lambda_{0}(\bar{\nabla} h)\left(T_{\gamma}^{3}\right)+\left(\bar{\nabla}^{3} h\right)\left(T_{\gamma}^{5}\right) . \tag{6.4}
\end{equation*}
$$

Since $M$ is in contact of order $k \geqslant 5$, we have $\gamma_{u}^{v}(0)=\beta_{u}^{v}(0)$. Because $\beta_{u}^{v}(0)$ is contained in the linear subspace $E(p, u)$ spanned by $u$ and $T_{u}^{\perp}(M)$, (6.4) implies that $u$ is an eigenvector of $A_{\left(\bar{\nabla}^{2} h\right)\left(u^{4}\right)}$, say $A_{\left(\bar{\nabla}^{2} h\right)\left(u^{2}\right)} u=\lambda_{2} u$. So, we obtain Lemma 6.2 for $k=5$.

In order to prove Lemma 6.2 for any $k>5$ by induction, let us assume that $M$ is in contact of order $\ell(\ell>5)$ and Lemma 6.2 is true for $k<\ell$. From our assumption we have

$$
\begin{gather*}
A_{h(u, u)} u=\lambda_{0} u, \quad A_{(\bar{\nabla} h)\left(u^{3}\right)} u=0,  \tag{6.5}\\
A_{\left(\bar{\nabla}^{j} h\right)\left(u^{j+2}\right)} u=\lambda_{j} u, \quad \text { for } j=2, \ldots, \ell-4,  \tag{6.6}\\
\gamma_{u}^{\ell}(0)=\beta_{u}^{\ell}(0) . \tag{6.7}
\end{gather*}
$$

By differentiating (6.4) and by applying (2.7), (6.5) and (6.6), we find

$$
\begin{equation*}
\gamma_{u}^{\mathrm{vi}}(s)=f_{6} T_{\gamma}-A_{\left(\bar{\nabla}^{3} h\right)\left(T_{\gamma}^{5}\right)} T_{\gamma}+g_{0,6} h\left(T_{\gamma}, T_{\gamma}\right)-\lambda_{0}\left(\bar{\nabla}^{2} h\right)\left(T_{\gamma}^{4}\right)+\left(\bar{\nabla}^{4} h\right)\left(T_{\gamma}^{6}\right), \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{6}=-\lambda_{2}^{\prime}, \quad \lambda_{2}^{\prime}=T_{\gamma}\left(\lambda_{2}\right), \quad g_{0,6}=\lambda_{0}^{2}-\lambda_{2}, \tag{6.9}
\end{equation*}
$$

and $\lambda_{j}(s)=\lambda_{j}\left(\gamma_{u}^{\prime}(s)\right)$ is the restriction of $\lambda_{j}$ along the unit tangent vector field $T_{\gamma}$ of $\gamma_{u}$. Continuing such procedures $\ell-6$ times and applying (6.6), we obtain

$$
\begin{align*}
\gamma_{u}^{\ell-1}(s)=( & \left.f_{\ell-1}-\lambda_{\ell-4}\right) T_{\gamma}+g_{0, \ell-1} h\left(T_{\gamma}, T_{\gamma}\right)+\cdots \\
& \quad+g_{\ell-7, \ell-1}\left(\bar{\nabla}^{\ell-7} h\right)\left(T_{\gamma}^{\ell-5}\right)-\lambda_{0}\left(\bar{\nabla}^{\ell-5} h\right)\left(T_{\gamma}^{\ell-3}\right)+\left(\bar{\nabla}^{\ell-3} h\right)\left(T_{\gamma}^{\ell-1}\right) \tag{6.10}
\end{align*}
$$

where

$$
\begin{aligned}
f_{\ell-1} & =f_{\ell}\left(\lambda_{0}, \lambda_{2}, \ldots, \lambda_{\ell-5}\right) \\
g_{t, \ell-1} & =g_{t, \ell-1}\left(\lambda_{0}, \lambda_{2}, \ldots, \lambda_{\ell-5-t}\right), \quad t=0, \ldots, \ell-7
\end{aligned}
$$

are functions depending on the $\lambda_{j}^{\prime}$ and their derivatives with respect to $T_{\gamma}$. From (6.5), (6.6) and (6.10), we find

$$
\begin{align*}
& \gamma_{u}^{\ell}(s)=f_{\ell} T_{\gamma}-A_{\left(\bar{\nabla}^{\ell-3} h\right)\left(T_{\gamma}^{\ell-1}\right)} T_{\gamma}+g_{0, \ell} h\left(T_{\gamma}, T_{\gamma}\right)+\cdots \\
&+g_{\ell-6, \ell}\left(\bar{\nabla}^{\ell-6} h\right)\left(T_{\gamma}^{\ell-4}\right)-\lambda_{0}\left(\bar{\nabla}^{\ell-4} h\right)\left(T_{\gamma}^{\ell-2}\right)+\left(\bar{\nabla}^{\ell-2} h\right)\left(T_{\gamma}^{\ell}\right) \tag{6.11}
\end{align*}
$$

where

$$
\left.\begin{array}{rl}
f_{\ell} & =\left(f_{\ell-1}-\lambda_{\ell-4}\right)^{\prime}+\lambda_{0} \lambda_{\ell-5}-\sum_{t=0}^{\ell-7} \lambda_{t} g_{t, \ell-1},  \tag{6.12}\\
g_{0, \ell} & =f_{\ell-1}-\lambda_{\ell-4}+g_{0, \ell-1}^{\prime}, \\
g_{t, \ell} & =g_{t-1, \ell-1}+g_{t, \ell-1}^{\prime}, \quad t=1, \ldots, \ell-7, \\
g_{\ell-6, \ell} & =g_{\ell-7, \ell-1} .
\end{array}\right\}
$$

Using (6.11), (6.12) and the fact that $\beta_{u}^{\ell}(0)$ lies in $E(p, u)$, we conclude that $u$ is an eigenvector of $A_{\left(\bar{\nabla}^{\ell-3} h\right)\left(u^{\ell-1}\right)}$. Thus, we obtain Lemma 6.2 for $k=\ell$ as well. So, we have proved Lemma 6.2 by induction.

Next, let us prove the converse of Lemma 6.2.
Lemma 6.3. Let $M$ be a submanifold in a Euclidean space. If each $u \in U M$ is an eigenvector of $A_{\left(\bar{\nabla}^{j} h\right)\left(u^{j+2}\right)}$ for $j=0, \ldots, k-3$, then $M$ is in contact of order $k$.

Proof of Lemma 6.3. We already have this lemma for $k=3,4$ according to Lemmas 3.2 and 3.4 and Theorem 4.1. Now we shall prove this lemma for $k=5$. In order to do so, let us assume

$$
\begin{equation*}
A_{h(u, u)} u=\lambda_{0} u, A_{(\bar{\nabla} h)\left(u^{3}\right)} u=0, \quad A_{\left(\bar{\nabla}^{2} h\right)\left(u^{4}\right)} u=\lambda_{2} u \tag{6.13}
\end{equation*}
$$

where $\lambda_{0}$ is constant. We only need to show that $\gamma_{u}^{5}(0)=\beta_{u}^{5}(0)$.
From (4.5) and (6.13) we have

$$
\begin{align*}
& \beta_{u}^{\mathrm{iv}}(s)=\nabla_{T}^{3} T-3 A_{h\left(T, \nabla_{T} T\right)} T-\lambda_{0} \nabla_{T} T-\lambda_{0} h(T, T)+4 h\left(T, \nabla_{T}^{2} T\right) \\
&+3 h\left(\nabla_{T} T, \nabla_{T} T\right)+6(\bar{\nabla} h)\left(T, T, \nabla_{T} T\right)+\left(\bar{\nabla}^{2} h\right)\left(T^{4}\right) \tag{6.14}
\end{align*}
$$

where $T=T_{\beta}$. Hence, by differentiating (6.14), we find

$$
\begin{align*}
& \beta_{u}^{v}(s)=\nabla_{T}^{4} T-\lambda_{0} \nabla_{T}^{2} T+\lambda_{0}^{2} T-\lambda_{2} T-3 \nabla_{T}\left(A_{h\left(T, \nabla_{T} T\right)} T\right) \\
& \quad-6 A_{(\bar{\nabla} h)\left(T, T, \nabla_{T} T\right)} T-4 A_{h\left(T, \nabla_{T}^{2} T\right)} T-3 A_{h\left(\nabla_{T} T, \nabla_{T} T\right)} T+h\left(T, \nabla_{T}^{3} T\right) \\
& \quad-3 h\left(A_{h\left(T, \nabla_{T} T\right)} T, T\right)-\lambda_{0} h\left(T, \nabla_{T} T\right)+D_{T}\left(\left(\bar{\nabla}^{2} h\right)\left(T^{4}\right)\right)-\lambda_{0} D_{T} h(T, T) \\
& \quad+6 D_{T}\left((\bar{\nabla} h)\left(T, T, \nabla_{T} T\right)\right)+4 D_{T} h\left(T, \nabla_{T}^{2} T\right)+3 D_{T} h\left(\nabla_{T} T, \nabla_{T} T\right) \tag{6.15}
\end{align*}
$$

where $\lambda_{j}(s)=\lambda_{j}\left(\beta_{u}^{\prime}(s)\right)$ is the restriction of $\lambda_{j}$ along $\beta_{u}^{\prime}$. Using (2.6) and (2.7), (6.15) can be restated as

$$
\begin{align*}
\beta_{u}^{v}(s) & =\nabla_{T}^{4} T+\left(\lambda_{0}^{2}-\lambda_{2}\right) T-\lambda_{0}\left(\bar{\nabla}_{T} h\right)(T, T)+\left(\bar{\nabla}^{3} h\right)\left(T^{5}\right)+\phi_{5}  \tag{6.16}\\
\phi_{5} & =-\lambda_{0} \nabla_{T}^{2} T-3\left(\nabla_{T} A_{h\left(T, \nabla_{T} T\right)}\right) T-3 A_{h\left(T, \nabla_{T} T\right)}\left(\nabla_{T} T\right)+\cdots \tag{6.17}
\end{align*}
$$

where each term of $\phi_{5}$ is a vector bundle-valued tensor involving at least one of $\nabla_{T} T$, $\nabla_{T}^{2} T, \nabla_{T}^{3} T$.

On the other hand, from the proof of Theorem 4.1, we have
(i) $\nabla_{u} T_{\beta}=\nabla_{u} \nabla_{T_{\beta}} T_{\beta}=0$;
(ii) $\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}=0$, whenever $M$ is constant isotropic.

Using (6.17), (i) and (ii), we get $\phi_{5}(0)=0$. Hence, (6.16) reduces to

$$
\begin{equation*}
\beta_{u}^{v}(0)=\nabla_{u} \nabla_{T_{\beta}}^{3} T_{\beta}+\left(\lambda_{0}^{2}-\lambda_{2}\right) u-\lambda_{0}(\bar{\nabla} h)\left(u^{3}\right)+\left(\bar{\nabla}^{3} h\right)\left(u^{5}\right) . \tag{6.18}
\end{equation*}
$$

Since $\beta_{u}^{v}(0)$ lies in the linear subspace $E(p, u),(6.18)$ implies that

$$
\begin{equation*}
\left\langle\nabla_{u} \nabla_{T_{\beta}}^{3} T_{\beta}, v\right\rangle=0 \tag{6.19}
\end{equation*}
$$

for $v \in T_{p} M$ perpendicular to $u$. On the other hand, by (i) and (ii) we also have

$$
\begin{align*}
\left\langle\nabla_{u} \nabla_{T_{\beta}}^{3} T_{\beta}, u\right\rangle & =u\left\langle\nabla_{T_{\beta}}^{3} T_{\beta}, T_{\beta}\right\rangle \\
& =u\left\{T_{\beta}\left\langle\nabla_{T_{\beta}}^{2} T_{\beta}, T_{\beta}\right\rangle-\left\langle\nabla_{T_{\beta}}^{2} T_{\beta}, \nabla_{T_{\beta}} T_{\beta}\right\rangle\right\} \\
& =\frac{1}{2} u\left\{T_{\beta}^{3}\left\langle T_{\beta}, T_{\beta}\right\rangle-3 T_{\beta}\left\langle\nabla_{T_{\beta}} T_{\beta}, \nabla_{T_{\beta}} T_{\beta}\right\rangle\right\} \\
& =-3\left\langle\nabla_{u} \nabla_{T_{\beta}}^{2} T_{\beta}, \nabla_{u} T_{\beta}\right\rangle-3\left\langle\nabla_{u} \nabla_{T_{\beta}} T_{\beta}, \nabla_{u} \nabla_{T_{\beta}} T_{\beta}\right\rangle=0 . \tag{6.20}
\end{align*}
$$

Combining this with (6.19) together with (i) and (ii) gives

$$
\begin{equation*}
\nabla_{u} \nabla_{T_{\beta}}^{\ell} T_{\beta}=0, \quad \ell=0,1,2,3 \tag{6.21}
\end{equation*}
$$

Therefore, we have $\gamma_{u}^{v}(0)=\beta_{u}^{v}(0)$ by applying (6.4), (6.18) and (6.21). Hence, we have proved Lemma 6.3 for $k=5$.

Next, we will prove Lemma 6.3 for general $k$ by induction. In order to do so let us assume that, for any given $\ell>5$, Lemma 6.3 is true for $k<\ell$ and we also have

$$
\begin{equation*}
A_{\left(\bar{\nabla}^{j} h\right)\left(u^{j+2}\right)} u=\lambda_{j} u, \quad j=0, \ldots, \ell-4 . \tag{6.22}
\end{equation*}
$$

By differentiating (6.16) with respect to $T=T_{\beta}$ and by applying (2.11) and (6.22), we find

$$
\begin{equation*}
\beta_{u}^{\mathrm{vi}}(s)=\nabla_{T}^{5} T-\left(\lambda_{2}^{\prime}+\lambda_{3}\right) T+\left(\lambda_{0}^{2}-\lambda_{2}\right) h(T, T)-\lambda_{0}\left(\bar{\nabla}_{T}^{2} h\right)(T, T)+\left(\bar{\nabla}^{4} h\right)\left(T^{6}\right)+\phi_{6}, \tag{6.23}
\end{equation*}
$$

where $\phi_{6}$ is a function such that each term of $\phi_{6}$ is expressed in terms of a vector bundle-valued tensor involving at least one of $\nabla_{T} T, \nabla_{T}^{2} T, \nabla_{T}^{3} T, \nabla_{T}^{4} T$. Notice that all of the coefficients of $T,\left(\bar{\nabla}_{T} h\right)(T, T),\left(\bar{\nabla}_{T}^{2} h\right)(T, T)$ and $\left(\bar{\nabla}_{T}^{4} h\right)(T, T)$ in Equation (6.23) are exactly those coefficients in $\gamma_{u}^{\text {vi }}(0)$ given in (6.8).

Repeating such a procedure $\ell-6$ times yields

$$
\begin{array}{rl}
\beta_{u}^{t}(s)=\nabla_{T}^{t-1} & T+\left(f_{t}-\lambda_{t-3}\right) T+g_{0, t} h(T, T)+\cdots \\
& +g_{t-6, t}\left(\bar{\nabla}^{t-6} h\right)\left(T^{t-4}\right)-\lambda_{0}\left(\bar{\nabla}^{t-4} h\right)\left(T^{t-2}\right)+\left(\bar{\nabla}^{t-2} h\right)\left(T^{t}\right)+\phi_{t} \tag{6.24}
\end{array}
$$

for $t=6, \ldots, \ell$, where $f_{t}, g_{0, t}, \ldots, g_{t-6, t}$ are defined inductively as in (6.12) and each term of $\phi_{t}$ involves at least one of $\nabla_{T} T, \ldots, \nabla_{T}^{t-2} T$. Since $\beta_{u}^{t}(0), t=6, \ldots, \ell$, lie in $E(p, u)$, (6.24) implies that

$$
\begin{equation*}
\left\langle\nabla_{u} \nabla_{T}^{t-2} T, v\right\rangle=0, \quad t=5, \ldots, \ell \tag{6.25}
\end{equation*}
$$

for each $v \in T_{p} M$ perpendicular to $u$.
Next, we claim that (6.25) together with (i) and (ii) implies that

$$
\begin{equation*}
\nabla_{u} \nabla_{T}^{t-2} T=0, \quad t=2, \ldots, \ell \tag{6.26}
\end{equation*}
$$

We can prove this claim inductively as follows: conditions (i) and (ii) imply that (6.26) holds for $\ell=2,3,4$. Let us assume that $\ell \geqslant 5$ and

$$
\begin{equation*}
\nabla_{u} \nabla_{T}^{t-2} T=0, \quad t=2, \ldots, q \tag{6.27}
\end{equation*}
$$

holds for some integer $q \in[4, \ell-1]$. From these we find

$$
\begin{align*}
\left\langle\nabla_{u} \nabla_{T}^{q-1} T, u\right\rangle & =u\left\langle\nabla_{T}^{q-1} T, T\right\rangle=u\left(T\left\langle\nabla_{T}^{q-2} T, T\right\rangle\right) \\
& =u\left(T^{2}\left\langle\nabla_{T}^{q-3} T, T\right\rangle\right)=\cdots=u\left(T^{q-1}\langle T, T\rangle\right)=0 \tag{6.28}
\end{align*}
$$

Combining this with (6.25) gives $\nabla_{u} \nabla_{T}^{q-1} T=0$. Thus, we obtain (6.26) by induction. Applying (6.24) and (6.26) we find

$$
\begin{align*}
\beta_{u}^{\ell}(0)=\left(f_{\ell}-\lambda_{\ell-3}\right) & u+g_{0, \ell} h(u, u)+\cdots \\
& +g_{\ell-6, \ell}\left(\bar{\nabla}^{\ell-6} h\right)\left(u^{\ell-4}\right)-\lambda_{0}\left(\bar{\nabla}^{\ell-4} h\right)\left(u^{\ell-2}\right)+\left(\bar{\nabla}^{\ell-2} h\right)\left(u^{\ell}\right) \tag{6.29}
\end{align*}
$$

By comparing (6.11) and (6.29) and by applying (6.22), we have $\gamma_{u}^{\ell}(0)=\beta_{u}^{\ell}(0)$, which implies that $M$ is in contact of order $\ell$. This proves Lemma 6.3.

Now, Theorem 6.1 follows immediately from Lemmas 6.2 and 6.3.
Theorem 6.1 immediately implies the following.
Corollary 6.4. Every isotropic submanifold with parallel second fundamental form in a Euclidean space satisfies $\mathfrak{c}_{\#}(M)=\infty$.

Remark 6.5. Not every Euclidean submanifold $M$ with parallel second fundamental form satisfies $\mathfrak{c}_{\#}(M)=\infty$. For instance, a circular cylinder $\mathbb{R} \times S^{1}$ in $\mathbb{E}^{3}$ has parallel second fundamental form, but its contact number is 2 , not $\infty$.

We apply Theorem 6.1 to show that the following torus has contact number 4 .
Example 6.6. Consider the isometric immersion $\tau_{a}: \mathbb{E}^{2} \rightarrow \mathbb{E}^{6}$ defined by

$$
\begin{align*}
& \tau_{a}(u, v)=\frac{2}{\sqrt{6} a}\left(\cos \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, \cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{1}{\sqrt{2}} \cos \sqrt{2} a u\right. \\
&\left.\sin \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, \sin \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{1}{\sqrt{2}} \sin \sqrt{2} a u\right) \tag{6.30}
\end{align*}
$$

Then $\tau_{a}$ induces an isometric embedding $\hat{\tau}_{a}: T_{a}^{2} \rightarrow \mathbb{E}^{6}$ of a flat torus $T_{a}^{2}$ into $\mathbb{E}^{6}$ with contact number 4 , which can be seen as follows.

Let $e_{1}=\partial / \partial u$ and $e_{2}=\partial / \partial v$. Then we have

$$
\begin{equation*}
g=\mathrm{d} u^{2}+\mathrm{d} v^{2}, \quad \omega_{1}^{2}=0 \tag{6.31}
\end{equation*}
$$

We put

$$
\left.\begin{array}{rl}
e_{3}=-a \phi, \\
e_{4}= & \frac{-1}{\sqrt{3}}\left(\cos \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, \cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}},-\sqrt{2} \cos \sqrt{2} a u,\right. \\
& \left.\cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \sin \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}},-\sqrt{2} \sin \sqrt{2} a u\right), \\
e_{5}=\left(\sin \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}},-\cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, 0,\right.  \tag{6.32}\\
& \left.-\cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \cos \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, 0\right), \\
e_{6}=\sqrt{\frac{2}{3}\left(\cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \sin \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{-1}{\sqrt{2}} \sin \sqrt{2} a u,\right.} \\
& \left.-\cos \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}},-\cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{1}{\sqrt{2}} \cos \sqrt{2} a u\right) .
\end{array}\right)
$$

The connection forms of $T_{a}^{2}$ in $\mathbb{E}^{6}$ are given by

$$
\left(\begin{array}{cccccc}
0 & 0 & a \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{1} & \frac{a}{\sqrt{2}} \omega^{2} & 0  \tag{6.33}\\
0 & 0 & a \omega^{2} & \frac{a}{\sqrt{2}} \omega^{2} & \frac{a}{\sqrt{2}} \omega^{1} & 0 \\
-a \omega^{2} & -a \omega^{2} & 0 & 0 & 0 & 0 \\
\frac{a}{\sqrt{2}} \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{2} & 0 & 0 & 0 & a \omega^{1} \\
-\frac{a}{\sqrt{2}} \omega^{2} & -\frac{a}{\sqrt{2}} \omega^{1} & 0 & 0 & 0 & a \omega^{2} \\
0 & 0 & 0 & -a \omega^{1} & -a \omega^{2} & 0
\end{array}\right)
$$

which implies that

$$
\begin{equation*}
h\left(e_{\theta}, e_{\theta}\right)=e_{3}-\frac{1}{\sqrt{2}} \cos 2 \theta e_{4}+\frac{1}{\sqrt{2}} \sin 2 \theta e_{5} \tag{6.34}
\end{equation*}
$$

where $e_{\theta}=\cos \theta e_{1}+\sin \theta e_{2}$. Thus, $\hat{\tau}_{a}$ is an isotropic immersion. After applying (2.6), (2.11), (6.31) and (6.33) we get

$$
\begin{equation*}
(\bar{\nabla} h)\left(e_{\theta}^{3}\right)=-\frac{a \cos 3 \theta}{\sqrt{2}} e_{6}, \quad\left(\bar{\nabla}^{2} h\right)\left(e_{\theta}^{4}\right)=\frac{a^{2} \cos 3 \theta}{\sqrt{2}}\left(\cos \theta e_{4}+\sin \theta e_{5}\right) \tag{6.35}
\end{equation*}
$$

It follows from (6.33) and (6.35) that

$$
\begin{equation*}
A_{(\bar{\nabla} h)\left(e_{\theta}^{3}\right)} e_{\theta}=0, \quad A_{\left(\bar{\nabla}^{2} h\right)\left(e_{\theta}^{4}\right)} e_{\theta}=\frac{1}{2} a^{3} \cos 3 \theta\left(\sin 2 \theta e_{2}-\cos 2 \theta e_{1}\right) . \tag{6.36}
\end{equation*}
$$

Thus, by applying Theorem 6.1, we obtain $\mathfrak{c}_{\#}\left(T_{a}^{2}\right)=4$.
Remark 6.7. There exist many Euclidean submanifolds whose contact numbers are natural numbers greater than 4 . Here we provide such an example.

Example 6.8. Consider a map $\psi: \mathbb{E}^{2} \rightarrow \mathbb{E}^{8}$ defined by

$$
\begin{align*}
& \psi(x, y) \\
& =\frac{1}{2}\left(\cos \left(\sqrt{\frac{1}{2}(2+\sqrt{2})} x+\sqrt{\frac{1}{2}(2-\sqrt{2})} y\right), \cos \left(\sqrt{\frac{1}{2}(2+\sqrt{2})} a x-\sqrt{\frac{1}{2}(2-\sqrt{2})} y\right)\right. \\
& \quad \sin \left(\sqrt{\frac{1}{2}(2+\sqrt{2})} x+\sqrt{\frac{1}{2}(2-\sqrt{2})} y\right), \sin \left(\sqrt{\frac{1}{2}(2+\sqrt{2})} x-\sqrt{\frac{1}{2}(2-\sqrt{2})} a y\right) \\
& \quad \cos \left(\sqrt{\frac{1}{2}(2-\sqrt{2})} x+\sqrt{\frac{1}{2}(2+\sqrt{2})} y\right), \cos \left(\sqrt{\frac{1}{2}(2-\sqrt{2})} x-\sqrt{\frac{1}{2}(2+\sqrt{2})} a y\right) \\
& \left.\quad \sin \left(\sqrt{\frac{1}{2}(2-\sqrt{2})} x+\sqrt{\frac{1}{2}(2+\sqrt{2})} a y\right), \sin \left(\sqrt{\frac{1}{2}(2-\sqrt{2})} x-\sqrt{\frac{1}{2}(2+\sqrt{2})} y\right)\right) \tag{6.37}
\end{align*}
$$

It is easy to verify that $\psi$ is an isometric immersion. Moreover, a direct long computation shows that its shape operator satisfies

$$
\left.\begin{array}{c}
A_{h\left(e_{\theta}, e_{\theta}\right)} e_{\theta}=\frac{3}{2} e_{\theta}, \quad A_{\bar{\nabla} h\left(e_{\theta}^{3}\right)} e_{\theta}=0, \quad A_{\bar{\nabla}^{2} h\left(e_{\theta}^{4}\right)} e_{\theta}=-\frac{1}{4} e_{\theta},  \tag{6.38}\\
A_{\bar{\nabla}^{3} h\left(e_{\theta}^{5}\right)} e_{\theta}=0, \quad A_{\bar{\nabla}^{4} h\left(e_{\theta}^{6}\right)} e_{\theta}=\frac{1}{4} e_{\theta}-\frac{1}{8}\left((\cos 7 t) e_{1}-(\sin 7 t) e_{2}\right)
\end{array}\right\}
$$

for any $e_{\theta}=\cos \theta e_{1}+\sin \theta e_{2}$. Hence, this surface has contact number 6 according to Theorem 6.1.

## 7. Surfaces in $\mathbb{E}^{6}$ with $\mathfrak{c}_{\#}(M) \geqslant 4$

A submanifold $M$ is called pseudo-umbilical if its shape operator $A_{\boldsymbol{H}}$ at the mean curvature vector is proportional to the identity map.

Theorem 7.1. Let $M$ be a surface in $\mathbb{E}^{6}$ with constant mean curvature or constant Gauss curvature. If $\mathfrak{c}_{\#}(M) \geqslant 4$, then either $\mathfrak{c}_{\#}(M)=\infty$ or $\mathfrak{c}_{\#}(M)=4$ holds. Moreover, we have the following.
(1) If $\mathfrak{c}_{\#}(M)=\infty, M$ is one of the following three surfaces.
(a) An open portion of a 2-plane.
(b) An open portion of an ordinary 2-sphere lying in a 3-plane of $\mathbb{E}^{6}$.
(c) An open portion of the Veronese surface $S^{2}(\sqrt{3} / a)$ contained in $S^{4}(1 / a)$ which lies in a hyperplane of $\mathbb{E}^{6}$.
(2) If $\mathfrak{c}_{\#}(M)=4$, then $M$ is one of the following two surfaces.
(a) $M$ is an open portion of a flat torus $T_{a}^{2}$ for some $a>0$ and its immersion is congruent to

$$
\begin{array}{r}
\varphi(u, v)=\frac{2}{\sqrt{6} a}\left(\cos \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, \cos \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{1}{\sqrt{2}} \cos \sqrt{2} a u\right. \\
 \tag{7.1}\\
\left.\sin \frac{a u}{\sqrt{2}} \cos \frac{\sqrt{3} a v}{\sqrt{2}}, \sin \frac{a u}{\sqrt{2}} \sin \frac{\sqrt{3} a v}{\sqrt{2}}, \frac{1}{\sqrt{2}} \sin \sqrt{2} a u\right) .
\end{array}
$$

(b) $M$ is an open portion of $S^{2}(\sqrt{3} / a)$ immersed linearly fully in $\mathbb{E}^{6}$ as a pseudoumbilical surface with non-parallel mean curvature vector.

Proof. Let $M$ be a surface in $\mathbb{E}^{6}$ with constant mean curvature or constant Gauss curvature. Assume that $\mathfrak{c}_{\#}(M) \geqslant 4$ holds. Then $M$ is constant isotropic by Theorem 4.1.
If $M$ is minimal in $\mathbb{E}^{6}$, then $M$ is totally geodesic (cf. [5,23]). Thus, $M$ is an open portion of a 2-plane whose contact number is $\infty$.

From now on, let us assume that $M$ is non-minimal in $\mathbb{E}^{6}$.
Case (i). $M$ is flat. Since $M$ is assumed to be non-minimal, locally we may choose $e_{3}$ so that $\boldsymbol{H}=a e_{3}, a=|\boldsymbol{H}|$. Because $M$ is flat, there exists a local coordinate system $\{x, y\}$ such that the metric tensor of $M$ is given by $g=\mathrm{d} x^{2}+\mathrm{d} y^{2}$. If we put $e_{1}=\partial / \partial x$ and $e_{2}=\partial / \partial y$, we get $\omega_{1}^{2}=0$. Let us choose $e_{4}$ to be a normal vector field such that $h\left(e_{1}, e_{1}\right)=a e_{3}+b e_{4}$. Since $M$ is constant isotropic, we have $\left\langle h\left(e_{1}, e_{2}\right), h\left(e_{1}, e_{1}\right)\right\rangle=$ $\left\langle h\left(e_{1}, e_{2}\right), h\left(e_{2}, e_{2}\right)\right\rangle=0$. Thus, there is a unit vector field $e_{5}$ so that $h\left(e_{1}, e_{2}\right)=\delta e_{5}$ for some function $\delta$. Because $h\left(e_{2}, e_{2}\right)=2 \boldsymbol{H}-h\left(e_{1}, e_{1}\right)$ and $\left|h\left(e_{1}, e_{1}\right)\right|=\left|h\left(e_{2}, e_{2}\right)\right|$, we have $h\left(e_{2}, e_{2}\right)=a e_{3}-b e_{4}$. Hence, we get

$$
\begin{equation*}
h\left(e_{1}, e_{1}\right)=a e_{3}+b e_{4}, \quad h\left(e_{2}, e_{2}\right)=a e_{3}-b e_{4}, \quad h\left(e_{1}, e_{2}\right)=\delta e_{5} \tag{7.2}
\end{equation*}
$$

Since $M$ is constant isotropic, (7.2) implies $\delta= \pm b$. By using the flatness and the equation of Gauss, we get $a^{2}=2 b^{2}$. Consequently, we may choose an orthonormal frame $e_{1}, \ldots, e_{6}$ so that

$$
\left.\begin{array}{c}
h\left(e_{1}, e_{1}\right)=a e_{3}-\frac{a}{\sqrt{2}} e_{4}, \quad h\left(e_{2}, e_{2}\right)=a e_{3}+\frac{a}{\sqrt{2}} e_{4}, \\
h\left(e_{1}, e_{2}\right)=\frac{a}{\sqrt{2}} e_{5}, \quad \omega_{1}^{2}=0, \tag{7.3}
\end{array}\right\}
$$

where $a=|\boldsymbol{H}|$ is a positive constant due to constant isotropy. From (2.6), (7.2) and (7.3) we find

$$
\begin{align*}
& \left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{1}\right)=a \sum_{r=3}^{6}\left(\omega_{3}^{r}\left(e_{j}\right)-\frac{1}{\sqrt{2}} \omega_{4}^{r}\left(e_{j}\right)\right) e_{r},  \tag{7.4}\\
& \left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{2}\right)=\frac{a}{\sqrt{2}} \sum_{r=3}^{6} \omega_{5}^{r}\left(e_{j}\right) e_{r}  \tag{7.5}\\
& \left(\bar{\nabla}_{e_{j}} h\right)\left(e_{2}, e_{2}\right)=a \sum_{r=3}^{6}\left(\omega_{3}^{r}\left(e_{j}\right)+\frac{1}{\sqrt{2}} \omega_{4}^{r}\left(e_{j}\right)\right) e_{r}, \quad j=1,2 . \tag{7.6}
\end{align*}
$$

Using (7.4)-(7.6) and the equation of Codazzi, we find

$$
\begin{array}{ll}
\omega_{5}^{3}\left(e_{1}\right)=\omega_{3}^{4}\left(e_{2}\right), & \omega_{5}^{4}\left(e_{1}\right)=\sqrt{2} \omega_{3}^{4}\left(e_{2}\right), \\
\omega_{5}^{3}\left(e_{2}\right)=\omega_{4}^{3}\left(e_{1}\right), & \omega_{5}^{4}\left(e_{2}\right)=\sqrt{2} \omega_{3}^{4}\left(e_{1}^{5}\right),
\end{array}, \sqrt{2} \omega_{3}^{5}\left(e_{2}\right), \omega_{5}^{4}\left(e_{1}\right), ~ \$
$$

which imply that $\omega_{3}^{4}=\omega_{3}^{5}=\omega_{4}^{5}=0$. Moreover, (7.4)-(7.6) and the equation of Codazzi also imply that

$$
\begin{equation*}
\sqrt{2} \omega_{3}^{6}\left(e_{2}\right)-\omega_{4}^{6}\left(e_{2}\right)=\omega_{5}^{6}\left(e_{1}\right), \quad \sqrt{2} \omega_{3}^{6}\left(e_{1}\right)+\omega_{4}^{6}\left(e_{1}\right)=\omega_{5}^{6}\left(e_{2}\right) \tag{7.7}
\end{equation*}
$$

If we put

$$
\begin{equation*}
\omega_{3}^{6}=\mu \omega^{1}+\varphi \omega^{2}, \quad \omega_{4}^{6}=\psi \omega^{1}+\eta \omega^{2}, \quad \omega_{5}^{6}=p \omega^{1}+q \omega^{2} \tag{7.8}
\end{equation*}
$$

then (7.7) and (7.8) give

$$
\begin{equation*}
\sqrt{2} \varphi-\eta=p, \quad \sqrt{2} \mu+\psi=q \tag{7.9}
\end{equation*}
$$

By taking the exterior derivatives of $\omega_{3}^{4}, \omega_{3}^{5}, \omega_{3}^{6}, \omega_{4}^{5}, \omega_{4}^{6}, \omega_{5}^{6}$ and applying (7.2), (7.9), $\omega_{3}^{4}=\omega_{3}^{5}=\omega_{4}^{5}=0$ and structure equations, we find

$$
\begin{align*}
\mu \eta & =\psi \varphi, & \mu q & =\varphi p, & q \psi-p \eta & =a^{2}  \tag{7.10}\\
\frac{\partial \varphi}{\partial x} & =\frac{\partial \mu}{\partial y}, & \frac{\partial \eta}{\partial x} & =\frac{\partial \psi}{\partial y}, & \frac{\partial q}{\partial x} & =\frac{\partial p}{\partial y} \tag{7.11}
\end{align*}
$$

Case (i)(a). $\eta, q, \varphi \neq 0$. In this case, the first two equations in (7.10) imply that $\mu / \varphi=\psi / \eta=p / q$. So, we get $p \eta-q \psi=0$, which contradicts the third equation in (7.10). So, this case is impossible.

Case (i)(b). $\varphi=0$. In this case, (7.9) and (7.10) imply $\eta=-p$ and $\mu \eta=\mu q=0$. If $\mu \neq 0$, we obtain $\eta=q=0$, which contradicts the third equation in (7.10). So, we must have $\mu=0$. So, we obtain from (7.9) that $\psi=q$. Hence, the third equation in (7.10) yields $p^{2}+q^{2}=a^{2}$. Moreover, from (7.11), we also have

$$
\begin{equation*}
\frac{\partial q}{\partial x}=\frac{\partial p}{\partial y}, \quad \frac{\partial q}{\partial y}=-\frac{\partial p}{\partial x} . \tag{7.12}
\end{equation*}
$$

Since $p^{2}+q^{2}=a^{2}$, we may put $p=a \cos \theta(x, y), q=a \sin \theta(x, y)$ for some $\theta$. Hence, $\theta$ is constant due to (7.12). Thus, the connection forms of $M$ are given by

$$
\left(\begin{array}{cccccc}
0 & 0 & a \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{1} & \frac{a}{\sqrt{2}} \omega^{2} & 0  \tag{7.13}\\
0 & 0 & a \omega^{2} & \frac{a}{\sqrt{2}} \omega^{2} & \frac{a}{\sqrt{2}} \omega^{1} & 0 \\
-a \omega^{2} & -a \omega^{2} & 0 & 0 & 0 & 0 \\
\frac{a}{\sqrt{2}} \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{2} & 0 & 0 & 0 & q \omega^{1}-p \omega^{2} \\
-\frac{a}{\sqrt{2}} \omega^{2} & -\frac{a}{\sqrt{2}} \omega^{1} & 0 & 0 & 0 & p \omega^{1}+q \omega^{2} \\
0 & 0 & 0 & -q \omega^{1}+p \omega^{2} & -p \omega^{1}-q \omega^{2} & 0
\end{array}\right)
$$

for some constants $p, q$.

Now, let us consider a new field of orthonormal frame $\left\{\bar{e}_{1}, \ldots, \bar{e}_{6}\right\}$ by

$$
\begin{aligned}
& \bar{e}_{1}=\cos \left(\frac{\theta}{3}-\frac{\pi}{6}\right) e_{1}+\sin \left(\frac{\theta}{3}-\frac{\pi}{6}\right) e_{2} \\
& \bar{e}_{2}=-\sin \left(\frac{\theta}{3}-\frac{\pi}{6}\right) e_{1}+\cos \left(\frac{\theta}{3}-\frac{\pi}{6}\right) e_{2} \\
& \bar{e}_{3}=e_{3} \\
& \bar{e}_{4}=\cos \left(\frac{2 \theta}{3}-\frac{\pi}{3}\right) e_{4}-\sin \left(\frac{2 \theta}{3}-\frac{\pi}{3}\right) e_{5} \\
& \bar{e}_{5}=\sin \left(\frac{2 \theta}{3}-\frac{\pi}{3}\right) e_{4}+\cos \left(\frac{2 \theta}{3}-\frac{\pi}{3}\right) e_{5} \\
& \bar{e}_{6}=e_{6}
\end{aligned}
$$

The connection forms of the surface with respect to this new frame are given by

$$
\left(\begin{array}{cccccc}
0 & 0 & a \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{1} & \frac{a}{\sqrt{2}} \omega^{2} & 0  \tag{7.14}\\
0 & 0 & a \omega^{2} & \frac{a}{\sqrt{2}} \omega^{2} & \frac{a}{\sqrt{2}} \omega^{1} & 0 \\
-a \omega^{2} & -a \omega^{2} & 0 & 0 & 0 & 0 \\
\frac{a}{\sqrt{2}} \omega^{1} & -\frac{a}{\sqrt{2}} \omega^{2} & 0 & 0 & 0 & a \omega^{1} \\
-\frac{a}{\sqrt{2}} \omega^{2} & -\frac{a}{\sqrt{2}} \omega^{1} & 0 & 0 & 0 & a \omega^{2} \\
0 & 0 & 0 & -a \omega^{1} & -a \omega^{2} & 0
\end{array}\right) .
$$

Since the surface $T_{a}^{2}$ in Example 6.6 and the surface $M$ above are both flat and they share the same connection forms, we conclude from the uniqueness theorem of submanifolds that $M$ is congruent to an open portion of $T_{a}^{2}$ in $\mathbb{E}^{6}$. It is known from $\S 6$ that the contact number of $T_{a}^{2}$ is 4 .

Case (i)(c). $\eta=0$. In this case, (7.10) implies $\psi \varphi=0, q \psi=-a^{2} \neq 0$. Thus, we have $\varphi=0$. Thus, this case reduces to Case (i)(b).

Case (i)(d). $q=0$. In this case, the last two equations in (7.10) imply $\varphi p=0$, $p \eta=a^{2} \neq 0$. Thus, $\varphi=0$. So, this reduces to Case (i)(b) as well.

Case (ii). $M$ is non-flat. Since $M$ is constant isotropic, we may choose $e_{1}, \ldots, e_{6}$ as in Case (i) so that

$$
\begin{equation*}
h\left(e_{1}, e_{1}\right)=a e_{3}+b e_{4}, \quad h\left(e_{2}, e_{2}\right)=a e_{3}-b e_{4}, \quad h\left(e_{1}, e_{2}\right)=b e_{5} \tag{7.15}
\end{equation*}
$$

for some functions $a, b$. It follows from constant isotropy and (7.15) that $a^{2}+b^{2}$ is constant. Thus, the hypothesis 'the mean curvature or Gauss curvature is constant' implies that $a, b$ are constant. So, $M$ has constant mean curvature and constant Gauss curvature. Also, since $M$ is assumed to be non-minimal, we have $a \neq 0$.

Case (ii)(a). $b=0$. In this case, the surface is totally umbilical. Hence, $M$ is an open portion of an ordinary 2 -sphere in $\mathbb{E}^{6}$ which has contact number $\infty$.

Case (ii)(b). $b \neq 0$. In this case, the first normal space $\operatorname{Im} h$ is spanned by $e_{3}, e_{4}, e_{5}$. On the other hand, since $a, b$ are constant, (2.6) and (7.15) imply that

$$
\begin{align*}
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{1}\right) & =\sum_{r=3}^{m}\left(a \omega_{3}^{r}\left(e_{j}\right)+b \omega_{4}^{r}\left(e_{j}\right)\right) e_{r}-2 b \omega_{1}^{2}\left(e_{j}\right) e_{5}  \tag{7.16}\\
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{2}\right) & =\sum_{r=3}^{m} b \omega_{5}^{r}\left(e_{j}\right) e_{r}+2 b \omega_{1}^{2}\left(e_{j}\right) e_{4}  \tag{7.17}\\
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{2}, e_{2}\right) & =\sum_{r=3}^{m}\left(a \omega_{3}^{r}\left(e_{j}\right)-b \omega_{4}^{r}\left(e_{j}\right)\right) e_{r}+2 b \omega_{1}^{2}\left(e_{j}\right) e_{5}, \quad j=1,2 \tag{7.18}
\end{align*}
$$

From (7.16)-(7.18) and the equation of Codazzi, we find

$$
\begin{array}{ll}
\omega_{5}^{3}\left(e_{1}\right)=\omega_{4}^{3}\left(e_{2}\right), & b \omega_{5}^{4}\left(e_{1}\right)+2 b \omega_{1}^{2}\left(e_{1}\right)=a \omega_{3}^{4}\left(e_{2}\right), \\
\omega_{5}^{3}\left(e_{2}\right)=\omega_{3}^{4}\left(e_{1}\right), & b \omega_{5}^{4}\left(e_{2}\right)+2 b \omega_{1}^{2}\left(e_{2}\right)=a \omega_{3}^{4}\left(e_{1}\right),
\end{array} a \omega_{3}^{5}\left(e_{1}\right)+2 b \omega_{1}^{2}\left(e_{2}\right)=2 b \omega_{1}^{2}\left(e_{1}\right)=b \omega_{4}^{5}\left(e_{1}\right),
$$

which imply

$$
\begin{equation*}
\omega_{3}^{4}=\omega_{3}^{5}=0, \quad \omega_{4}^{5}=2 \omega_{1}^{2} \tag{7.19}
\end{equation*}
$$

Moreover, from (7.16)-(7.18) and the equation of Codazzi, we also have

$$
\begin{align*}
& a \omega_{3}^{6}\left(e_{2}\right)+b \omega_{4}^{6}\left(e_{2}\right)=b \omega_{5}^{6}\left(e_{1}\right)  \tag{7.20}\\
& a \omega_{3}^{6}\left(e_{1}\right)-b \omega_{4}^{6}\left(e_{1}\right)=b \omega_{5}^{6}\left(e_{2}\right) \tag{7.21}
\end{align*}
$$

Case (ii)(b)(1). $D \boldsymbol{H}=0$. In this case, $M$ is immersed as a minimal surface in a hypersphere of $\mathbb{E}^{6}$, because $M$ is pseudo-umbilical with parallel mean curvature vector (see [6]). Since $M$ is non-flat, the Gauss curvature of $M$ is positive (cf. [4]). So, $M$ is immersed as a Veronese surface lying in a hypersphere of a hyperplane in $\mathbb{E}^{6}$ according to Theorem 1.6 of [4]. The Veronese surface has contact number $\infty$.

Case (ii)(b)(2). $D \boldsymbol{H} \neq 0$. In this case, we have $\omega_{3}^{6} \neq 0$. So, by differentiating $\omega_{3}^{4}=0$ and applying (7.15) and (7.19), we get $\omega_{3}^{6} \wedge \omega_{4}^{6}=0$, which implies that

$$
\begin{equation*}
\omega_{4}^{6}=\psi \omega_{3}^{6} \tag{7.22}
\end{equation*}
$$

for some function $\psi$. Similarly, by differentiating $\omega_{3}^{5}=0$ and applying (7.15) and (7.19), we get $\omega_{3}^{6} \wedge \omega_{5}^{6}=0$. Thus, we also have

$$
\begin{equation*}
\omega_{5}^{6}=\phi \omega_{3}^{6} \tag{7.23}
\end{equation*}
$$

for some function $\phi$. On the other hand, by differentiating $\omega_{4}^{5}=2 \omega_{1}^{2}$, we find

$$
\begin{equation*}
\omega_{4}^{6} \wedge \omega_{5}^{6}=2\left(a^{2}-3 b^{2}\right) \omega^{1} \wedge \omega^{2} \tag{7.24}
\end{equation*}
$$

Combining (7.22), (7.23) and (7.24), we obtain $a^{2}=3 b^{2}$, which implies that $M$ has constant Gauss curvature $K=a^{2} / 3$.

Replacing $e_{4}, e_{5}$ by $-e_{4},-e_{5}$ if necessary, we have

$$
\begin{equation*}
h\left(e_{1}, e_{1}\right)=a e_{3}+\frac{a}{\sqrt{3}} e_{4}, \quad h\left(e_{2}, e_{2}\right)=a e_{3}-\frac{a}{\sqrt{3}} e_{4}, \quad h\left(e_{1}, e_{2}\right)=\frac{a}{\sqrt{3}} e_{5} \tag{7.25}
\end{equation*}
$$

If we put $\omega_{1}^{2}=p \omega^{1}+q \omega^{2}, \omega_{3}^{6}=\lambda \omega^{1}+\mu \omega^{2}$, we obtain from (7.19), (7.22) and (7.23) that

$$
\left.\begin{array}{lll}
\omega_{1}^{2}=p \omega^{1}+q \omega^{2}, & \omega_{3}^{4}=\omega_{3}^{5}=0, & \omega_{3}^{6}=\lambda \omega^{1}+\mu \omega^{2}  \tag{7.26}\\
\omega_{4}^{5}=2 p \omega^{1}+2 q \omega^{2}, & \omega_{4}^{6}=\psi \lambda \omega^{1}+\psi \mu \omega^{2}, & \omega_{5}^{6}=\phi \lambda \omega^{1}+\phi \mu \omega^{2} .
\end{array}\right\}
$$

Using (7.20), (7.21) and (7.26) we find

$$
\begin{equation*}
\sqrt{3} \mu+\psi \mu=\phi \lambda, \quad \sqrt{3} \lambda-\psi \lambda=\phi \mu \tag{7.27}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\psi=\frac{\sqrt{3}\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}}, \quad \phi=\frac{2 \sqrt{3} \lambda \mu}{\lambda^{2}+\mu^{2}} \tag{7.28}
\end{equation*}
$$

From (7.16)-(7.18) and (7.26), we find

$$
\left.\begin{array}{ll}
(\bar{\nabla} h)\left(e_{1}, e_{1}, e_{1}\right)=a \lambda\left(1+\frac{\psi}{\sqrt{3}}\right) e_{6}, & (\bar{\nabla} h)\left(e_{1}, e_{1}, e_{2}\right)=\frac{a \phi \lambda}{\sqrt{3}} e_{6},  \tag{7.29}\\
(\bar{\nabla} h)\left(e_{1}, e_{2}, e_{2}\right)=\frac{a \phi \mu}{\sqrt{3}} e_{6}, & (\bar{\nabla} h)\left(e_{2}, e_{2}, e_{2}\right)=a \mu\left(1-\frac{\psi}{\sqrt{3}}\right) e_{6} .
\end{array}\right\}
$$

Using (2.7), (7.26) and (7.28), we obtain

$$
\left.\begin{array}{rl}
h_{1111} & =-(\sqrt{3}+\psi) \lambda^{2} E_{3}+\left\{(\sqrt{3}+\psi) e_{1} \lambda+\lambda e_{1} \psi-3 p \lambda \phi\right\} E_{6}, \\
h_{1121} & =-\phi \lambda^{2} E_{3}+\left\{\phi e_{1} \lambda+\lambda e_{1} \phi-2 p \phi \mu+(\sqrt{3}+\psi) p \lambda\right\} E_{6}, \\
h_{1221} & =-\phi \lambda \mu E_{3}+\left\{\phi e_{1} \mu+\mu e_{1} \phi+2 p \phi \lambda-(\sqrt{3}-\psi) p \mu\right\} E_{6}, \\
h_{2221} & =(\psi-\sqrt{3}) \lambda \mu E_{3}+\left\{(\sqrt{3}-\psi) e_{1} \mu-\mu e_{1} \psi+3 p \mu \phi\right\} E_{6}, \\
h_{1112} & =-(\sqrt{3}+\psi) \lambda \mu E_{3}+\left\{(\sqrt{3}+\psi) e_{2} \lambda+\lambda e_{2} \psi-3 q \lambda \phi\right\} E_{6},  \tag{7.30}\\
h_{1122} & =-\phi \lambda \mu E_{3}+\left\{\phi e_{2} \lambda+\lambda e_{2} \phi-2 q \phi \mu+(\sqrt{3}+\psi) q \lambda\right\} E_{6}, \\
h_{1222} & =-\phi \mu^{2} E_{3}+\left\{\phi e_{2} \mu+\mu e_{2} \phi+2 q \phi \lambda-(\sqrt{3}-\psi) q \mu\right\} E_{6}, \\
h_{2222} & =(\psi-\sqrt{3}) \mu^{2} E_{3}+\left\{(\sqrt{3}-\psi) e_{2} \mu-\mu e_{2} \psi+3 q \mu \phi\right\} E_{6},
\end{array}\right\}
$$

where

$$
E_{3}=\frac{a}{\sqrt{3}}\left(e_{3}+\psi e_{4}+\phi e_{5}\right), \quad E_{6}=\frac{a}{\sqrt{3}} e_{6} \quad \text { and } \quad h_{i j k \ell}=\left(\bar{\nabla}^{2} h\right)\left(e_{i}, e_{j}, e_{k}, e_{\ell}\right) .
$$

Thus

$$
\left.\begin{array}{l}
A_{\left(\bar{\nabla}^{2} h\right)\left(e_{1}^{4}\right)} e_{1}=-\frac{1}{3} a^{2} \lambda^{2}(\sqrt{3}+\psi)\left((\sqrt{3}+\psi) e_{1}+\phi e_{2}\right)  \tag{7.31}\\
A_{\left(\bar{\nabla}^{2} h\right)\left(e_{1}^{4}\right)} e_{2}=\frac{1}{3} a^{2} \mu^{2}(\psi-\sqrt{3})\left((\sqrt{3}+\psi) e_{1}+\phi e_{2}\right)
\end{array}\right\}
$$

If $\mathfrak{c}_{\#}(M) \geqslant 5,(7.31)$ and Theorem 6.1 imply $\psi= \pm \sqrt{3}$. When $\psi=\sqrt{3}$ holds, (7.28) yields $\mu=\phi=0$. Similarly, if $\psi=-\sqrt{3}$ holds, we obtain $\lambda=\phi=0$.

Suppose that $\psi=\sqrt{3}$ and $\mu=\phi=0$ hold. Then (7.30) becomes

$$
\left.\begin{array}{l}
h_{1111}=-2 \sqrt{3} \lambda^{2} E_{3}+2 \sqrt{3}\left(e_{1} \lambda\right) E_{6}, \\
h_{1121}=2 \sqrt{3} p \lambda E_{6} \\
h_{1221}=h_{2221}=h_{1222}=h_{2222}=0  \tag{7.32}\\
h_{1112}=2 \sqrt{3}\left(e_{2} \lambda\right) E_{6} \\
h_{1122}=2 \sqrt{3} q \lambda E_{6} .
\end{array}\right\}
$$

Hence, we may obtain from (7.25) and (7.32) that

$$
A_{\left(\bar{\nabla}^{2} h\right)\left(e_{\theta}^{4}\right)} e_{\theta}=-4 a^{2} \lambda^{2} \cos ^{5} \theta e_{1}, \quad e_{\theta}=\cos \theta e_{1}+\sin \theta e_{2}
$$

Thus, by Theorem 6.1, we get $\lambda=0$, which is a contradiction. Similarly, we also obtain a contradiction (given by $\mu=0$ ) if $\psi=-\sqrt{3}$ holds. Consequently, we have $\mathfrak{c}_{\#}(M)=4$ when $M$ has non-parallel mean curvature vector. It is obvious that every surface given in $(2)(b)$ lies fully in $\mathbb{E}^{6}$.

## 8. Classification of surfaces of Case (2)(b) in Theorem 7.1

The following result classifies surfaces of Case (2)(b) in Theorem 7.1.
Theorem 8.1. Let $a>0$ and let $\{\lambda(u, v), \mu(u, v)\}$ be non-trivial solutions of the system of partial differential equations

$$
\begin{gather*}
\lambda_{v}=\left(\mu \cos \left(\frac{a u}{\sqrt{3}}\right)\right)_{u}  \tag{8.1}\\
\lambda^{2} \mu_{v}+\cos \left(\frac{a u}{\sqrt{3}}\right) \lambda_{u} \mu^{2}-\frac{2 a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) \lambda \mu^{2}-2 \lambda \lambda_{v} \mu=\frac{a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) \lambda^{3} \tag{8.2}
\end{gather*}
$$

defined on a simply connected open set $V_{\lambda, \mu}^{a}$. Let $U_{\lambda, \mu}^{a}$ be the open subset of $S^{2}(\sqrt{3} / a)$ with metric $g=\mathrm{d} u^{2}+\cos ^{2}(a u / \sqrt{3}) \mathrm{d} v^{2}$ defined on $V_{\lambda, \mu}^{a}$. Then, up to rigid motions, there exists a unique pseudo-umbilical isometric immersion $\psi_{\lambda, \mu}^{a}: U_{\lambda, \mu}^{a} \rightarrow \mathbb{E}^{6}$ with contact number 4, constant mean curvature $a$, and whose mean curvature vector satisfies

$$
\begin{equation*}
D_{\partial / \partial u} \boldsymbol{H}=a \lambda \xi, \quad D_{\partial / \partial v} \boldsymbol{H}=a \mu \cos \left(\frac{a u}{\sqrt{3}}\right) \xi \tag{8.3}
\end{equation*}
$$

where $\xi$ is a unit normal vector field orthogonal to the first normal bundle of $\psi_{\lambda, \mu}^{a}$.
Conversely, every surface in $\mathbb{E}^{6}$ with contact number 4 , constant mean curvature, and non-parallel mean curvature vector is given by a pseudo-umbilical immersion of an open portion of $S^{2}(\sqrt{3} / a)$ which is congruent to a $\psi_{\lambda, \mu}^{a}$ obtained in the way described above.

Proof. Let $S^{2}(\sqrt{3} / a)$ be the 2 -sphere with constant curvature $3 / a^{2}$. We choose a local coordinate system $\{u, v\}$ on $S^{2}(\sqrt{3} / a)$ such that the metric tensor is given by

$$
\begin{equation*}
g=\mathrm{d} u^{2}+\cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) \mathrm{d} v^{2} \tag{8.4}
\end{equation*}
$$

Assume that $\{\lambda, \mu\}$ are non-trivial solutions of system (8.1), (8.2) defined on a simply connected open set $V_{\lambda, \mu}^{a}$. Let $E$ be a four-dimensional Riemannian vector bundle over $U_{\lambda, \mu}^{a}$ and $h$ be an $E$-valued symmetric ( 0,2 )-tensor on $U_{\lambda, \mu}^{a}$ defined by

$$
\left.\begin{array}{c}
h\left(\frac{\partial}{\partial u}, \frac{\partial}{\partial u}\right)=a e_{3}+\frac{a}{\sqrt{3}} e_{4}, \quad h\left(\frac{\partial}{\partial u}, \frac{\partial}{\partial v}\right)=\frac{a}{\sqrt{3}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{5},  \tag{8.5}\\
h\left(\frac{\partial}{\partial v}, \frac{\partial}{\partial v}\right)=a \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) e_{3}-\frac{a}{\sqrt{3}} \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) e_{4},
\end{array}\right\}
$$

where $e_{3}, e_{4}, e_{5}, e_{6}$ are orthonormal cross-sections of $E$. We define a linear connection $D$ on $E$ by

$$
\left.\begin{array}{rl}
D_{\partial / \partial u} e_{3} & =\lambda e_{6}, \\
D_{\partial / \partial v} e_{3} & =\mu \cos \left(\frac{a u}{\sqrt{3}}\right) e_{6}, \\
D_{\partial / \partial u} e_{4} & =\frac{\sqrt{3} \lambda\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}} e_{6}, \\
D_{\partial / \partial v} e_{4} & =-\frac{2 a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) e_{5}+\frac{\sqrt{3} \mu\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{6}, \\
D_{\partial / \partial u} e_{5} & =\frac{2 \sqrt{3} \lambda^{2} \mu}{\lambda^{2}+\mu^{2}} e_{6}, \\
D_{\partial / \partial v} e_{5} & =\frac{2 a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) e_{4}+\frac{2 \sqrt{3} \lambda \mu^{2}}{\lambda^{2}+\mu^{2}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{6}, \\
D_{\partial / \partial u} e_{6} & =-\lambda e_{3}-\frac{\sqrt{3} \lambda\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}} e_{4}-\frac{2 \sqrt{3} \lambda^{2} \mu}{\lambda^{2}+\mu^{2}} e_{5}, \\
D_{\partial / \partial v} e_{6} & =-\mu \cos \left(\frac{a u}{\sqrt{3}}\right) e_{3}-\frac{\sqrt{3} \mu\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{4}-\frac{2 \sqrt{3} \lambda \mu^{2}}{\lambda^{2}+\mu^{2}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{5}, \tag{8.6}
\end{array}\right\}
$$

For each cross-section $\eta$ of $E$, we define $A_{\eta}$ by $g\left(A_{\eta} X, Y\right)=\langle h(X, Y), \eta\rangle$, where $\langle\cdot, \cdot\rangle$ is the fibre metric. A direct long computation shows that $\left(U_{\lambda, \mu}^{a}, g, E, D, h, A\right)$ satisfies the equations of Gauss, Codazzi and Ricci. Hence, by the existence theorem of submanifolds, there exists an isometric immersion $\psi_{\lambda, \mu}^{a}$ from $\left(U_{\lambda, \mu}^{a}, g\right)$ into $\mathbb{E}^{6}$ whose normal bundle, second fundamental form, shape operator and normal connection are given, respectively, by $E, h, A$ and $D$ (see $[\mathbf{6}]$ ).

It follows from (8.5) and (8.6) that $\psi_{\lambda, \mu}^{a}$ is a pseudo-umbilical immersion with constant mean curvature $a$ and whose mean curvature vector satisfies (8.3) with $\xi=e_{6}$. Clearly, $\xi$ is perpendicular to the first normal space at each point. Also, we know that the contact
number of $\psi_{\lambda, \mu}^{a}$ is 4 by applying an argument similar to the one given in the proof of Theorem 7.1.

Conversely, let $z: M \rightarrow \mathbb{E}^{6}$ be a surface with constant mean curvature, contact number 4, and non-parallel mean curvature vector. Then $z$ is constant isotropic and, moreover, according to Theorem 7.1, it is an open portion of $S^{2}(\sqrt{3} / a), a>0$, immersed fully in $\mathbb{E}^{6}$ as a pseudo-umbilical surface with $a$ as its mean curvature. Thus, there exist orthonormal normal vector fields $e_{3}, \ldots, e_{6}$ such that

$$
A_{3}=\left(\begin{array}{cc}
a & 0  \tag{8.7}\\
0 & a
\end{array}\right), \quad A_{4}=\left(\begin{array}{cc}
b & 0 \\
0 & -b
\end{array}\right), \quad A_{5}=\left(\begin{array}{cc}
c & k \\
k & -c
\end{array}\right), \quad A_{6}=0
$$

for some functions $b, k$ with respect to $e_{1}=\partial / \partial u, e_{2}=\sec (a u / \sqrt{3}) \partial / \partial v$. Because $M$ is constant isotropic, we get $c=0$ and $b= \pm k$. Hence, (8.7) reduces to

$$
A_{3}=\left(\begin{array}{cc}
a & 0  \tag{8.8}\\
0 & a
\end{array}\right), \quad A_{4}=\left(\begin{array}{cc}
b & 0 \\
0 & -b
\end{array}\right), \quad A_{5}=\left(\begin{array}{cc}
0 & b \\
b & 0
\end{array}\right), \quad A_{6}=0
$$

after replacing $e_{5}$ by $-e_{5}$ if necessary. Since $M$ has constant Gauss curvature $3 / a^{2}$, we obtain from (8.8) that $b=a / \sqrt{3}$. Therefore, we get

$$
\begin{equation*}
h\left(e_{1}, e_{1}\right)=a e_{3}+\frac{a}{\sqrt{3}} e_{4}, \quad h\left(e_{2}, e_{2}\right)=a e_{3}-\frac{a}{\sqrt{3}} e_{4}, \quad h\left(e_{1}, e_{2}\right)=\frac{a}{\sqrt{3}} e_{5} \tag{8.9}
\end{equation*}
$$

By applying (2.6) and (8.9), we find

$$
\left.\begin{array}{l}
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{1}\right)=\sum_{r=3}^{6}\left(a \omega_{3}^{r}\left(e_{j}\right)+\frac{a}{\sqrt{3}} \omega_{4}^{r}\left(e_{j}\right)\right) e_{r}-\frac{2 a}{\sqrt{3}} \omega_{1}^{2}\left(e_{j}\right) e_{5},  \tag{8.10}\\
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{1}, e_{2}\right)=\sum_{r=3}^{6} \frac{a}{\sqrt{3}} \omega_{5}^{r}\left(e_{j}\right) e_{r}+\frac{2 a}{\sqrt{3}} \omega_{1}^{2}\left(e_{j}\right) e_{4}, \\
\left(\bar{\nabla}_{e_{j}} h\right)\left(e_{2}, e_{2}\right)=\sum_{r=3}^{6}\left(a \omega_{3}^{r}\left(e_{j}\right)-\frac{a}{\sqrt{3}} \omega_{4}^{r}\left(e_{j}\right)\right) e_{r}+\frac{2 a}{\sqrt{3}} \omega_{1}^{2}\left(e_{j}\right) e_{5}, \quad j=1,2 .
\end{array}\right\}
$$

We obtain from (8.10) that

$$
\begin{equation*}
\omega_{3}^{4}=\omega_{3}^{5}=0, \quad \omega_{4}^{5}=2 \omega_{1}^{2}, \quad \omega_{1}^{2}=\frac{a}{\sqrt{3}} \tan \left(\frac{a u}{\sqrt{3}}\right) . \tag{8.11}
\end{equation*}
$$

Moreover, using (8.10) and the equation of Codazzi, we have

$$
\begin{align*}
& \sqrt{3} \omega_{3}^{6}\left(e_{2}\right)+\omega_{4}^{6}\left(e_{2}\right)=\omega_{5}^{6}\left(e_{1}\right),  \tag{8.12}\\
& \sqrt{3} \omega_{3}^{6}\left(e_{1}\right)-\omega_{4}^{6}\left(e_{1}\right)=\omega_{5}^{6}\left(e_{2}\right) . \tag{8.13}
\end{align*}
$$

Since the mean curvature vector is non-parallel, we get $\omega_{3}^{6} \neq 0$. Thus, by differentiating $\omega_{3}^{4}=0$ and applying (8.9) and (8.11), we discover that $\omega_{3}^{6} \wedge \omega_{4}^{6}=0$. So, we have

$$
\begin{equation*}
\omega_{4}^{6}=\psi \omega_{3}^{6} \tag{8.14}
\end{equation*}
$$

for some function $\psi$. Similarly, by differentiating $\omega_{3}^{5}=0$ and applying (8.9) and (8.11), we get $\omega_{3}^{6} \wedge \omega_{5}^{6}=0$. So, we also have

$$
\begin{equation*}
\omega_{5}^{6}=\phi \omega_{3}^{6} \tag{8.15}
\end{equation*}
$$

for some function $\phi$. If we put $\omega_{3}^{6}=\lambda \omega^{1}+\mu \omega^{2}$, then (8.12), (8.14) and (8.15) give

$$
\left.\begin{array}{c}
\omega_{3}^{4}=\omega_{3}^{5}=0, \quad \omega_{4}^{5}=-\frac{2 a}{\sqrt{3}} \tan \left(\frac{a u}{\sqrt{3}}\right) \omega^{2},  \tag{8.16}\\
+\mu \omega^{2}, \quad \omega_{4}^{6}=\psi \lambda \omega^{1}+\psi \mu \omega^{2}, \quad \omega_{5}^{6}=\phi \lambda \omega^{1}+\phi \mu \omega^{2},
\end{array}\right\}
$$

Using (8.12), (8.13) and (8.16) we find

$$
\begin{equation*}
\sqrt{3} \mu+\psi \mu=\phi \lambda, \quad \sqrt{3} \lambda-\psi \lambda=\phi \mu . \tag{8.17}
\end{equation*}
$$

Now, by differentiating the last three equations in (8.16), we obtain

$$
\begin{align*}
e_{2} \lambda-e_{1} \mu & =-\frac{a}{\sqrt{3}} \mu \tan \left(\frac{a u}{\sqrt{3}}\right),  \tag{8.18}\\
\lambda e_{2} \psi-\mu e_{1} \psi & =-\frac{2 a}{\sqrt{3}} \lambda \phi \tan \left(\frac{a u}{\sqrt{3}}\right),  \tag{8.19}\\
\lambda e_{2} \phi-\mu e_{1} \phi & =\frac{2 a}{\sqrt{3}} \lambda \psi \tan \left(\frac{a u}{\sqrt{3}}\right) . \tag{8.20}
\end{align*}
$$

Since $\lambda^{2}+\mu^{2} \neq 0,(8.17)$ gives

$$
\begin{equation*}
\psi=\frac{\sqrt{3}\left(\lambda^{2}-\mu^{2}\right)}{\lambda^{2}+\mu^{2}}, \quad \phi=\frac{2 \sqrt{3} \lambda \mu}{\lambda^{2}+\mu^{2}} . \tag{8.21}
\end{equation*}
$$

Substituting (8.21) into (8.19) and (8.20) yields

$$
\begin{align*}
\lambda \mu\left\{\mu\left(\mu e_{1} \lambda-\lambda e_{2} \lambda\right)-\lambda\left(\mu e_{1} \mu-\lambda e_{2} \mu\right)\right\} & =\frac{a \lambda^{2} \mu}{\sqrt{3}}\left(\lambda^{2}+\mu^{2}\right) \tan \left(\frac{a u}{\sqrt{3}}\right),  \tag{8.22}\\
\left(\lambda^{2}-\mu^{2}\right)\left\{\mu\left(\mu e_{1} \lambda-\lambda e_{2} \lambda\right)-\lambda\left(\mu e_{1} \mu-\lambda e_{2} \mu\right)\right\} & =\frac{a \lambda}{\sqrt{3}}\left(\lambda^{4}-\mu^{4}\right) \tan \left(\frac{a u}{\sqrt{3}}\right) . \tag{8.23}
\end{align*}
$$

Since $\lambda^{2}+\mu^{2} \neq 0,(8.18),(8.22)$ and (8.23) imply that

$$
\begin{gather*}
\lambda_{v}=\left(\mu \cos \left(\frac{a u}{\sqrt{3}}\right)\right)_{u}  \tag{8.24}\\
3 \lambda^{2} \mu_{v}+\left(3 \cos \left(\frac{a u}{\sqrt{3}}\right) \lambda_{u}-2 \sqrt{3} a \sin \left(\frac{a u}{\sqrt{3}}\right) \lambda\right) \mu^{2}-6 \lambda \lambda_{v} \mu=\sqrt{3} a \sin \left(\frac{a u}{\sqrt{3}}\right) \lambda^{3} . \tag{8.25}
\end{gather*}
$$

Combining (8.9), (8.16), (8.21), (8.24) and (8.25), we see that the connection forms of $z: M \rightarrow \mathbb{E}^{6}$ are given by

$$
\left(\begin{array}{cccccc}
0 & q \omega^{2} & a \omega^{1} & \frac{a}{\sqrt{3}} \omega^{1} & \frac{a}{\sqrt{3}} \omega^{2} & 0  \tag{8.26}\\
-q \omega^{2} & 0 & a \omega^{2} & \frac{-a}{\sqrt{3}} \omega^{2} & \frac{a}{\sqrt{3}} \omega^{1} & 0 \\
-a \omega^{1} & -a \omega^{2} & 0 & 0 & 0 & \lambda \omega^{1}+\mu \omega^{2} \\
\frac{-a}{\sqrt{3}} \omega^{1} & \frac{a}{\sqrt{2}} \omega^{1} & 0 & 0 & 2 q \omega^{2} & \psi \lambda \omega^{1}+\psi \mu \omega^{2} \\
\frac{-a}{\sqrt{3}} \omega^{2} & \frac{-a}{\sqrt{2}} \omega^{1} & 0 & -2 q \omega^{2} & 0 & \phi \lambda \omega^{1}+\phi \mu \omega^{2} \\
0 & 0 & -\lambda \omega^{1}-\mu \omega^{2} & -\psi \lambda \omega^{1}-\psi \mu \omega^{2} & -\phi \lambda \omega^{1}-\phi \mu \omega^{2} & 0
\end{array}\right)
$$

where $q=-(a / \sqrt{3}) \tan (a u / \sqrt{3}), \lambda, \mu$ are non-trivial solutions of (8.24), (8.25), and $\phi, \psi$ are given by (8.21).

By comparing connection forms (8.26) of $z$ with that of $\psi_{\lambda, \mu}^{a}$ obtained from (8.4)(8.9), we conclude that $\psi$ is congruent to $\psi_{\lambda, \mu}^{a}$ by applying the uniqueness theorem of submanifolds.

## 9. Some explicit solutions of system (8.1), (8.2)

The partial differential system (8.1), (8.2) admits infinitely many non-trivial solutions. Here we provide some explicit solutions of this system.

Example 9.1. Suppose that $\lambda=\lambda(u)$. Then (8.1) gives

$$
\begin{equation*}
\mu=\sec \left(\frac{a u}{\sqrt{3}}\right) k(v) \tag{9.1}
\end{equation*}
$$

for some function $k=k(v)$. Substituting this into (8.2) gives

$$
\begin{equation*}
\sqrt{3} \lambda^{2}(u) k^{\prime}(v)+\left\{\sqrt{3} \lambda^{\prime}(u)-2 a \tan \left(\frac{a u}{\sqrt{3}}\right) \lambda(u)\right\} k^{2}(v)=\frac{1}{2} a \sin \left(\frac{2 a u}{\sqrt{3}}\right) \lambda^{3}(u) \tag{9.2}
\end{equation*}
$$

Differentiating (9.2) with respect to $v$ gives

$$
\begin{equation*}
\sqrt{3} \lambda^{2}(u) k^{\prime \prime}(v)+2\left\{\sqrt{3} \lambda^{\prime}(u)-2 a \tan \left(\frac{a u}{\sqrt{3}}\right) \lambda(u)\right\} k(v) k^{\prime}(v)=0 \tag{9.3}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{k^{\prime \prime}(v)}{2 k(u) k^{\prime}(u)}=\frac{2 a \tan (a u / \sqrt{3}) \lambda(u)-\sqrt{3} \lambda^{\prime}(u)}{\sqrt{3} \lambda^{2}(u)}=c \tag{9.4}
\end{equation*}
$$

for some constant $c$. Thus we have

$$
\begin{gather*}
k^{\prime \prime}(v)=2 c k(v) k^{\prime}(v)  \tag{9.5}\\
2 a \tan \left(\frac{a u}{\sqrt{3}}\right) \lambda(u)-\sqrt{3} \lambda^{\prime}(u)=\sqrt{3} c \lambda^{2}(u) \tag{9.6}
\end{gather*}
$$

If $c=0,(9.5)$ and (9.6) imply

$$
\begin{equation*}
\lambda(u)=c_{1} \sec ^{2}\left(\frac{a u}{\sqrt{3}}\right), \quad k(v)=c_{2} v+c_{3} \tag{9.7}
\end{equation*}
$$

for some constants $c_{1}, c_{2}, c_{3}$.
If $c \neq 0$, we get from (9.6) and (9.7) that

$$
\begin{equation*}
\lambda(u)=\frac{a \sec (a u / \sqrt{3})}{a c_{1} \cos (a u / \sqrt{3})+\sqrt{3} c \sin (a u / \sqrt{3})} \tag{9.8}
\end{equation*}
$$

and

$$
\begin{equation*}
k(v)=\frac{1}{c_{1}-c v} \text { or } c_{2} \tan \left(c c_{2} v+c_{3}\right) \text { or }-c_{2} \tanh \left(c c_{2} v+c_{3}\right) \tag{9.9}
\end{equation*}
$$

So, after applying a suitable translation in $v$, we have either
(i) $c=0$ and

$$
\begin{equation*}
\lambda(u)=c_{1} \sec ^{2}\left(\frac{a u}{\sqrt{3}}\right), \quad k(v)=c_{2} v \tag{9.10}
\end{equation*}
$$

for some constant $c_{1}$; or
(ii) $c \neq 0$ and

$$
\begin{align*}
\lambda(u) & =\frac{a \sec (a u / \sqrt{3})}{a c_{1} \cos (a u / \sqrt{3})+\sqrt{3} c \sin (a u / \sqrt{3})}  \tag{9.11}\\
k(v) & =\frac{1}{c v} \text { or } c_{2} \tan \left(c c_{2} v\right) \text { or }-c_{2} \tanh \left(c c_{2} v\right) \tag{9.12}
\end{align*}
$$

for some constant $c_{2}$.
If (9.10) occurs, then (9.2) and (9.10) give $c_{1}=c_{2}=0$. Thus, we have

$$
\begin{equation*}
\lambda=0, \quad \mu=b \sec \left(\frac{a u}{\sqrt{3}}\right) \tag{9.13}
\end{equation*}
$$

for some constant $b=c_{3}$.
If (9.11) and $k=1 /(c v)$ hold, then we obtain from (9.2) that $c=0$, which is a contradiction. If (9.11) and $k=-c_{2} \tanh \left(c c_{2} v\right)$ hold, then (9.2) implies that $a=0$, which is also impossible.

If (9.11) and $k=c_{2} \tan \left(c c_{2} v\right)$ hold, then (9.2) implies $c_{1}=0$ and $c_{2}=a / \sqrt{3} c$. So, we obtain

$$
\begin{equation*}
\lambda=\frac{2 a}{\sqrt{3} c} \csc \left(\frac{2 a u}{\sqrt{3}}\right), \quad \mu=\frac{a}{\sqrt{3} c} \sec \left(\frac{a u}{\sqrt{3}}\right) \tan \left(\frac{a v}{\sqrt{3}}\right) . \tag{9.14}
\end{equation*}
$$

Consequently, if $\lambda=\lambda(u)$, then, up to a suitable translation in $v$, the solutions of system (8.1), (8.2) are given by

$$
\begin{array}{ll}
\lambda=0, & \mu=b \sec \left(\frac{a u}{\sqrt{3}}\right) \\
\lambda=\frac{2 a}{\sqrt{3} c} \csc \left(\frac{2 a u}{\sqrt{3}}\right), & \mu=\frac{a}{\sqrt{3} c} \sec \left(\frac{a u}{\sqrt{3}}\right) \tan \left(\frac{a v}{\sqrt{3}}\right) \tag{9.16}
\end{array}
$$

for some non-zero constants $b$ and $c$.

## 10. Explicit examples of non-spherical pseudo-umbilical surfaces

Consider the solution of system (8.1), (8.2) given by

$$
\begin{equation*}
\lambda=0, \quad \mu=b \sec \left(\frac{a u}{\sqrt{3}}\right) \tag{10.1}
\end{equation*}
$$

From (8.6) we have

$$
\left.\begin{array}{rl}
\omega_{1}^{2} & =-\frac{a}{\sqrt{3}} \tan \left(\frac{a u}{\sqrt{3}}\right) \omega^{2} \\
\omega_{3}^{4} & =\omega_{3}^{5}=\omega_{5}^{6}=0 \\
\omega_{3}^{6} & =b \sec \left(\frac{a u}{\sqrt{3}}\right) \omega^{2}  \tag{10.2}\\
\omega_{4}^{5} & =-\frac{2 a}{\sqrt{3}} \tan \left(\frac{a u}{\sqrt{3}}\right) \omega^{2} \\
\omega_{4}^{6} & =-\sqrt{3} b \sec \left(\frac{a u}{\sqrt{3}}\right) \omega^{2}
\end{array}\right\}
$$

Thus, (8.9) and (10.2) imply that the immersion $\psi$ of $S^{2}(\sqrt{3} / a)$ into $\mathbb{E}^{6}$ satisfies

$$
\left.\begin{array}{rl}
\psi_{u u} & =a e_{3}+\frac{a}{\sqrt{3}} e_{4} \\
\psi_{u v} & =-\frac{a}{\sqrt{3}} \tan \left(\frac{a u}{\sqrt{3}}\right) x_{v}+\frac{a}{\sqrt{3}} \cos \left(\frac{a u}{\sqrt{3}}\right) e_{5}  \tag{10.3}\\
\psi_{v v} & =\frac{a}{2 \sqrt{3}} \sin \left(\frac{2 a u}{\sqrt{3}}\right) x_{u}+a \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right)\left(e_{3}-\frac{1}{\sqrt{3}} e_{4}\right)
\end{array}\right\}
$$

$$
\begin{align*}
\frac{\partial e_{3}}{\partial u} & =-a x_{u} \\
\frac{\partial e_{3}}{\partial v} & =-a x_{v}+b e_{6} \\
\frac{\partial e_{4}}{\partial u} & =-\frac{a}{\sqrt{3}} x_{u} \\
\frac{\partial e_{4}}{\partial v} & =\frac{a}{\sqrt{3}} x_{v}-\frac{2 a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) e_{5}-\sqrt{3} b e_{6} \\
\frac{\partial e_{5}}{\partial u} & =-\frac{a}{\sqrt{3}} \sec \left(\frac{a u}{\sqrt{3}}\right) x_{v}  \tag{10.4}\\
\frac{\partial e_{5}}{\partial v} & =-\frac{a}{\sqrt{3}} \cos \left(\frac{a u}{\sqrt{3}}\right) x_{u}+\frac{2 a}{\sqrt{3}} \sin \left(\frac{a u}{\sqrt{3}}\right) e_{4} \\
\frac{\partial e_{6}}{\partial u} & =0 \\
\frac{\partial e_{6}}{\partial v} & =-b e_{3}+\sqrt{3} b e_{4}
\end{align*}
$$

By taking the derivative of the first equation in (10.3) with respect to $u$ and $v$, respectively, and by applying (10.4), we obtain

$$
\begin{align*}
\psi_{u u u}+\frac{4}{3} a^{2} \psi_{u} & =0  \tag{10.5}\\
\psi_{u u v}+\frac{2}{3} a^{2} \psi_{v} & =-\frac{2}{3} a^{2} \sin \left(\frac{a u}{\sqrt{3}}\right) e_{5}  \tag{10.6}\\
\psi_{u v v}+\frac{a^{2}}{3} \psi_{u} & =-\frac{a^{2}}{6} \sin \left(\frac{2 a u}{\sqrt{3}}\right)\left(\sqrt{3} e_{3}-3 e_{4}\right)  \tag{10.7}\\
\psi_{v v v}+\frac{a^{2}}{6}\left(5+3 \cos \left(\frac{2 a u}{\sqrt{3}}\right)\right) \psi_{v} & =a^{2} \sin \left(\frac{a u}{\sqrt{3}}\right) \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) e_{5}+2 a b \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) e_{6} \tag{10.8}
\end{align*}
$$

Also, by differentiating (10.6) with respect to $u$, we have

$$
\begin{equation*}
9 \psi_{u u u v}-6 \sqrt{3} a \psi_{u u v}-4 \sqrt{3} a^{3}\left(\tan \left(\frac{a u}{\sqrt{3}}\right)+\cot \left(\frac{a u}{\sqrt{3}}\right)\right) \psi_{v}=0 \tag{10.9}
\end{equation*}
$$

On the other hand, solving (10.5) gives

$$
\begin{equation*}
\psi=A_{1}(v) \sin \left(\frac{2 a u}{\sqrt{3}}\right)+A_{2}(v) \cos \left(\frac{2 a u}{\sqrt{3}}\right)+A_{3}(v) \tag{10.10}
\end{equation*}
$$

for some functions $A_{1}, A_{2}, A_{3}$. Substituting (10.10) into (10.9) gives $A_{2}^{\prime}(v)=A_{3}^{\prime}(v)$. Thus, we obtain $A_{3}(v)=A_{2}(v)+c$ for some constant vector $c$. We may assume that $c=0$ by applying a suitable translation if necessary. Hence, (10.10) yields

$$
\begin{equation*}
\psi=A_{1}(v) \sin \left(\frac{2 a u}{\sqrt{3}}\right)+2 \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) A_{2}(v) \tag{10.11}
\end{equation*}
$$

From (10.3) we find

$$
\begin{equation*}
e_{3}=\frac{1}{6 a}\left\{3 \psi_{u u}+3 \sec ^{2}\left(\frac{a u}{\sqrt{3}}\right) \psi_{v v}-\sqrt{3} a \tan \left(\frac{a u}{\sqrt{3}}\right) \psi_{u}\right\} . \tag{10.12}
\end{equation*}
$$

Solving (10.3) and (10.8) for $e_{4}, e_{5}, e_{6}$ and using (10.4) yields

$$
\begin{align*}
& e_{4}=\frac{1}{2 a}\left\{\sqrt{3} \psi_{u u}-\sqrt{3} \sec ^{2}\left(\frac{a u}{\sqrt{3}}\right) \psi_{v v}+a \tan \left(\frac{a u}{\sqrt{3}}\right) \psi_{u}\right\}  \tag{10.13}\\
& e_{5}=\frac{1}{a} \sec \left(\frac{a u}{\sqrt{3}}\right)\left(\sqrt{3} \psi_{u v}+a \tan \left(\frac{a u}{\sqrt{3}}\right) \psi_{v}\right),  \tag{10.14}\\
& e_{6}=\frac{1}{24 a b} \sec ^{2}\left(\frac{a u}{\sqrt{3}}\right)\left\{4 a^{2}\left(4+3 \cos \left(\frac{2 a u}{\sqrt{3}}\right)\right) \psi_{v}+18 \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) \psi_{u u v}+12 \psi_{v v v}\right\} . \tag{10.15}
\end{align*}
$$

Also, differentiating (10.6) with respect to $v$ and applying (10.4) and (10.11) gives $3 A_{1}^{\prime \prime}(v)+a^{2} A_{1}(v)=0$. Hence, we have $A_{1}(v)=c_{1} \cos (a v / \sqrt{3})+c_{2} \sin (a v / \sqrt{3})$ for some constant vectors $c_{1}, c_{2}$. Therefore, (10.11) yields

$$
\begin{equation*}
\psi(u, v)=c_{1} \sin \left(\frac{2 a u}{\sqrt{3}}\right) \cos \left(\frac{a v}{\sqrt{3}}\right)+c_{2} \sin \left(\frac{2 a u}{\sqrt{3}}\right) \sin \left(\frac{a v}{\sqrt{3}}\right)+2 \cos ^{2}\left(\frac{a u}{\sqrt{3}}\right) A_{2}(v) \tag{10.16}
\end{equation*}
$$

Differentiating (10.8) with respect to $v$ and applying (10.4) and (10.16) gives

$$
3 A_{2}^{\mathrm{iv}}(v)+4\left(a^{2}+6 c^{2}\right) A_{2}^{\prime \prime}(v)+8 a^{2} c^{2} A_{2}(v)=0 .
$$

Thus, we have

$$
\begin{equation*}
A_{2}=\frac{1}{2}\left(c_{3} \cos (\sqrt{\beta+\delta} v)+c_{4} \sin (\sqrt{\beta+\delta} v)+c_{5} \cos (\sqrt{\beta-\delta} v)+c_{6} \sin (\sqrt{\beta-\delta} v)\right) \tag{10.17}
\end{equation*}
$$

for some constant vectors $c_{3}, c_{4}, c_{5}, c_{6}$, where

$$
\begin{equation*}
\beta=\frac{2}{3}\left(a^{2}+6 c^{2}\right), \quad \delta=\frac{2}{3} \sqrt{a^{4}+6 a^{2} c^{2}+36 c^{4}} . \tag{10.18}
\end{equation*}
$$

Therefore, (10.16) becomes

$$
\begin{align*}
& \psi(u, v)=c_{1} \sin \left(\frac{2 a u}{\sqrt{3}}\right) \cos \left(\frac{a v}{\sqrt{3}}\right)+ c_{2} \sin \left(\frac{2 a u}{\sqrt{3}}\right) \sin \left(\frac{a v}{\sqrt{3}}\right) \\
&+\cos ^{2}\left(\frac{a u}{\sqrt{3}}\right)\left(c_{3} \cos (\sqrt{\beta+\delta} v)+c_{4} \sin (\sqrt{\beta+\delta} v)\right. \\
&\left.+c_{5} \cos (\sqrt{\beta-\delta} v)+c_{6} \sin (\sqrt{\beta-\delta} v)\right) \tag{10.19}
\end{align*}
$$

So, after choosing some suitable initial conditions, we obtain from (10.19) that

$$
\begin{align*}
& \psi=\cos ^{2}\left(\frac{a u}{\sqrt{3}}\right)\left(\frac{\sqrt{3}}{a} \tan \left(\frac{a u}{\sqrt{3}}\right) \cos \left(\frac{a v}{\sqrt{3}}\right), \frac{\sqrt{3}}{a} \tan \left(\frac{a u}{\sqrt{3}}\right) \sin \left(\frac{a v}{\sqrt{3}}\right),\right. \\
& \frac{\left(3 \delta+3 \beta-4 a^{2}\right) \sin (\sqrt{\beta-\delta} v)}{6 \delta \sqrt{\beta-\delta}}+\frac{\left(3 \delta-3 \beta+4 a^{2}\right) \sin (\sqrt{\beta+\delta} v)}{6 \delta \sqrt{\beta+\delta}}, \\
& \frac{\sqrt{2} a c \sin (\sqrt{\beta-\delta} v)}{\delta \sqrt{\beta+\delta}}-\frac{\sqrt{2} a c \sin (\sqrt{\beta+\delta} v)}{\delta \sqrt{\beta-\delta}} \\
& \frac{\left(2 a^{2}-3 \beta-3 \delta\right) \cos (\sqrt{\beta-\delta} v)}{4 a \delta}-\frac{\left(2 a^{2}-3 \beta+3 \delta\right) \cos (\sqrt{\beta+\delta} v)}{4 a \delta} \\
&\left.\frac{\left(2 a^{2}+3 \beta+3 \delta\right) \cos (\sqrt{\beta-\delta} v)}{4 \sqrt{3} a \delta}-\frac{\left(2 a^{2}+3 \beta-3 \delta\right) \cos (\sqrt{\beta+\delta} v)}{4 \sqrt{3} a \delta}\right) . \tag{10.20}
\end{align*}
$$

For any $a, c>0$, it is easy to verify that $\psi$ is a constant isotropic pseudo-umbilical immersion of an open subset of $S^{2}(\sqrt{3} / a)$ into $\mathbb{E}^{6}$. Such immersions have constant mean curvature $a$ and non-parallel mean curvature vector. Moreover, because $\langle\psi, \psi\rangle=3 \cos ^{2}(a u / \sqrt{3}) / a^{2}$, such immersions are non-spherical.

Remark 10.1. The above examples illustrate that the class of surfaces of Case (2)(b) in Theorem 7.1 is large.

Remark 10.2. The surfaces given by (10.20) are the first explicit examples of pseudoumbilical surfaces in Euclidean spaces which are neither minimal nor minimal in any hypersphere.

Remark 10.3. For further examples of surfaces in Euclidean spaces with contact number $\geqslant 5$ and their characterization, see [8].
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