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Taking a pragmatist approach to methods and methodology that fos-
ters meaningful, impactful, and ethical research, this book rises to the 
challenge of today’s data revolution. It shows how pragmatism can 
turn challenges, such as the abundance and accumulation of big quali-
tative data, into opportunities. The authors summarize the pragmatist 
approach to different aspects of research, from epistemology, theory, 
and questions to ethics, as well as data collection and analysis. The 
chapters outline and document a new type of mixed methods design 
called “multi-resolution research,” which serves to overcome old 
divides between quantitative and qualitative methods. It is the ideal 
resource for students and researchers within the social and behavioral 
sciences seeking new ways to analyze large sets of qualitative data.
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ix

Preface

There is nothing as practical as a good theory.
Lewin (1943, p. 118)

The idea that theory should be practical is both obvious and surprising. 
It is obvious because the avowed aim of science is to create knowledge to 
empower human activity (Bacon, 1620). However, theory is often associated 
with abstruse terms and obscure concerns (Tourish, 2020). Kurt Lewin’s 
(1943, p. 118) maxim that “there is nothing as practical as a good theory” 
has gone from being cited about ten times a year in the 1990s to nearly fifty 
times a year recently (McCain, 2015). This upsurge betrays the challenge of 
creating robust and insightful theories in social science that are also useful.

Developing useful knowledge is challenging because theory that is too 
practical is quickly criticized for being unsurprising, lacking intellectual 
depth, and merely repackaging common sense. While it is easy to do 
something useful (e.g., help someone, cook a meal), it is much more chal-
lenging to create helpful knowledge. Creating useful knowledge entails 
synthesizing prior experience and applying it to an unknown future. It 
means going beyond what is already done, opening the future up to more 
purposive human action, and, in short, expanding human agency. In this 
sense, useful knowledge aims to empower human action, to make the con-
sequences of human action expected, and to avoid unwanted surprises.

We propose that pragmatism, especially as developed by the early 
American pragmatists (Charles Sanders Peirce, John Dewey, Jane Addams, 
William James, and George Herbert Mead), provides a helpful way to 
think about methodology in social research. It provides timely conceptions 
of epistemology, theory, research questions, and data that can address our 
current concerns. It can help us make useful knowledge that is neither 
naïvely realist nor impotently critical, and it can help us address the current 
challenges and opportunities of both big and small data.
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There is an irony in the consequences of pragmatism. As an approach, 
it is avowedly against abstraction and abstruse theory. It argues for starting 
and ending with the problems of living. But the consequences of pragma-
tism have been mainly theoretical and philosophical rather than practi-
cal. Despite pragmatism contributing to diverse domains (Allemang et al., 
2022; Ansell & Boin, 2019; Craig, 2007; Kaushik & Walsh, 2019; Kelly 
& Cordeiro, 2020) and being foundational to mixed methods research 
(Morgan, 2014a), there have been few systematic attempts to translate the 
philosophy of pragmatism into a consistent methodology. This book aims 
to bridge this gap in pragmatist scholarship by outlining the consequences 
of pragmatism for social research.

From a pragmatist standpoint, knowledge should be effective, insight-
ful, and emancipatory in its consequences. We have written this book not 
to contribute to pragmatist philosophy but to develop pragmatism’s fruit-
ful consequences for social research methodology. Traditionally, methods 
in the social sciences have been caught between realist (often quantitative) 
and relativist (often qualitative) tendencies. We use pragmatism to chart a 
course between these extremes and to produce knowledge that is both use-
ful and critical. To this end, the book provides an end-to-end pragmatist 
approach to knowledge creation, spanning epistemology, theory, question 
creation, and the nature of data, methods of analysis, and ethics.

We are social and cultural psychologists focused on studying human 
activity in context, enabled by both knowledge and technology. Indeed, 
we use this basic orientation to understand social research activity as also 
being enabled by knowledge (e.g., theories, epistemology, research ques-
tions) and technology (e.g., questionnaires, interview techniques, and 
computational algorithms). While many of our examples pertain to social 
and cultural psychology, the ideas presented are broader and, we believe, 
have applicability across the human sciences. Specifically, this book aims 
to contribute to three broad debates.

1) Rehabilitating the value of useful knowledge. The so-called paradigm 
wars in social science have had consequences beyond academia, providing 
resources for “post-truth” politics. The paradigm wars related to debates 
between realism and relativism (often termed “constructionism”), focusing 
on the extent to which scientific knowledge is true versus being a human 
construction (Bryman, 2008). Unhelpful oppositions were created: sci-
ence versus critique, realism versus relativism, and objectivity versus sub-
jectivity. Nuanced arguments on both the realist side (Hacking, 1999) and 
the constructionist side (Berger & Luckmann, 1967) were oversimplified. 
Extreme and unrepresentative positions emerged on both sides. On the 
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realist side, qualitative analysis was shunned as unscientific, and on the 
constructionist side, quantitative analysis was resisted as naïve, uncritical, 
or even oppressive. Nevertheless, despite being uncommon positions, these 
extremes undermined science within the public domain (Onwuegbuzie & 
Leech, 2005) and sowed seeds of doubt that enabled inconvenient facts to 
be dismissed and “alternative facts” to thrive (Cooke, 2017, p. 211).

A pragmatist approach to social research acknowledges the stubborn 
resistance of facts and also the subjectivity and contextuality inherent in 
all knowledge. We argue that this approach can provide both the basis for 
creating common ground around effective knowledge while also avoiding 
science as an ideology beyond critical questioning.

2) Mixing methods. The paradigm wars drove an unhelpful wedge between 
qualitative and quantitative methods that had previously worked syner-
gistically (Morgan, 2007). It was argued that qualitative and quantitative 
methods pertained to fundamentally different, incommensurable, episte-
mological frameworks (Filstead, 1979) and were “competing paradigms” 
(Guba & Lincoln, 1994, p. 105). While separating qualitative methods 
from quantitative methods enabled qualitative methods to mature inde-
pendent of a quantitative framing, it had the unfortunate consequence 
of undermining mixed methods research. Indeed, it even became seen as 
potentially philosophically naïve to try and combine them (Denzin, 2012).

A pragmatist approach argues that qualitative and quantitative meth-
ods can be combined and, moreover, that they should be combined. 
Quantitative methods provide breadth, and qualitative methods provide 
depth. If both add value, why choose one over the other? The choice is false: 
It is more rigorous to have both breadth and depth. Together, they can 
make social science more robust, insightful, and emancipatory. Moreover, 
we will argue that mixed methods research is necessary for addressing the 
challenges and harnessing the potential of big qualitative data.

3) The challenge and potential of big qualitative data. Qualitative research 
in psychology and related disciplines is at a crossroads. On the one hand, 
the field has substantially increased in terms of its thematic reach – the 
number of studies, journals, and textbooks. However, we are living 
through a qualitative data explosion, with an exponential growth of digi-
tally recorded but unstructured text, image, audio, and video data. While 
these data are often termed “big data,” they are also “qualitative data.” 
Thus, somewhat ironically, at the extreme end of quantification (i.e., big 
data) is qualitative data (i.e., digital text, image, video). To tackle the chal-
lenges of these data, and to make the most of the opportunities they offer 
for social research, we need to integrate data science (i.e., quantitative and 
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computational) techniques with qualitative research techniques (Bazeley, 
2017; Chang et al., 2021).

A pragmatist approach suggests a novel way of mixing big data and 
qualitative research techniques. We will argue not only for mixing qual-
itative and quantitative methods side by side but also for what we call 
multi-resolution research, where the same data are analyzed both qualita-
tively (to zoom in on details) and quantitatively (to zoom out on patterns). 
Such analysis is possible only by reconceptualizing raw data as affording a 
bidirectional transformation into both qualitative and quantitative forms. 
Such bidirectional transformations enable a continual moving back and 
forth between qualitative and quantitative facets of the same dataset.

Overall, we argue that a pragmatist approach to methodology can 
address the challenge of creating useful knowledge, enhance the rigor and 
creativity of research, foster deeply integrated qualitative and quantitative 
methods, and avoid overly simplistic oppositions between realism and 
relativism. Pragmatism’s guiding insight is to consider the consequences 
of knowledge. This enables a realist-type analysis of the effectiveness of 
knowledge combined with a constructionist-type critique of who benefits 
from that effectiveness. The chapters in the book step through pragmatism 
(Chapter 1), epistemology (Chapter 2), theory (Chapter 3), research ques-
tions (Chapter 4), data collection and curation (Chapter 5), mixed meth-
ods research (Chapter 6), multi-resolution research (Chapter 7), ethics 
(Chapter 8), and the role of social research in enhancing human possibility 
(Chapter 9). The aim is to propose pragmatism as a coherent, flexible, and 
robust framework for creating useful knowledge that can enhance society.

Finally, in preparing this book, and in the many years of discussion that 
led to this book, we would like to acknowledge the intellectual support of 
our colleagues, including Flora Cornish, Kevin Corti, Ioana Literat, Mark 
Noort, Tom Reader, and Tania Zittoun. This book has been supported 
financially by two grants from the Swiss National Science Foundation 
(51NF40-205605 via “nccr – on the move” and P400PS-180686).
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1

c h a p t e r  1

Pragmatism

A pragmatist … turns away from abstraction and insufficiency, 
from verbal solutions, from bad a priori reasons, from fixed prin-
ciples, closed systems, and pretended absolutes and origins. He turns 
towards concreteness and adequacy, towards facts, towards action, 
and towards power. That means the empiricist temper regnant, and 
the rationalist temper sincerely given up. It means the open air and 
possibilities of nature, as against dogma, artificiality and the pretence 
of finality in truth.

James (1907, p. 51)

An originating insight for pragmatism was Charles Sanders Peirce’s (1878) 
argument that the truth of an idea is found in its consequences. Specifically, 
what we call “true” is knowledge that yields the expected outcome. This 
paradigmatic insight was developed in America by John Dewey (especially 
in psychology, education, and art; Dewey, 1922, 1934, 1958), William James 
(especially in psychology and philosophy; James, 1890, 1907), George 
Herbert Mead (especially in social psychology; Mead, 1913, 1925), and Jane 
Addams (especially in activism and social work; Addams, 1990, 2002). 
These heterogeneous scholars were united in believing that science, within 
the context of democracy, could improve society. Instead of searching 
for absolute truths, independent of humans, they wanted society to take 
responsibility for creating knowledge that would enrich humanity.

Pragmatism can be challenging to understand because it resists the 
languages of both realism and skepticism. It mixes a hard-headed focus 
on facts with social values, especially democracy. How can knowledge 
be underpinned by both truth (thought to be independent of humans) 
and values, such as democracy (clearly not independent of humans)? It 
achieves this by reconceptualizing the subject–object (subjectivity–objec-
tivity, relativism–truth) dichotomy. This dichotomy is so fundamental to 
our thinking that, sometimes, pragmatism can seem contradictory. For 
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example, in the opening quotation James, on the one hand, looks away 
from final truths but, on the other hand, looks “towards facts.” This is pos-
sible because pragmatism takes time very seriously. Facts are in the past, 
things that happened, that cannot be undone; knowledge leans into the 
future and will become a fact only after its consequences are realized. From 
a pragmatist standpoint, truths outside of time are an illusory “quest for 
certainty” (Dewey, 1929). The idea of a timeless truth fails to distinguish 
what has happened from what might happen, and it thus suppresses our 
responsibility for what will happen.

In this chapter, we introduce pragmatism. First, we situate pragmatism 
within a process paradigm that emphasizes temporality and change, and 
we contrast this with approaches that prioritize timeless things. We discuss 
both the criticisms of pragmatism (that it is relativistic, uncritical, and 
behaviorist) and the benefits of pragmatism (that it enables multimethod 
research, creates useful knowledge, and helps generate novel theories). 
Finally, we distill pragmatism into eight propositions. The eight subse-
quent chapters will develop the implications of each one of these proposi-
tions for methodology in the social sciences.

1.1  Paradigms: “Things” or “Processes”?

According to Thomas Kuhn (1962) all sciences are embedded in paradigms 
that are more or less implicit. These paradigms are sets of assumptions, 
articles of faith, root metaphors, and themata that are taken for granted 
(Holton, 1975). Paradigms demarcate discontinuities in knowledge. If ideas 
fit harmoniously together, they are part of the same paradigm. Moving from 
one paradigm to another is discontinuous and often abrupt. Such paradigm 
shifts, or scientific revolutions, are stimulated by the accumulation of anom-
alies. Anomalies are observations or logical contradictions that are difficult 
to explain within a given paradigm. All paradigms have anomalies, and the 
tendency is to overlook them and focus on the affordances and successes of 
the paradigm (Kuhn, 1962). However, anomalies are the seeds of progress.

Ivana Marková (1982) has used the Kuhnian concept of paradigm to 
characterize two fundamental paradigms in psychology and the broader 
social sciences. The first is a mechanistic paradigm within which the world 
comprises “things” that subsequently enter into interactions. The second 
is a process paradigm within which the world comprises interactions (or 
experiences) and only subsequently are these decomposed into “things.” 
Marková calls these the Cartesian and Hegelian paradigms after their 
respective ancestors. 
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1.1.1  The Cartesian Paradigm

The French philosopher René Descartes (1641) laid the foundations for 
the mechanistic and deterministic paradigm. He argued that there are two 
separate ontological realms: res extensa and res cogitans. Res extensa pertains 
to all that is extended in three-dimensional space, while res cogitans refers 
to all the things that appear in the mind (e.g., thought, internal dialogue, 
and imagery) and rational thought (e.g., Pythagoras’ theorem, mathemat-
ics). Unlike res extensa, res cogitans does not have any extension in three-
dimensional space.

Descartes’ (1641) dualistic ontology isolated the cognitive and spiritual 
element within res cogitans, thus enabling scientists to study res extensa in 
purely mechanical terms. This separation had the benefit of isolating the 
soul, and thus religion, and freeing scientists up to study the natural world 
unencumbered by religious doctrine. It laid the foundations for material 
determinism: the idea that everything that has happened and will happen in 
the material domain is merely the unfolding of a mechanical system. Pierre-
Simon Laplace (1814, p. 4) described material determinism as follows:

We ought then to regard the present state of the universe as the effect of 
its anterior state and as the cause of the one which is to follow. Given for 
one instant an intelligence which could comprehend all the forces by which 
nature is animated and the respective situation of the beings who compose 
it – an intelligence sufficiently vast to submit these data to analysis – it 
would embrace in the same formula the movements of the greatest bod-
ies of the universe and those of the lightest atom; for it, nothing would be 
uncertain and the future, as the past, would be present to its eyes.

Laplace’s arresting idea was that the entire universe is like a mechanical 
clock – fully determined by its starting position. Thus, everything, from 
exploding stars to the sentences on this page, is the inevitable ticking of the 
mechanical universe set in motion at the start of time.

Descartes’ sharp separation between res extensa and res cogitans led, on 
the one hand, to the rationalistic study of ideas without extension (math-
ematics, geometry, logic, etc.) and, on the other hand, to the empirical sci-
ences of things with extension (physics, biology, chemistry, etc.). Although 
rationalism and empiricism are often opposed (because they disagree on 
whether truth comes from ideas or observations), they are both mechanis-
tic ontologies: They start with things (empirical or logical), and all interac-
tions are secondary.

For Descartes, Truth is timeless. True logical relations do not change 
with time. For example, the laws of geometry are unchanging. Equally, the  
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human mind, he argued, does not develop. The human soul, Descartes 
wrote, is always conscious in any circumstance – even in a mother’s womb. 
Furthermore, logical relations between objects in the world, in so far as 
they are True, must be True for all time. Descartes’ ideas carry forward 
Plato’s allegory of the cave: that human experience is like the shimmering 
colorless shadow of an intricate three-dimensional object cast upon a cave 
wall by a flickering fire. Plato termed the posited Truth behind experience 
“natural kinds” – these are the objects that underly human experience. 
While experience is fallible, natural kinds are perfect and outside of time.

Much contemporary social research is within the Cartesian paradigm 
(Farr, 1997; Marková, 1982). This paradigm aims to identify, define, and 
measure “variables” (i.e., things). Only secondarily are these variables 
related to one another (e.g., correlations, experiments). The metaphor 
is Laplace’s clockwork universe, with the variables being the cogs tick-
ing onward through cause–effect relations. When change occurs, the 
Cartesian paradigm searches for causal cogs. The assumption is that the 
change needs explanation, but the variables do not – they are taken for 
granted.

One anomaly in the Cartesian paradigm is development. While there 
are many methodologies for assessing initial states and outcomes, there 
are fewer methodologies for assessing what happens in between (Valsiner, 
2006). The relations between independent and dependent variables are 
described with probabilistic statistics, but what actually occurs within 
any given situation is not an abstract probability. Probabilistic statistics 
obscure variance, thus blending various underlying processes into a single 
abstract and possibly nonexistent curve of probability (Fisher et al., 2018; 
Hayes et al., 2019). Even asking questions about what happened in a given 
case between input and output becomes challenging. Studying a single 
case is seen to be foolish because, within this paradigm, a single case does 
not form a probability. Thus, the actuality of an event (i.e., the case of 
what actually happened – a fact in pragmatist terms) is secondary to an 
abstraction that never occurred (i.e., the statistical model). Indeed, cases 
that do not fit the model (i.e., outliers) are deviations to be removed. This 
subordination of the actual to the abstract model is deeply antipragmatist; 
pragmatism puts events first and treats theories, and knowledge more gen-
erally, as fallible abstractions.

A second anomaly of the Cartesian paradigm arises in the domain of psy-
chology. Psychology is the science of mind and behavior, with the “and” 
revealing the Cartesian split (Farr, 1987). On the one hand, psychology 
operates with an ontology of res extensa, for example, when studying the 
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neuroscience of the brain or the predictability of human behavior. On the 
other hand, it operates with an ontology of res cogitans, for example, when 
studying the phenomenology of human experience or the psychological 
dynamics of self-reflection. This oversharp separation between the mind 
and the world led to a psychology of mind disconnected from the body 
(Damasio, 2006) and from other minds (Gillespie, 2006a). The mind was 
marooned, cut adrift from the material and social world.

Although Descartes is too often oversimplified and blamed for the ills 
of contemporary thinking (Baker & Morris, 1996), his ideas did lay the 
groundwork for a paradigm that separates the mind from the body and 
foregrounds things over processes. The peculiarity of this Cartesian para-
digm becomes more apparent when contrasted with the alternative, a para-
digm that foregrounds processes over things.

1.1.2  The Hegelian Paradigm

The Hegelian paradigm gets its name from the German philosopher Georg 
Wilhelm Friedrich Hegel (1807), an early and celebrated proponent of 
processes. Specifically, Hegel theorized “things” as being secondary to pro-
cesses, as arising within “the life of the whole”:

The bud disappears in the bursting-forth of the blossom, and one might say 
that the former is refuted by the latter; similarly, when the fruit appears, the 
blossom is shown up in its turn as a false manifestation of the plant, and 
the fruit now emerges as the truth of it instead. These forms are not just 
distinguished from one another, they also supplant one another as mutually 
incompatible. Yet at the same time their fluid nature makes them moments 
of an organic unity in which they not only do not conflict, but in which 
each is as necessary as the other; and this mutual necessity alone constitutes 
the life of the whole. (Hegel, 1807, p. 2)

Is the oak tree superior to the acorn? Which comes first? Which is right? 
According to Hegel, these questions do not make sense because both are 
phases of the same process. However, although they are parts of the same 
process, the acorn and the oak tree are not equivalent. There is genuine 
nontautological growth and transformation. Hegel wrote, somewhat flip-
pantly, that mathematics was boring because it was all tautology; every 
discovery was given in advance in the axiomatic assumptions of math-
ematics. Equally, a mechanical clockwork universe, like mathematics, 
does not grow or develop; it merely rearranges. In contrast, Hegel was 
interested in qualitative transformation and the emergence of nontauto-
logical novelty.
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Hegel’s philosophy was notoriously abstract (and, in that sense, deeply 
unpragmatist; James, 1882). But he needs to be understood in his histori-
cal context as trying to describe systems evolving before Darwin, systems 
theory, or ecological thinking. Dewey (1910b) saw in Darwin a concrete 
instantiation of Hegel’s process philosophy, and by combining Hegel and 
Darwin, he arrived at a naturalistic conception of the human mind and 
society undergoing continual change. That is to say, the mind and society 
are not outside of nature but part of it – responding, adapting, and acting 
within the ecology of nature. In contrast to the mechanistic stimulus–
response psychology of his time, Dewey (1896) argued that perception, 
cognition, and action form a dynamic system of adjustment. He rejected 
the idea that the mind is a subjective domain observing the objective 
domain. He replaced this Cartesian idea with a pragmatist conception of 
the mind as the means through which we reconstruct our relation to the 
world to enable action to proceed.

Every philosophy has to start with something. Plato began with a time-
less Truth “behind” human experience. Descartes began with the unques-
tionable Truths of rationality and geometry. Laplace began with the idea 
of a clockwork universe in motion. In contrast, pragmatism begins with 
human activity – everyday actions and experiences that comprise the world 
as we know it. Within ostensibly mundane daily activities, humans are in 
a dynamic processual relation to the world. Within daily activities, knowl-
edge is successfully created and used, and the debate between timeless 
Truths and solipsistic skepticism dissolves (James, 1912). While Plato and 
Descartes chose to build their systems of knowledge on something outside 
human experience, pragmatism chooses to build knowledge from within 
the experience of mundane human interaction. Human experience arises 
when we interact with the world or other people.

The idea of taking interactions (or processes) as foundational, as the 
basic unit of analysis, is not unique to pragmatism. It is evident in a range 
of domains, including studies of language, evolutionary and ecological 
theory, and complex systems theory.

In terms of language, Bakhtin’s (1981) contributions are clearly within 
a process philosophy. He conceptualized language and texts as living, 
dynamic, and contextual. A paradigmatic orientation is especially evi-
dent in Bakhtin’s (1986) criticism of Saussure. Saussure (1916) sought the 
structure of language (langue) “behind” the concrete manifestations of talk 
(parole). For Saussure, the aim was to identify the abstract rules that could 
explain language use in everyday life. More recently, Chomsky (1995) has 
sought to identify a universal grammar underlying all human languages. 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


	 1.1  Paradigms: “Things” or “Processes”?	 7

In contrast, Bakhtin, operating within a process paradigm, argued that 
langue was an abstraction, and instead, the bedrock reality of language 
was parole – how language is used in daily life and how it varies between 
contexts (Linell, 2009). Everyday language use, Bakhtin argued, is not a 
pale reflection of a more abstract Truth; rather, it is language in process – 
grounded in the past, adapting to new contexts, and becoming the lan-
guage of tomorrow.

In terms of evolutionary and ecological theory, process philosophy is 
pervasive, if often implicit. This point was made in philosophy by Dewey 
(1910b) and was developed in psychology by Werner (1957), among oth-
ers. Where Hegel had the idea of things evolving and changing, Darwin’s 
theory of evolution by natural selection made the idea of evolution con-
crete; it showed how species, and even humans, were within a process 
of change. More recently, Deacon (2011) contrasts engineering logic (a 
Cartesian paradigm that builds things up from parts) with organic (bio-
logical) logic (a Hegelian paradigm in which the parts are differentiated 
within a functional whole). Humans, Deacon argues, are not created by 
assembling hearts, lungs, and limbs together – like Frankenstein’s cre-
ation. Human life begins with cell differentiation and the progressive spe-
cialization of cells, which functionally differentiate within the whole of 
the emerging organism. The “parts” of an organism, like the parts of an 
ecosystem, become what they are through their functional role within the 
larger system.

Finally, complexity theory studies complex, especially dynamic, systems 
(Byrne & Callaghan, 2013). It is closely related to evolutionary and ecolog-
ical thinking, but it takes more inspiration from mathematics (Kauffman, 
1996). It is often applied beyond biology, for example, to understand cel-
lular automata, turbulence, and weather systems. Increasingly, it is used to 
understand human psychological (Guastello et al., 2008) and societal phe-
nomena (Page, 2015). The basic idea is that numerous elements interacting 
produce higher-level phenomena that are more than the sum of the ele-
ments (e.g., rivers are more than water molecules, the mind is more than 
the cortex, and society is more than individuals). Complex systems have 
emergent phenomena, such as attractors (e.g., a whirlpool), and qualitative 
phase shifts (e.g., water becoming ice). Complexity theory is an example 
of a process paradigm because these higher-level phenomena emerge from 
the interactions of component elements.

Pragmatism has an affinity to any tradition that emphasizes “processes” 
over “things” and takes change and development seriously – whether it 
is the development of language systems, biological systems, or any other 
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complex systems. The elements can be diverse (words, people, species), but 
they are all situated within larger systems (language, societies, ecosystems). 
The key is that the elements are not timeless but developing; not definable 
in isolation but definable in terms of their functional role within the sys-
tem; and not hidden “behind” what is going on but are what is going on.

1.2  Pragmatism: Knowledge within Human Activity

Early American pragmatism was a response to relativism (or skepticism), 
which itself was a response to naïve realism. From a realist standpoint, 
Truth is independent of humans: timeless, hidden “behind” the blooming 
buzzing confusion of experience awaiting “discovery.” The skeptical reac-
tion to this is that humans “construct” knowledge; it is created through 
social and discursive processes and ceases to exist when the supporting 
social processes wane. History, the skeptics observe, is littered with the 
vestiges of so-called timeless truths, each bound to a civilization, culture, 
or research paradigm.

Pragmatism is often misunderstood because it transcends this debate 
between realism (there are infallible timeless Truths) and skepticism (all 
knowledge is uncertain). It is unusual because it subscribes to both fallibil-
ism and antiskepticism (Putnam, 1995). It agrees with the skeptics: There 
is no guarantee that any theory is timeless and will not need revision. But 
it also agrees with the realists: Just because knowledge can be doubted, it 
does not mean that all knowledge should be doubted equally.

Pragmatism proposes that knowledge is neither purely a function of 
the world (realism) nor of humans (skepticism). Instead, knowledge is an 
interaction between humans and the world. The term “pragmatism” comes 
from the Greek pragma meaning “deed” or “action.” The core pragmatist 
idea is that the opposition between subject and object, or representation 
and reality, should be replaced with activity and experience (which binds 
the subject and object together). Pragmatism is a process paradigm because 
it starts with the dynamics of experience and activity.

To understand how pragmatism can be both fallibilist and antiskepti-
cal, it is necessary to return to the subject–object dualism. Descartes insti-
tutionalized this dualism, which now permeates the social sciences and 
modern thinking (Latour, 1993). However, it is a loaded and oversimplis-
tic opposition that leads us to pigeonhole theories as belonging to either 
the subject or the object side of the dualism. It creates a host of anoma-
lies, especially for psychology, which aims to be an objective science of 
subjectivity.
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1.2.1  Beyond Subject and Object: The Truth Is in the Future

At the heart of pragmatism is a reconceptualization of Descartes’ infamous 
distinction between subject (res cogitans) and object (res extensa). This dis-
tinction is central to a correspondence theory of Truth: Does the image in 
the mind of the subject mirror the object out in the world? Such a “mirror 
theory” of truth pervades naïve realism (Rorty, 1981). Pragmatism recon-
ceptualizes the distinction between subject and object and, in so doing, 
reconceptualizes the nature of truth.

Although the Cartesian separation between subject and object looks 
clear-cut, in practice it is messy. Dewey (1905, p. 230) identifies this anom-
aly using the example of awakening to a scary sound:

I start and am flustered by a noise heard. Empirically, that noise is fearsome; 
it really is, not merely phenomenally or subjectively so. That is what it is 
experienced as being. But, when I experience the noise as a known thing, 
I find it to be innocent of harm. It is the tapping of a shade against the 
window, owing to movements of the wind. The experience has changed; 
that is, the thing experienced has changed not that an unreality has given 
place to a reality, nor that some transcendental (unexperienced) Reality has 
changed, not that truth has changed, but just and only the concrete reality 
experienced has changed.

This seemingly innocuous example poses a problem. Is the scary percep-
tion subjective, while the chaffing shade is objective? The problem is that 
the frightening perception did not feel subjective in the moment. And 
what if there really was a burglar at the window? Then, would the chaffing 
shade now become subjective? Dewey’s point is that assigning experiences 
to subjective or objective domains is unhelpful and muddled because the 
raw experience, in the moment, is equally real in all cases.

[There] is no reason for assuming the content of one [experience] to be 
exclusively ‘real’ and that of others to be ‘phenomenal’[.] [W]e have a con-
trast, not between a Reality, and various approximations to, or phenom-
enal representations of Reality, but between different reals of experience. 
(Dewey, 1905, p. 227)

Dewey argues that the first experience (the scary noise) is no less real than 
the second (the chaffing shade); both empirical experiences are equally 
real experiences. What differentiates them is in the future (whether there 
was anything more than the chaffing shade). As experiences accumulate, 
one experience may supersede the other at the level of understanding, as a 
theory of the world, setting an expectation for how to act next – which in 
turn may be superseded (see Chapter 2).
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We often use the term “subjective” to talk about an action that has 
become uncertain, where expectation has been surprised. Within this dis-
ruption, the path of action is no longer obvious, decisions have to be made, 
and options have to be weighted against one another (e.g., to go back to 
sleep or to investigate the noise). In such scenarios, what seems objective 
at time one becomes subjective at time two and vice versa. Thus objectivity 
and subjectivity cannot exist side by side in different ontological realms; 
instead, they are sequentially related as different phases of human activity, 
with the former being a taken-for-granted activity and the latter being an 
activity that has become problematic. The critical point is that both sub-
ject and object become differentiated within the activity.

Another anomaly of the subject–object dualism can arise between people 
(Mead, 1932). Consider a neuroscientist examining the brain of a patient 
using an advanced scanner. The screen shows the topography of the brain, 
where the blood flows, and thus the loci of cognitive activity. It is seduc-
tive to conceptualize this as the “real” or “objective” basis of the patient’s 
experience; or, put another way, what is real is the blood flow, while the 
patient’s experience is merely subjective. But the anomaly arises when we 
take a step back: Is the neuroscientist’s assessment of the scan also merely 
subjective? Is the blood flow merely a perception in the neuroscientist’s 
brain? If so, this could only be detected by a second neuroscientist exam-
ining a brain scan of the first neuroscientist. But, again, this examination 
would be a mere subjective experience, and so on, ad infinitum. The point 
is that the patient’s experience is as real as the neuroscientist’s experience; 
the only difference is that they are in two different bodies coupled with a 
belief system that privileges one experience over the other.

Pragmatism reconceptualizes the subject–object dualism by taking a 
naturalistic stance. Building on the ideas of Darwin, pragmatism argues 
that all human activity (including mental activity) is part of nature (Dewey, 
1922; Mead, 1932). Thinking and collective inquiry (e.g., science) are not 
outside of nature, observing it, but part of the interactions that comprise 
nature. The term “naturalism” denotes the fact that experience (including 
empirical observation) does not “give access to” nature but rather is part 
of nature (see Chapter 2). Thus, “experience” is not a subjective quality; 
it is a real relation to the world that is part of the world. This overcomes the 
problematic idea that the subjective is outside the objective, observing it.

Pragmatism’s primary unit of analysis is interaction, variously called 
“acts” (Dewey, 1896), “experience” (James, 1912), “social acts” (Mead, 
1912), “perspectives” (Mead, 1926), and “transactions” (Dewey & Bentley, 
1946). These terms overcome the subject–object dualism because both 
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subject and object are derivative of these experiences, acts, or transactions. 
An experience is holistic, and a conceptual act is required to differenti-
ate subject and object within the experience. From the standpoint of an 
observer (either a third party or observing one’s past self), it is tempting 
to say that subject and object meet in experience – that experience is a 
fusion of subject and object, a view on the object tainted by subjectivity. 
But from the standpoint of the experience, there is only that which is 
experienced. The experience is primary, and any differentiation of sub-
ject and object is secondary. Pragmatism is firmly rooted in the primary 
moment of experience – conceptualized as a dynamic moment of activity. 
For this reason it has been variously described as “immediate empiricism” 
(Dewey, 1905), “radical empiricism” (James, 1912), and “empirical natural-
ism” (Dewey, 1958).

The problem with trying to locate the experience in subjectivity (res 
cogitans) is that it gets marooned there; then all experience becomes merely 
subjective, and the anomaly of “objective” observation rises again. This 
leads to a foundational philosophical problem: How can we reliably know 
anything? The realist argues that we can distinguish what is “in the mind” 
from what is “in the world.” The relativist counters that because things 
at time one are “in the world” and at time two are “in the mind” (e.g., 
spontaneous generation, phrenology), it must all be in the mind. The prag-
matist makes a more fundamental point: Both the realist and the relativist 
are arguing the two sides of Descartes’ problematic dualism. Pragmatism 
aims to transcend this dualism, and the associated anomalies. It does this 
by holding on to the “reality” (with a small “r”) of experience while reject-
ing the spurious distinction between “timeless Reality” (with a capital “R”) 
and human subjectivity.

Experiences are real; they can be expected or unexpected, desirable or 
undesirable. Believing that the wall one is walking toward is subjective will 
lead to a bruising encounter. This means that we can talk about false beliefs 
as beliefs that produce an unexpected outcome. False beliefs, just like true 
beliefs, are consequential, and it is the future consequences that will defini-
tively distinguish them. Pragmatism eschews timeless Truth (with a capital 
“T”) in favor of a future-oriented truth (with a small “t”). James (1907, p. 
201) writes: “The truth of an idea is not a stagnant property inherent in it. 
Truth happens to an idea. It becomes true, is made true by events. Its verity 
is in fact an event, a process.” In this sense, truth exists in the past; in the 
present is experience and in the future is uncertainty.

Rorty (1982, p. xxix) pointed out that the sentence “it works because 
it is true” is equivalent to the sentence “it is true because it works.” He 
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argued that this equivalence reveals that “truth” is nothing more nor less 
than the demonstration of truth. Truth is not inherent and timeless; it 
merely expresses confidence about the next test. Although abandoning 
the idea of a Truth independent of its testing might seem to be a step 
too far toward relativism, it is actually how science (in a positivist sense) 
proceeds. Pragmatism is essentially a formalization of science (e.g., pos-
tulating hypotheses and testing them) that, like science, subordinates all 
theories to the next test.

Knowledge, according to pragmatism, is a promise that is more or less 
justified. It does not abandon truth; it defers it. Pragmatism is an attempt 
to learn from past events, to extrapolate from the past toward a future that 
is unknown. And who would claim that the future holds no surprises? To 
talk about our theories being True and timeless is hubris in the face of 
infinity. To quote James (1907, p. 207) again: “Truth lives, in fact, for the 
most part on a credit system. Our thoughts and beliefs ‘pass’, so long as 
nothing challenges them, just as banknotes pass so long as nobody refuses 
them.” But, just like the credit system, the edifice is unstable, and the parts 
are liable to collapse when the future that we expected is not the future 
that we get.

1.2.2  Starting from Where We Are

Every philosophy requires a starting point, and pragmatism starts from 
where we are. Descartes (1641) sought a single unquestionable Truth from 
which to rebuild all knowledge. He found his Archimedean point in his 
indubitable doubting (“cogito, ergo sum,” “I think, therefore I am”) and the 
rational Truths of mathematics (e.g., Pythagoras’ theorem). Pragmatism, 
in contrast, does not have an Archimedean point of absolute certainty. 
Instead, it starts from the dense web of mini truths and practical realities 
that constitute everyday life. As Toulmin (1992, p. 179) wrote: “[T]he only 
thing we can do is make the best of starting with what we have got, here 
and now.”

The naïve realist idea that there is a singular, beautiful, and timeless 
Truth waiting to be “discovered” behind human experience is seductive 
but blinding (Midgley, 2003). This beguiling idea is an assumption, not 
an empirical experience; it is grounded in metaphors (e.g., deterministic 
clocks, mirrors of truth, laws of nature) and allegories (such as the forms 
casting shadows on Plato’s cave). Instead of building science upon such 
metaphors and allegories, pragmatism takes a more cautious approach, 
arguing that we should start with the empirical (i.e., experiential) reality of 
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our situation, namely the here and now, including the bricolage of ideas, 
heuristics, and tools that have got us this far. Instead of building knowl-
edge on some utopic but unknowable (and thus uncertain) foundation, 
pragmatism builds knowledge on the messy but familiar foundation of 
everyday life. Despite being imperfect, this web of practices has the advan-
tage of being honed over millennia. Pragmatists celebrate this bricolage of 
mini truths and context-dependent heuristics. This is in stark contrast to 
Descartes, who sought well-planned and rational knowledge.

The buildings undertaken and carried out by a single architect are generally 
more seemly and better arranged than those that several hands have sought 
to adapt, making use of old walls that were built for other purposes. Again, 
those ancient cities which were originally mere boroughs, and have become 
towns in process of time, are as a rule badly laid out, as compared with 
those towns of regular pattern that are laid out by a designer. (Descartes, 
1637, p. 15)

Descartes wanted to use his Archimedean point of unquestionable Truth 
as a foundation for rebuilding all knowledge. He sought an orderly, inter-
nally consistent, and superficially “more seemly” body of knowledge. But 
nearly 400 years later, we still only have, as we have always had (and prob-
ably always will have), an unruly, context-dependent, and deeply organic 
bricolage of knowledge. While Descartes would be dismayed, pragmatists 
are unsurprised. We should evaluate knowledge not in terms of how well 
laid out it is but in terms of how empowering it is. What does it enable 
people to do?

The pragmatist approach has no grand ambition to reconstruct all 
knowledge. Instead, it seeks local fixes and incremental improvements. As 
Ansell and Boin (2019) describe, pragmatism aims to repair the ship while 
at sea. It respects what is and focuses on what is problematic. It evaluates 
knowledge piecemeal in terms of its function, consequences, and poten-
tial. The aim is only to improve upon the knowledge we have. This makes 
pragmatism deeply consonant with science. Science is not about making 
grand narratives, holding nonempirical assumptions as unquestionable, or 
seeking timeless Truths. Science uses empirical methods to solve prob-
lems, address predicaments, and develop useful knowledge; it is a method 
of continual refinement (Midgley, 2003).

Like the earth itself, human knowledge is suspended in space without 
foundations. But this does not detract from its remarkable, intricate, and 
contextual refinement. Knowledge grows, not by finding foundations but 
by continually challenging, revising, and weaving an ever-denser web. 
Knowledge grows because it is woven into the warp and weft of practical 
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activity. It is tested and tuned each time we experience the consequences 
of our actions. Our knowledge is robust because it does not rely upon any 
singular foundation. It is a web spun by trillions of action-consequence 
loops, and like any web, there is no singular point of failure. Midgley 
(2003, p. 26) asks: Why do “we choose to represent the development of 
our knowledge always in terms of building,” with the assumption of need-
ing good foundations, “rather than, for instance, of an interaction with the 
world around us, leading to growth”?

For those in search of timeless Truths and indubitable foundations, the 
pragmatist paradigm can be unsettling. It can seem, James (1907, pp. 260–
261) writes, that knowledge is “adrift in space, with neither elephant nor tor-
toise to plant the sole of its foot upon. It is a set of stars hurled into heaven 
without even a centre of gravity to pull against.” But knowledge from a 
pragmatist standpoint has an anchor, namely, human activity. Holding 
firm to human action, knowledge can be evaluated as effective or ineffec-
tive, as insightful or mundane, and as empowering or disempowering.

1.2.3  Navigating Rupture and Surprise

The social world is not stable or timeless; history continues to be made, and 
knowledge must continue to adapt (Power et al., 2023). New technologies, 
societal challenges, and scientific breakthroughs disrupt our expectations. 
Technologies we take for granted did not exist a generation ago. Moreover, 
many of the challenges we face are partly a product of these technologies 
(e.g., climate change, inequality, and sedentary lifestyles). Consequently, 
many contemporary research questions could not have been asked a gen-
eration ago (e.g., reducing polarization online, algorithmic bias, and the 
impact of social media on the formation of teenage identities). Given our 
dynamic social world, the idea of timeless Truths is, at best, simplistic and, 
at worst, risks blinding us to our responsibility for creating tomorrow’s 
truths (and problems).

Pragmatism is well suited to understanding crises, ruptures, and uncer-
tainty (Rorty, 1989). Indeed, it conceptualizes knowledge as a means for 
handling uncertainty (Dewey, 1929). Human knowledge aims to make 
the world predictable, explainable, and actionable (Ansell & Boin, 2019). 
The only facts we have are in the past; the future is an expectation await-
ing disruption. What happens will establish the truth of our expectations. 
However, hindsight is of little use. Knowledge is a crystallization of past 
experiences and events that did happen, into extrapolations and general-
izations that help us to navigate what might happen (Peirce, 1955). From a 
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pragmatist standpoint, knowledge is akin to a map used to choose a path 
into the future. But no map is perfect: The route is not the journey.

The pragmatist approach to uncertainty is similar to Friston’s (2010) 
unifying theory of active inference. This theory proposes that all living 
structures (from cells to animals and societies) aim to reduce surprise. 
Disruptions imply a disconnect between the environment and how it is 
represented. Learning is an attempt to reduce future surprises. All living 
systems have a boundary between themselves and a broader environment. 
In so far as the environment determines the fate of an organism, the sur-
vival of the organism depends upon modeling and, thereby, mastering the 
environment. But the action of the organism also shapes the environment. 
There is a bidirectional relationship: The environment, via sensation, shapes 
the organisms’ representation; this representation, via action, shapes the 
material and social environment (Constant et al., 2019). Thus, at the heart 
of life are action-oriented representations of the environment that, through 
loops of sensation and action, work to minimize future surprises. Although 
the theory of active inference underplays the vital role of culture in chan-
neling human thought and action (Clark, 2018), it nevertheless provides a 
unifying account of life as reducing the uncertainty of the future.

The inherent contingency and uncertainty of the human enterprise 
should not provoke despair. Instead, it should motivate a pragmatist 
stance. Useful knowledge, which empowers humanity, can reduce future 
surprises, enabling us to become more resilient and responsible partici-
pants in creating the future. We are not passive in the face of the future: 
We ensure our roofs are watertight, we check the weather forecast, and we 
carry umbrellas. Maybe our roof has a leak, the weather forecast will be 
wrong, or the umbrella is broken, but these uncertainties do not stop us.

For pragmatism, mental life begins with the surprise of disruption. 
Indeed, mental life is described as navigating big and small surprises. 
Consider Peirce’s (1878, p. 289) example of paying for a taxi:

I pull out my purse and find a five-cent nickel and five coppers, I decide, 
while my hand is going to the purse, in which way I will pay my fare. … 
[I]f there is the least hesitation as to whether I shall pay the five coppers or 
the nickel (as there will sure to be, unless I act from some previously con-
tracted habit in the matter), though irritation is too strong a word, yet I am 
excited to such small mental activities as may be necessary in deciding how 
I shall act. … Images pass rapidly through consciousness, one incessantly 
melting into another, until at last, when all is over – it may be in a fraction 
of a second, in an hour, or after long years – we find ourselves decided as to 
how we should act.
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The human mind is merged into activity most of the time. When gazing out of 
the taxi window or when exiting the taxi, there is no experience of a subject–
object dualism. There is merely acting-in-the-world. However, when activity 
breaks down, when habit or expectation fails, when a genuine decision arises, 
or when the stimuli are uncertain, then what we term “mind” springs to life 
(Dewey, 1896; Gillespie, 2005a). Such experiences of disruption were also ana-
lyzed by Mead (1903, pp. 101–102), who developed the idea further.

The kaleidoscopic flash of suggestion, and intrusion of the inapt, the unceas-
ing flow of odds and ends of possible objects that will not fit, together with 
the continuous collision with the hard, unshakable objective conditions of the 
problem, the transitive feelings of effort and anticipation when we feel that 
we are on the right track and substantive points of rest, as the idea becomes 
definite [… this is the] disintegration and reconstitution of the stimulus.

When action is blocked, for example, the door does not open, there is a kalei-
doscopic flash of suggestion: Is it push or pull? Is the door jammed or locked? 
Is it a practical joke or might it work if I try again? As the stream of conscious-
ness flows between the possibilities, and action follows to test each option, 
this is not so much representation colliding with nature, as it is the “disinte-
gration and reconstitution of the stimulus.” That is to say, what is happening 
is the reconstruction of the world, both on the objective side (when the door 
opens) and on the subjective side (in navigating the options). The problem-
solving is as much part of nature as the door opening (or not). And the same 
applies to science. When problems arise, science works to redefine the stimu-
lus (e.g., reconceptualize disruptive data) so that action can proceed.

The logical conclusion of naturalizing beliefs and theories is radical: 
Thinking, and by extension the scientific process, is a growth within the 
natural world. This is why James (1907, p. 259) describes the universe as 
“unfinished, growing in all sorts of places, especially in the places where 
thinking beings are at work.” Similarly, Mead (1932, p. 175) wrote: “[T]he 
psychological process is an instance of the creative advance of nature.” 
Thus, in pragmatism we find Hegel’s idea of nature and history being in 
process. And by overcoming Descartes’ dualism, pragmatism returns the 
mind to nature. Thoughts, movements of the mind, regardless of how 
small, are part of nature reorganizing itself.

1.3  Potential Criticisms

There are three broad criticisms of pragmatism: that it is relativist, naïvely 
uncritical, and overly behaviorist. In this section, we address each criticism 
in turn.
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1.3.1  Relativist?

Pragmatism is frequently misunderstood and accused of relativism 
(Haack, 1976; also, see Chapter 2). If knowledge is not a mirror of nature, 
if theories are tools for human purposes, if incompatible experiences of 
the same phenomenon are equally experientially real, then surely prag-
matism is relativist. The problem with relativism is that it replaces one 
extreme with another. Instead of theories being absolutely true, theories 
become absolutely relative (Putnam, 1995). From a pragmatist standpoint, 
both naïve realism and relativism are fundamentalist. But from a naïve 
realist standpoint, the pragmatist alternative is challenging to understand 
(Brinkmann, 2013; Haack, 1976).

Relativism, from a pragmatist standpoint, is an incomplete argument. 
Human interests (see Chapter 9) do taint all human knowledge, but they 
are also a bridge over the quagmire of relativity. Knowledge either fulfills 
our human interests or not. If the knowledge or theory fulfills our interest, 
if our action has the expected consequence, then we call the knowledge 
true. Of course, other species might have other interests (Von Uexküll, 
1982), and they might call something else true (e.g., grass is food for a cow, 
and wood is food for a woodworm). But the point is that human inter-
ests in the world provide unambiguous nonrelativist criteria for evaluating 
knowledge, namely: Does it work? 

1.3.2  Uncritical?

Pragmatism has been accused of being laissez faire; having an uncritical 
approach to power (Phillips, 1995). No matter how undesirable or harmful 
an idea is, it is true if it works. What about spreading misinformation? If it 
spreads and it fulfills its desired consequences (e.g., sowing distrust), then 
is the misinformation “true”? Does this mean that the most popular beliefs 
(i.e., the most successful) are the most “true”? More broadly, how can one 
criticize any knowledge if it is “working”? What if the knowledge works 
for one group at the expense of another group? Or what if the knowledge 
enables one group to exploit another group?

The pragmatist retort is that misinformation, manipulation, and ideol-
ogy need to be evaluated from the standpoint of the larger community. 
While they might “work” for a subgroup, they do not “work” for the 
broader community; they will produce disruptive surprises. Moreover, 
because pragmatism never separates truth and value (Brinkmann, 2009; 
Putnam, 1995), it is actually well placed to critically evaluate the interests 
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being served by knowledge. This is because it puts human interests at the 
heart of all human knowledge (Habermas, 1968). Indeed, because pragma-
tism does not reify knowledge as true independent of people, it emphasizes 
that all science needs to be steered by a democratic process (Addams, 2002; 
Brinkmann, 2013).

1.3.3  Behaviorist?

The focus on human activity, on the consequences of action, can also lead 
to the accusation that pragmatism is overly behaviorist and thus neglects 
psychology (e.g., thoughts, feelings). Indeed, Dewey’s (1896) work on 
the reflex arc was influential in developing behaviorism, and Mead (1934) 
described himself as a “social behaviorist.” Surely, ideas and theories 
should not be evaluated only in terms of practical consequences? Indeed, 
many celebrated contributions to art and humanity do not even aim to 
have behavioral consequences – such as imagination, reverie, art apprecia-
tion, and aesthetic experiences.

This criticism takes an overly narrow view of human activity. The early 
American pragmatists were particularly focused on mental life, which they 
conceptualized as a form of human activity. Dewey (1934) theorized art, 
James (1890) developed the idea of “the stream of thought,” Peirce (1894) 
wrote extensively about semiotics, and Mead (1934) focused on perspective-
taking, internal dialogues, and reveries. This psychological focus was pos-
sible because they side-stepped Descartes’ dualism: The human mind, and 
semiotics more generally, is not outside of nature; it is part of nature. 
Thinking, imagining, and any sign use is a human activity just as much as 
hammering a nail. Mnemonic tactics to aid memory (Vygotsky & Luria, 
1994) and symbolic resources for imagination (Zittoun & Gillespie, 2015) 
are meaning systems that empower and enrich mental activity. Thus, 
rather than neglecting the richness of mental life, pragmatism brings these 
so-called subjective phenomena back into the so-called objective domain. 
Thus, rather than neglecting mental life, pragmatism rescues it from being 
marooned in an unreal and subjective domain, returning it to nature.

1.4  Methodological Contributions

Pragmatism was popular in the domain of philosophy in the early part of 
the twentieth century (with Peirce, James, Dewey, Addams, and Mead) 
and again more recently (with Richard Rorty, Hilary Putnam, Stephen 
Toulmin, Roberto Unger, and Cornel West among others). It has also 
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made many contributions beyond philosophy to psychology, language, 
education, politics, policy, and ethics. In this book, we want to focus on 
the contribution that pragmatism can make to methodology in the social 
sciences.

So far, the contribution of pragmatism to methodology has been lim-
ited relative to its potential. To date, pragmatism has mainly been used 
to (1) justify mixed methods research, (2) legitimate the value of applied 
research, and (3) conceptualize how new theories develop.

1.4.1  Pragmatism and Mixed Methods

One of the main contributions of pragmatism to social research has been to 
provide a framework for combining qualitative and quantitative methods. 
Although these methods can be combined within realist and construction-
ist frameworks (Cassell et al., 2017), doing so risks introducing evalua-
tive criteria that undermine one or the other method (Yardley & Bishop, 
2017). For example, within a realist framework, qualitative data might be 
either overinterpreted as indicating causal relations or underinterpreted by 
overlooking how the data collection method (e.g., interview) constructed 
the responses. Within a constructionist framework, quantitative data can 
be dismissed as a mere experimental or historical artifact (Gergen, 1973), 
thus missing out on the opportunity for cautious generalization. The prob-
lem is that positivism and constructionism are skewed toward quantitative 
and qualitative methods, respectively. Thus, using one of these paradigms 
for both methodologies risks failing to avail of the unique contributions 
of each method.

Pragmatism can combine qualitative and quantitative research strengths 
and avoid subordinating one to the other (Morgan, 2007, 2014a; Yardley 
& Bishop, 2017). Instead of debating whether qualitative and quantita-
tive methods are paradigmatically commensurable (e.g., Guba & Lincoln, 
1994), a pragmatist approach focuses on what each methodological 
approach can do, what insight it adds, and what contribution it makes 
(Feilzer, 2010; Morgan, 2007). Thus, pragmatism provides mixed methods 
research with a flexible framework within which realist concerns about 
efficacy can be synergistically combined with constructionist concerns 
about social justice (Morgan, 2014a).

A more radical option for mixed methods is to move fluidly between 
positivism and constructionism – as advocated by dialectical plural-
ism (Johnson, 2017). This is the idea that all ontologies, epistemologies, 
methodologies, and ethical frameworks have value. Dismissing any based 
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on logical incompatibility with prior commitments fails to avail of the 
breadth of ways of thinking about the given problem. Arguably, such open-
mindedness toward potentially contradictory paradigms is pragmatic. A 
pragmatist, according to James (1907, p. 259),“is a happy-go-lucky anar-
chistic sort of creature” – and thus untroubled by mixing ontologies and 
epistemologies. But what distinguishes the pragmatist from the dialectical 
pluralist is the question: What does each perspective contribute to the 
problem at hand? Without this pragmatic focus on the consequences, a 
straddling of paradigms can cause problems. It can lead to mixed meth-
ods research where findings are siloed, or juxtaposed, with little synergy 
(Feilzer, 2010) – with each finding marooned in its own paradigm. There 
needs to be a point of integration; otherwise, anything goes, and all find-
ings are equal. Integration is needed so that tensions can be transformed 
into synergies (Fetters & Freshwater, 2015a). According to pragmatism, 
integration occurs in the consequences, through each approach yielding 
its fruit.

1.4.2  Pragmatism and Applied Research

Pragmatism foregrounds applied research and has, unsurprisingly, had sig-
nificant traction in domains addressing practical issues. It has been advo-
cated in education (Biesta & Burbules, 2003), social work (Kaushik & 
Walsh, 2019), law (Patterson, 1990), crisis management (Ansell & Boin, 
2019), organizational research (Kelly & Cordeiro, 2020), and health psy-
chology (Allemang et al., 2022; Cornish & Gillespie, 2009). In each case, 
pragmatism validates the frontline challenges of intervening in the social 
world, provides practical ideas for improving practice, and draws theoreti-
cal sustenance from the practical problems addressed.

The traditional realist and constructionist paradigms build their knowl-
edge on foundations outside of daily life, and as such, they sometimes 
view applied research as secondary to “fundamental” research. The idea 
is that these are the domains within which fundamental knowledge is 
merely “applied.” However, from a pragmatist standpoint, it is the so-
called applied domains of practice that are “fundamental.” These varied 
and peculiar contexts are the reality of social life. From a pragmatist stand-
point, evaluating a theory either in the abstract domain of logic or in the 
artificial domain of the laboratory is merely a starting point to the most 
robust test of knowledge; is it helpful in practice?

All knowledge is contextual, and the context that is most valued from 
a pragmatist standpoint is the context of activity outside the laboratory. 
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Theories that work only in the laboratory merely have the consequence of 
making careers for academics. Pragmatism aims to improve the human 
condition more broadly. This applied focus was most evident in the work 
of Addams (1990, 2002), who was awarded a Nobel Prize for her peace 
activism and made fundamental contributions to social work. She rejected 
a teaching position at the University of Chicago so that she could focus 
on providing adult education and empowering people in poverty (Knight, 
2008).

Experimental research is currently grappling with the replication crisis 
(Shrout & Rodgers, 2018). This is the problem of experimental findings, 
especially in psychology, failing to replicate in other experimental contexts 
(Open Science Collaboration, 2015). But if findings cannot be replicated 
in experiments that are set up to be as similar as possible, then what hope 
is there of these findings having applicability in domains far removed from 
the controlled environment of a laboratory? There are many degrees of 
freedom in laboratory research (Wicherts et al., 2016), but how many more 
are there in the diverse geographic, historical, and sociocultural domains 
of practice?

A pragmatist approach cuts through these methodological concerns by 
arguing that the most rigorous test of a theory is not whether it works in 
the laboratory but whether it feeds forward to help people build the future 
they want (Power et al., 2023). In short, the real test of knowledge, from a 
pragmatist standpoint, is: Does it, even in some small way, enrich human-
ity? Specifically, what does it enable people to do? And, more critically, 
what does it enable people to do to one another?

The pragmatist celebration of applied contexts is not a repudiation of 
theory: Theory is our best preparation for an uncertain future, enabling 
action in tried and tested domains, and serving as a resource in contexts 
unknown. Empowering, enriching, and useful theory is the goal of social 
science. The point is that applied contexts are the most fertile soil for gen-
erating empowering and enriching theory. In contrast, building theory 
from knowledge created in nonapplied domains, in artificial or highly 
peculiar domains, is likely to produce knowledge that does not generalize, 
that increases, rather than reduces, surprise in the domains of daily life.

1.4.3  Pragmatism and Abduction

Pragmatism has also contributed to conceptualizing how new ideas come 
about. New ideas are the basis of both small and large, incremental and 
paradigmatic, scientific advances (Galenson, 2008; Kuhn, 1962). Yet 
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there is a surprising dearth of theorizing about where new ideas come 
from. Most research methodology focuses on answering research ques-
tions or testing hypotheses. Few methodology textbooks have a section, 
much less a chapter, on creating new ideas (but see Crano et al., 2014). 
And there are only a handful of articles and books on theory creation 
(Jaccard & Jacoby, 2020; McGuire, 1997; Tavory & Timmermans, 
2014). This neglect was institutionalized by Popper’s (1934) harsh separa-
tion between the context of discovery (i.e., how an idea comes about) 
and the context of justification (i.e., how it can be evidenced). Popper 
argued that there can be no method, or procedure, for the discovery, only 
for justification. Thus, the context of discovery was essentially excluded 
from methodology.

Pragmatism, as we have outlined, is a thoroughly processual paradigm. 
It foregrounds development, change, and adaptation. Accordingly, it 
embraces the challenge of theorizing the context of discovery – to provide 
insight into the emergence of new ideas. From the early writings of Peirce 
(a person hesitating how to pay for a taxi; 1878) and Dewey (a child reach-
ing for a flame; 1896), there was an idea that conflicting responses to stim-
uli could lead to novel ideas and paths of action. The assumption is that 
thought and action are typically in a tight functional loop, with little self-
reflection or novelty. But, sometimes, action is halted, the consequences 
are not what was expected. In these moments, cognitive effort aims to 
reconstruct a new viable path of action. Practical, cultural, and experi-
ential resources are mobilized to create a new path of action (Gillespie & 
Zittoun, 2010). It follows from this that in the research domain diverse 
theoretical frameworks and methodological tools can act as resources to 
create and imagine new paths for research.

One concrete attempt to use pragmatism to conceptualize the emer-
gence of new ideas is abductive analysis (Tavory & Timmermans, 2014). 
Abduction is a concept developed by Peirce (1955) to denote the mode of 
inference that goes beyond summarizing data (induction) and logically 
extrapolating from theory (deduction) and instead entails a reasonable 
guess that leaps toward a new theory. An abductive insight brings some-
thing to the data; it posits something new that, if it were the case, would 
provide an improved explanation. Abductive inference is fostered through 
in-depth engagement with applied domains, using mixed methods, and 
being attuned to tensions within the data (more on this in Chapter 7). The 
key point is that pragmatism, as a process paradigm, provides a framework 
and practical suggestions for testing theory (i.e., via consequences) and 
generating theory (i.e., via abduction).
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1.5  Pragmatist Propositions

It is ironic that pragmatism, which champions the practical consequences 
of knowledge, has been most influential in philosophy and social theory 
(Goodman, 1995; Joas, 1993; Rorty, 1981; West, 1989). Aside from contrib-
uting to mixed methods research (Morgan, 2014a), pragmatism has had 
little consequence for mainstream social research. We aim to address this 
gap by proposing an end-to-end pragmatist approach to research method-
ology in the social sciences.

To build this bridge from pragmatism to methodology, we advance eight 
propositions. Although these propositions are rooted in pragmatism, they 
do not intend to be a general distillation of pragmatism. Instead, these 
propositions aim to identify the consequences of pragmatism for social sci-
ence methodology. The following briefly outlines each proposition, and 
the subsequent eight chapters will elaborate upon each proposition in turn.

	1)	 Truth is in its consequences. This is the fundamental pragmatist 
insight (Peirce, 1878), which, when worked through, has broad 
implications for methodology. This proposition insists that truth is 
always tied to human interests, which in turn implies that truth can 
never be completely separate from human values. In Chapter 2 we 
unpack this principle, showing how pragmatism is neither naïvely 
realist nor relativist but instead provides a flexible paradigm through 
which useful and ethical knowledge can be created.

	2)	 Theories are tools for action. Rather than theories being “mirrors” of 
nature, pragmatism argues that theories enable us to interact with 
nature. Theories synthesize past experiences into semiotic tools that 
empower action in the face of an uncertain future (Peirce, 1955). 
Chapter 3 develops the idea that theories are “made,” not “found,” 
and, as such, are always “for humans.” It follows that some theories 
in social science can be criticized for serving some groups more than 
others. But this does not mean that all theories are equal. Theories 
can be evaluated and compared in terms of their consequences.

	3)	 Research is as much about creating questions as answering questions. A 
pragmatist approach bypasses the debate between qualitative and 
quantitative paradigms, arguing that qualitative and quantitative 
methods are useful for answering different questions. In Chapter 
4, we introduce a pragmatist typology of research questions, or 
purposes, arguing that mixing qualitative and quantitative questions 
is often necessary for tackling real-world issues. Finally, we introduce 
pragmatic heuristics for generating research questions.
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	4)	 Data are always transformations. Data are often conceptualized 
as a thing, with more seeming to be better. However, all data are 
contextual and embedded, and they require transformation to 
become useful for research. Moreover, the significance of the data 
varies depending on the theories or expectations we have. Some data 
reinforce expectations, while other data thwart them. In Chapter 5, 
we unpack this proposal that data require transformation to become 
a bridge between what happened (raw data) and the expectation 
(theory). Specifically, we examine the different ways of eliciting and 
curating data in the context of the rise of big qualitative data.

	5)	 Qualitative and quantitative methods are synergistic. Qualitative and 
quantitative methods can be combined synergistically precisely 
because they address different research questions. If they each 
answered the same questions, they would be duplicative; instead, 
each adds a different value. Chapter 6 shows how qualitative and 
quantitative questions can be combined and recombined to yield 
creative synergies. These different approaches are integrated by being 
anchored to a given problem; each approach is compared, evaluated, 
and integrated in terms of what it contributes to the given problem.

	6)	 Big qualitative data can be recursively restructured to enable both 
qualitative and quantitative analyses. A common criticism of mixed 
methods research is that there is a lack of integration between the 
qualitative and quantitative methods (Bazeley & Kemp, 2012); the 
qualitative and quantitative components run in parallel. In Chapter 
7 we propose “multi-resolution research” as an approach to research 
that integrates qualitative and quantitative methods by anchoring 
them both in the same dataset. The idea is to use big qualitative 
datasets and then recursively transform them into excerpts (for 
qualitative analysis) and numbers (for quantitative analysis). Moving 
back and forth between qualitative and quantitative transformations 
of the same data, we argue, can increase rigor and support abductive 
theory generation.

	7)	 Social research creates both power and responsibility. A pragmatist 
approach to social research significantly broadens the role of ethics. 
Traditionally, research ethics pertains to data collection (e.g., 
ensuring consent, right to withdraw) and data storage (e.g., data 
protection, anonymization). In Chapter 8 we use pragmatism to 
expand beyond these concerns to consider the interests motivating 
the research, participation in setting the research agenda, and the 
consequences of the knowledge produced. Giving up on the idea 
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that theories are neutral “mirrors” of nature forces researchers to take 
more responsibility for the questions they choose to address and the 
knowledge they create.

	8)	 Social research should aim to expand human possibility. What is the 
purpose of social research? Is it to “find” truths? To document the 
truth “‘behind” the messiness of life-as-we-find-it? A pragmatist 
approach rejects such suggestions and instead argues that social 
research is an act of world-making (Gergen, 2015) – even if only in a 
small way. The knowledge produced in social research is not a view 
onto nature but a construction within nature that interacts with the 
future. We conclude, in Chapter 9, by arguing that social research 
should push toward knowledge that empowers people.
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c h a p t e r  2

Epistemology
How We Know

Pragmatism asks its usual question. ‘Grant an idea or belief to be 
true,’ it says, ‘what concrete difference will its being true make in 
anyone’s actual life? How will the truth be realized? What experiences 
will be different from those which would obtain if the belief were 
false? What, in short, is the truth’s cash-value in experiential terms?’

(James, 1907, p. 97)

This chapter examines epistemology, namely, the often-implicit theories 
of how knowledge is made that guide our research and methodological 
choices. One of the reasons why epistemological assumptions are central 
to methodology is that they outline what kind of knowledge is considered 
truthful or valid and false or coincidental. Scientific research is mainly con-
cerned with distinguishing truth from error and, as such, necessarily makes 
commitments regarding the nature and acquisition of knowledge. As we 
will discuss in this chapter, these commitments go beyond simply identify-
ing criteria for what can pass as valid conclusions and reflect deeper under-
standings of our place in and relation to the world: Are we in a privileged 
position to uncover universal Truths or are we unable to escape human 
biases? Does truth emerge from human action or rational contemplation? 
Is truth “objective” or “subjective” (relative to our perspective)? And, if the 
latter is the case, how can we claim to be sure of anything? What kinds of 
societies would we live in should there be no truth we could all agree on?

We start this chapter with a brief discussion of what it means to live in a 
society where the factual basis of truth can be undermined – the post-truth 
climate many are decrying today as a global phenomenon and for which 
Western democracies seem to be ill-prepared. We outline several popular 
conceptions and misconceptions about epistemology and then map out 
the prominent epistemological positions. In the second part of the chap-
ter, we argue for pragmatism as an epistemology that can help us deal with 
the complexities of doing empirical research in a post-truth context by 
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transcending the old realist–relativist divide and fostering methodologi-
cal pluralism. In doing so, we argue for knowledge that works and thus 
develop our first pragmatist proposition that truth is in its consequences.

2.1  The Post-truth Context

The problem of what passes for valid knowledge is debated in society today 
well beyond the confines of universities. For millennia, philosophers have 
been concerned with the issue of truth and, as we will see, came up with 
various criteria for what is truthful. But the “crisis of truth,” particularly 
in public debate (e.g., Trump, Brexit, vaccine hesitancy), has prompted 
“lay” people to reflect on truth and seek to expose misinformation. Post-
truth became more than a label; it was named “word of the year” in 2016 by 
Oxford Dictionaries after a 2000 percent spike in usage (McIntyre, 2018). It 
also turned into an obsession for people on both sides of the political divide 
who are eager to accuse each other of contributing to the current climate. 
And yet, for those who study epistemology, this heated societal debate does 
little more than place the proverbial old wine in shiny new bottles.

This chapter is concerned with how we know and validate what we know and 
how these issues feed into social science methodology. While the topic of post-
truth is beyond our scope here (for more detail see Baggini, 2017; Kakutani, 
2018), old and new debates about the nature of truth provide the background 
for our specific methodological focus. They are also a useful reminder of why 
epistemology matters. To set up this background, we examine conspiracy theo-
ries, a key term within the post-truth vocabulary, to demonstrate how specific 
conceptions about gaining (valid) knowledge guide research.

2.1.1  The Trouble with Conspiracies

Conspiracy theories present us with an interesting paradox when it comes 
to uncovering the truth. They propose a worldview in which hidden but 
powerful actors influence events without us ever noticing them (Douglas 
et al., 2019). To hold a conspiracy theory, then, is to make sense of some-
thing that is either unexplained or explained in different terms. In some 
ways, it is to doubt and question given knowledge, to deconstruct what 
is usually taken for granted, and to criticize power structures – which is 
often considered a valuable practice, including in research. The problem 
with conspiracy theories is that many of them are demonstrably untrue 
(but not all; some emerge when we do not have any definitive answers, 
and others are impossible to prove wrong) and, even more, they prompt 
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those who hold them to construct explanations that serve their worldview 
and resist reasonable evidence. So, what exactly can we study about them?

Overall, researchers have been concerned with three main aspects of 
conspiracy theories: what triggers them, what they correlate with, and 
what their consequences might be. To take a concrete example, Swami and 
colleagues (2014) reported various studies showing that analytic thinking 
reduces belief in conspiracy theories. They investigated this relationship 
in both correlational and causal terms, finding that there are statistically 
significant associations between specific thinking dispositions (e.g., lower 
analytical thinking, lower open-mindedness, and higher intuitive think-
ing). But there is more than co-occurrence at play: Stimulating analytical 
thinking, for instance, through a verbal fluency task, led to less belief in 
conspiracy theories. These findings have been replicated on general popu-
lation samples focused on conspiracies around the July 7, 2005, bombings 
in London. The practical consequence of these studies is plain: If we can 
stimulate analytical thinking, then we might be able to fight conspiracist 
ideation. However, this intervention is based on the assumption that one 
specific mental process underpins a variety of conspiracies, ignoring differ-
ences between beliefs and the groups or communities who uphold them. 
Research done in this individual differences tradition, therefore, focuses 
on the person and their psychological attributes rather than the beliefs 
themselves and the societal contexts in which they are formed.

In contrast, Moscovici (1987) discussed conspiracies in intergroup 
terms, arguing that when social and economic conditions toughen, specific 
minorities start being accused of conspiring against the majority, usually 
with the help of foreign enemies. This approach goes beyond the particu-
lar psychological profile of those who believe in conspiracies (although 
dogmatic and ethnocentric thinking are possible precursors) and focuses 
on the conspiracy mentality as a whole, as a form of collective thought. 
Conspiracies grow out of an often-irrational fear of minorities and “strang-
ers” and the challenge of accepting minorities as different. This view might 
strike one as rooted in a psychodynamic frame of group relations, and in 
many ways, it does reflect a concern for emotional and social dynamics. 
But it also presents us with a different research question: What do conspir-
acy theories tell us about groups that create, espouse, and propagate them?

2.1.2  The Role of Epistemology

On the surface, one might say that Moscovici (1987) and, more recently, 
Swami and colleagues (2014) are simply guided by different questions. 
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We can even relate these questions back to the different theories they 
use, social for the former, cognitive for the latter. What we will argue 
in this chapter is that the differences run deeper and are, in fact, epis-
temological. They showcase two broad assumptions about what shapes 
conspiracist knowledge – that is, psychological attributes versus collec-
tive forms of thought – and, in turn, about how we can produce (valid) 
knowledge about conspiracies – that is, through a study of cognitive 
processes versus one of minority–majority relations. At a deeper level, 
Swami and colleagues (2014) assume that there “exist” such things as 
thinking dispositions, that they are relatively stable at an individual level, 
and that they can be effectively measured (and elicited when needed). 
On the other hand, Moscovici assumes knowledge is distributed between 
people and groups in society and growing out of interactions and power 
imbalances rather than (isolated) thinking processes. These explanations 
can be complementary but, taken separately, they also reflect different 
understandings about the acquisition of knowledge in the social arena, 
realist versus constructionist, understandings that unavoidably shape its 
empirical study.

2.2  (Mis)conceptions about Epistemology

2.2.1  Epistemology Guides Research

Epistemology guides the research, but often in “invisible” ways (Roots, 
2007). On the one hand, epistemological concerns are often left implicit, 
particularly in studies that use standard methodologies where collective 
habit means there is no need to justify methodological choices. On the 
other hand, methodological training often suffers from a dearth of epis-
temological discussions seen either as too philosophical or too complex 
for empirically minded researchers. This is a missed opportunity given 
that every aspect of a research project – starting from the question and 
choice of topic to what is considered data and ending with how these 
data are analyzed – reflects epistemological choices. As epistemology con-
cerns the researcher’s theory of knowledge and the criteria used to vali-
date knowledge, it always remains an integral part of a study, even when 
left unexamined.

To take a classic example from research on conspiracy theories, Goertzel 
(1994) surveyed 348 New Jersey residents about ten different conspiracies 
and found that most believed that at least some of them were probably 
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true. Even more interesting, he discovered that those who believed in one 
conspiracy were more likely to believe in other conspiracies. Based on a 
correlational design, he also showed that beliefs in conspiracies are associ-
ated with a series of other personal and psychological characteristics like 
lack of interpersonal trust and insecurity about employment. Ethnicity 
and age also played a role with black and Hispanic participants, and, 
to some extent, young people, being more likely to believe in conspira-
cies. No significant findings were reported for gender, education, and 
occupation.

This study draws on a social psychological approach in which the basic 
assumption is that specific psychological characteristics (primarily related 
to cognition and personality), as well as specific social variables (group 
memberships captured by basic demographic categories), will impact a 
person’s beliefs and behavior (in this case, beliefs in conspiracy theories). In 
other words, to get to know why some people are sensitive to conspiracies, 
we need to collect information about their other beliefs, preferences, and 
identities. Second, we can collect knowledge about any of these by using 
self-report measures, assuming both that the respondents understand and 
report on the variables used in the study and that they, on the whole, are 
not motivated to deceive the researcher. Third, the statistical methods used 
to process the data – primarily correlational analysis – are based on the 
supposition that beliefs and preferences can be translated into a numeri-
cal form. It rests on the assumption that beliefs can be measured, that 
there are meaningful units of belief, and that two units of belief are more 
than one unit. These are realist assumptions. They are based on the view 
that valid knowledge about beliefs can be gained from empirical research 
in which psychological and social variables (in all their diversity) can 
“really” be captured using categories and scales. Moreover, the role of the 
researcher and his or her beliefs is not reflected upon (e.g., deciding which 
theories are conspiracy theories), the sociocultural and normative context 
in which conspiracies develop and circulate remains unquestioned, and 
there is little interest in the subjective experience of the participants (from 
the lived experience of a conspiracist mindset to that of taking part in a 
study on this topic) or the practical aims conspiracy theories might serve 
(e.g., they may function to create communities, to channel dissatisfaction, 
or to make the inexplicable explicable). Of course, these issues could be 
addressed in additional research, but our point is that the epistemologi-
cal lenses used limits what can be asked and studied. If a psychological 
trait “exists” within the person, then it cannot be, at the same time, stable 
and constantly reconstructed within the ongoing flow of experience. The 
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former view allowed Goertzel to run correlations, the latter might have 
pushed him toward new, phenomenological questions and concerns; both 
these approaches contribute something different and potentially useful.

2.2.2  Epistemological Purism versus Pluralism

A common misconception about epistemology is that researchers neces-
sarily embrace a single theory of knowledge. Continuing the earlier exam-
ple, this would mean that studies of conspiracy beliefs would necessarily 
adopt either a realist epistemology, which claims that beliefs exist within 
the individual mind and can be objectively measured, or a constructionist 
epistemology, which claims that beliefs are constituted through language 
(discourse) and cannot be studied outside of their particular context (e.g., 
Bjerg & Presskorn-Thygesen, 2017). In other words, the realist epistemo-
logical approach focuses our attention primarily on the individual and 
asks what exactly makes them adopt a conspiracist mindset. It thus leads 
to explanations that have to do with particular cognitive styles, personal-
ity structures, and even forms of psychopathology (e.g., paranoia; Imhoff 
& Lamberty, 2018). In contrast, the constructionist epistemology makes 
sense of conspiracies in sociocultural and discursive rather than purely psy-
chological terms. It does not, as such, pathologize conspiracies but tries to 
understand them as forms of meaning-making by individuals who are part 
of communities that foster such forms of knowing; conspiracies become 
efforts “to explain some event or practice by reference to the machinations 
of powerful people” (Vermeule & Sunstein, 2009, p. 205). Can a study 
bridge both epistemological approaches?

Most research, even when grounded primarily in one epistemological 
position, does engage with or at least acknowledge other approaches. In 
an influential paper about misinformation and how it can be corrected, 
Lewandowsky and colleagues (2012) start from the premise that misinfor-
mation and conspiracies originate from a variety of social, cultural, and 
ideological sources such as rumors, works of fiction, and the vested inter-
ests of specific groups in society. The use of new media is also considered, 
especially regarding the transmission of misinformation. This contextual 
approach is complemented by a review of individual-based cognitive fac-
tors that make people resistant to efforts to correct false beliefs. Typical 
psychological processes are discussed in this regard, from the memory for 
misinformation to personal worldviews. It is the latter rather than the for-
mer that offers the basis for final recommendations as to how to fight 
misinformation, online and offline, including through public information 
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campaigns. On the surface, Lewandowsky and colleagues consider, side 
by side, knowledge as socially constructed as well as knowledge as cog-
nitively situated. We could say that their work draws, as such, on mul-
tiple frameworks that span cognitive and social psychology with potential 
interdisciplinary connections, from neuroscience to sociology. Is this also 
an issue of epistemology? Yes, on two levels. From the standpoint of mis-
information and conspiracies as forms of knowing, we are presented with 
different assumptions about the origin, processes, and consequences of 
such beliefs. How these assumptions are prioritized, and, at times, inte-
grated, is reflected in particular in the correctional measures proposed. 
At the level of producing scientific knowledge about misinformation and 
conspiracies through research, epistemology is markedly pragmatist. The 
researchers are concerned by not only how knowledge can lead to changes 
in the world but also how knowledge coming out of different traditions, 
each with its own epistemological underpinnings, can serve this purpose. 

2.2.3  The Limits of Epistemology

Finally, each epistemological stand has its limits and serves some human 
interests better than others (see also Chapters 4 and 8). If we want to edu-
cate individuals separately about misinformation and conspiracy theories, 
then we are best served by understanding their system of beliefs and the 
relatively stable traits and processes that might support a general conspira-
cist mindset. For instance, research by Lewandowsky and colleagues (2013) 
pointed to several predictors of people denying climate change and being 
skeptical of science, all situated at an individual level. In this case, endorse-
ment of free-market economics and belief in other conspiracy theories pre-
dict the rejection of climate science. This is certainly useful to know for 
two reasons: It can help construct a more detailed (psychological) profile 
of those who are likely to uphold and even spread misinformation and can 
guide those who built programs for fighting misinformation. But this kind 
of realist positioning regarding the existence, stability, and measurability 
of psychological traits can easily obscure how people’s conceptions and 
misconceptions are forged through action and interaction. For the latter, 
the problem is less how people are, or how they think, and more what 
kinds of interactional contexts and dialogues they are part of (and there 
is a growing literature on modeling behavioral trajectories online; Cresci 
et al., 2020). In each case, however, the basic assumption is that behind 
either the person or world there is a simple structure that can be revealed in 
patterns and associations (see also Chapter 3). This structure just becomes 
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more complex as we study or understand it further. The effort to still 
reduce it to its essential components is a trademark of positivist science. 
More radical epistemological positions would challenge these assumptions 
and point to a world in flux in which individual or social patterns, if they 
exist, are continuously being reconstructed. Hence, the human interest 
best served here would be to capture evolving complexity. It might lead to 
less tools for practical action, but it is well equipped to help us understand 
phenomena holistically.

In the end, we cannot explain everything with a single epistemology, 
and there is no absolute epistemological standpoint to adopt: They each 
have value when measured against specific human interests and concerns. 
This is not to say that they are all equally useful in practical terms. In 
fact, the pragmatist approach, which we adopt, advocates for pluralism in 
methodological terms, matched by sustained critical reflection.

However, just as epistemologies emerge as tools (see also Chapter 3) 
that can be used to highlight various aspects of a phenomenon – shedding 
light on patterns or their transformation, on individual properties or types 
of dynamic, on similarities or differences – we cannot ignore their conse-
quences, some of which are intended, some of which are not. Positivist 
science can be reductionist and exclude marginal positions from its under-
standing of reality. In contrast, constructionism points to the coconstruc-
tion of psychological and social phenomena in the course of action. The 
postmodern embracing of the latter takes us further and can be used to 
question whether a stable single reality exists. And it is precisely this last, 
radically relativist, epistemology that is often blamed for the current post-
truth climate. As such, in order to grasp the limits of different episte-
mological standpoints, we need to take yet another detour through the 
context that made “post-truth” the word of the year in 2016 and a major 
nuisance since. 

2.3  The “Death” of Truth?

It was Aristotle who offered us one of the most straightforward definitions 
of truth, when he wrote: “To say of what is that it is not, or of what is 
not that it is, is false, while to say of what is that it is, and of what is not 
that it is not, is true” (Baggini, 2017, p. 4). The correspondence between 
the meaning of a statement and the events in the world that correspond 
to this meaning has been used through the centuries to distinguish valid 
knowledge from lies and misinformation. But, as with all things related to 
knowing, its power is derived from adopting a particular epistemological 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


34	 Epistemology: How We Know

standpoint, in this case, a realist one that satisfies three basic precondi-
tions: (1) Language as a medium for expressing thought carries meanings 
that can be decoded unambiguously; (2) we can perceive “correctly” events 
in the world and construct mental images that we then compare with the 
(unambiguous) meaning of statements about the world; and (3) our state-
ments are separate from the world and can more or less mirror the world 
(see also Chapter 3). The devil, for some, is hidden within these claims.

2.3.1  Definitions of Truth

The post-truth era entails attacks on these assumptions. On the one hand, we 
have many examples of denying the veracity of people’s senses, for example, 
in Donald Trump’s (in)famous assertion that he had one of the largest audi-
ences at his inauguration. The very notion of “alternative facts,” uttered in 
this context, delivers a mighty blow to old correspondence theories of truth – 
if everyone can choose what facts they prefer, and if “alternative facts” are 
as socially consequential as “traditional facts,” then the need for a match 
between statements and the world becomes obsolete. This crisis of truth is 
exacerbated by an avalanche of misinformation and outright lies presented on 
social media that, even when not fully trusted, still raise the question of what 
is the case and whether we would ever be able to know it. And then, there 
are attacks addressed to language and its capacity to convey clear and unam-
biguous messages. Trump, again, was a rather skilled participant on Twitter 
who used this platform to make incendiary comments (e.g., saying there were 
“very fine people on both sides” when it came to neo-Nazi demonstrators 
in Charlottesville), often misspelled (e.g., the viral “covfefe”). Without ever 
backtracking or apologizing for his views, when pressed about his intended 
meaning, he would claim that his statements were being misinterpreted, 
especially by the “fake news media.” This tendency to question whether say-
ing something does count as what has been said came to a head during the 
Ukraine inquiry in which the meaning of quid pro quo started to be prob-
lematized to the extent to which conditioning help on the offer of “a favor” 
was no longer irrefutable proof of it. These, and many similar processes in 
our contemporary public sphere, put into question the capacity of language 
to unambiguously mean something about the world and people’s intentions.

Academics and journalists have identified many culprits responsible for 
the crisis of truth. On the one hand, we can point to societal-level phe-
nomena such as the decline of reason, the rise in science denial, and the 
new culture wars (Kakutani, 2018), and, added to this, the quasi-collapse 
of traditional media outlets paired with the low entry costs for unreliable 
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“journalism.” On the other hand, we are directed toward psychological phe-
nomena assumed to be universal in human beings, like the cognitive biases 
that make us sensitive to information confirming our initial beliefs (McIntyre, 
2018). But most commentators agree that a big part of the “blame” is to be 
attributed to social media and their use to create silos and tribes, as well as 
spread fake news and propaganda (Ball, 2017) – although some consider the 
role of social media overestimated (Guess et al., 2018). A new and exciting 
medium that was supposed to democratize our access to information and, 
more importantly, to other people and their view of the world has been 
turned by conspiracists, internet trolls, and malicious bots into a war zone 
in which those who spread misinformation are better equipped and more 
agile than those who want to correct or censor them. As D’Ancona (2017, 
p. 52) aptly noted regarding social media, “never has the old adage that a lie 
can travel halfway around the world while the truth is putting on its shoes 
seemed so timely.” However, one more rather unexpected actor contributes 
to the post-truth climate: academics. Not all academics, to be sure, but those 
in the social sciences and humanities who, inspired by thinkers like Derrida 
and Foucault, have embraced postmodernism and proclaimed it as a new era 
of radical doubt and of dismantling all sorts of hegemonies – among them, 
the hegemonic and seductive power of the single unquestionable truth.

2.3.2  Blaming Postmodernism

The debates about epistemology, which used to inhabit mainly philoso-
phy classes, have spilled into society in post-truth debates and attempts to 
distinguish between accurate and damaging understandings. The debates 
are acute for postmodern readings of truth that relativize it and turn it 
into a matter of discourse and opinion. There are undoubtedly many ver-
sions of postmodernism, and not all of them embrace an extreme form of 
relativism, but on the whole, “postmodernist arguments deny an objec-
tive reality existing independently from human perception, contending 
that knowledge is filtered through the prisms of class, race, gender, and 
other variables” (Kakutani, 2018, p. 47). The simple Aristotelian formula 
is found to be lacking, and any “God’s eye view” that claims objectivity 
is deconstructed. While this sounds like a practice with devastating con-
sequences in our current political climate, it is worth remembering that 
postmodernist thinkers aimed at recognizing multiple forms of knowing 
and at empowering the oppressed against those who wanted to impose sin-
gular views of the world and, through them, to control their life and expe-
rience (e.g., scientists, clergy, governments). Coming from art, literature, 
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architecture, philosophy, sociology, and psychology, the promoters of this 
position often embraced the epistemology of social constructionism (e.g., 
Berger & Luckmann, 1967). This allowed them to advocate for more plu-
ralist societies in which the working of power is exposed and its bases in 
predetermined ideas of goodness, beauty, and truth constantly questioned.

The academics who contributed to postmodernism in the 1980s and 1990s, 
mostly left-wing intellectuals who had hoped to build more egalitarian and 
diverse communities, could hardly have imagined that their epistemological 
arguments would be used in the early twenty-first century by far-right com-
mentators and conservative politicians to destabilize consensus, radicalize 
individuals and groups and brand anything that does not conform to their 
worldview as “fake news.” Beyond the act of lying, which still needs the 
acknowledgment of truth to subvert it, post-truth social actors question the 
very existence of truth and turn it into a matter of perspective. What counts as 
truthful depends, as the postmodernists argued, on who makes the truth claim, 
and in polarized societies, this means that disregarding truths that make one 
uncomfortable becomes as easy as promoting one’s own truth, even if devoid 
of evidence. This formula was used to, paradoxically, ensure that the oppres-
sors remain in power. As McIntyre (2018, p. 145) laments, “what a complete 
misfire of the original politics that motivated postmodernism, which was to 
protect the poor and vulnerable from being exploited by those in authority.”

What is the way forward? Fortunately, we have entered a period of sus-
tained reflection, in academia and society at large, about what counts as 
truth and how we build common ground based on evidence. The current 
challenge is to understand the radical critique posed by postmodernism 
and recover the positive aspects of its practices of deconstruction – for 
example, the ability to criticize the operation of power – without falling 
back on simple (and often simplistic) positivist criteria for what counts as 
valid knowledge. We need, as Caputo (2016, p. 9) proposes, to “defend 
the plurivocality, ambiguity and non-programmability of truth while also 
defending the right to say that some things are not just different, they’re 
wrong.” To reach this desired state, however, we need to come back to 
epistemology and understand the positions in more depth with their 
advantages, limitations, and possibilities for research.

2.4  Mapping Epistemological Positions

We started by noting that epistemology concerns the theory of knowledge 
and, as such, has significant consequences for empirical research, first and 
foremost, by addressing the possibility of gaining valid knowledge and, 
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second, by offering criteria for it. But “what constitutes valid knowledge” 
is not the only focus of epistemology. In fact, while the issue of ontology, 
or the theory of the world as is, tends to be kept separate from the episte-
mological – in that one can make epistemological claims without making 
ontological claims, and vice versa – the two commonly build on each other 
(Al-Ababneh, 2020). After all, how can we claim the world is “knowable” 
if we do not have a theory of what the world is and of our place within it?

In this section, we will review some key epistemological positions (see 
Figure 2.1) above and beyond realism and positivism, as markers of moder-
nity, and constructionism and relativism, as markers of postmodernism 
(our definition of these positions is based on Blackburn, 2005). When we 
think about epistemology in its relation to ontology and, as we shall see 
later in the book, to ethics, we notice various questions that are fundamen-
tal for research. Key among them are:

	1.	 What is the nature of reality? And in what sense does it exist?
	2.	 What governs the world and nature? Are there universal laws behind 

them?
	3.	 What types of truths are we looking for?
	4.	 How do we reach valid or truthful knowledge?

While the great bulk of empirical research does not set out to directly 
answer these questions, all research is premised on a specific understand-
ing of each of them. Returning to the case of studies of misinformation 
and conspiracy theories, most of the research mentioned earlier starts from 
the assumption that there is indeed a reality “out there” against which 
truth claims can be judged. How could we otherwise distinguish informa-
tion from misinformation? It also assumes that there are patterns behind 
the generation or spread of (mis)information and, in fact, this is often 
what empirical studies aim to explain (e.g., how personality traits or sets 
of beliefs, social interactions, and wider ideologies give the phenomenon a 
certain regularity). The truth looked for is often that of “objective” fact – 
pitted against the assumed lack of objectivity of conspiracist beliefs – and 
this truth can be discovered only empirically.

Before discussing the details of each epistemological concern, the posi-
tions associated with it, and their implications for research, it is important 
to note that the “map” included in the figure does not aim to be exhaustive 
(for a more in-depth discussion of the metaphor of maps, see Chapter 3). 
Each epistemological standpoint tends to have a great degree of complex-
ity and also a long history of debate in philosophy and in science, a kind 
of richness that is necessarily simplified in this section. Not only is it the 
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Figure 2.1  Mapping epistemological positions and the relations between them
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case that new positions could be added to it but the schema could poten-
tially be reorganized when considered from new angles (e.g., through the 
lenses of other questions). This particular representation does, however, 
have a few advantages. First of all, it covers considerable epistemological 
ground, highlighting what is usually depicted as a “fight” between realists 
and idealists or relativists, between modernity and postmodernity. Second, 
it specifies a set of relations between various positions, showing that even 
those orientations that might look like opposites could have some shared 
assumptions or be brought together by a similar view. Finally, this map 
can be used by researchers to reflect on the epistemological (and ontologi-
cal) assumptions embedded in their own studies, helping them find their 
place while, at the same time, considering this place vis-à-vis a broader 
picture.

2.4.1  The Question of Reality

Regarding the question of reality – a key theme in today’s post-truth 
debates – we find two opposing views in the center of Figure 2.1: realism 
and antirealism. As the name suggests, the former recognizes the existence 
of reality, often independent of any perceiver, while the latter makes the 
rather provocative claim that there is no underlying reality to the world, 
often assuming that everything is constructed by the senses and minds of 
individual perceivers. This is, according to Bhaskar (1975), an “epistemo-
logical fallacy”: Just because we cannot know the world as it is, it does 
not logically follow that there is not a world independent of us. While 
it might seem, on the surface, that antirealists would have a hard time 
arguing their case, the “reality” of the matter is much more complex than 
the usual accusation that imagining the world differently will not actually 
change it (e.g., believing the incoming train is not real will not save any-
one from the consequences of the impact). A famous thought experiment, 
sometimes attributed to George Berkeley (Campbell & Cassam, 2014), is 
captured by the following question: “If a tree falls in a forest and no one 
is around to hear it, does it make a sound?” A widely accepted answer is 
that, in fact no, it would not make a sound if there is no (human) ear to 
hear it as a sound. It will produce, however, air vibrations because these 
do not depend on the presence of an observer endowed with the biologi-
cal and psychological mechanisms needed to turn vibrations into sound. 
From a research perspective, this basic epistemological positioning can eas-
ily become problematic, with some researchers studying social phenom-
ena in a realist tradition when they could be better served by a deeper 
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consideration of perceiver-dependency, while others are doing the reverse 
(see Parker, 1998). In the concrete field of misinformation research, this 
epistemological dilemma is particularly poignant as it makes the difference 
between, for instance, considering conspiracies as outright dangerous lies 
and as meaning-making mechanisms with some value for the person (as 
misguided as they are).

2.4.2  The Question of Universal Laws

If we can indeed agree that some form of reality does exist, even if it 
is, in the extreme, the psychological reality of the perceiver or thinker 
(Descartes, 1637), then the next epistemological question becomes whether 
it is orderly enough to derive valid knowledge about it. In other words, we 
need to know if the world follows knowable norms and principles. The big 
dichotomy here is that between determinism and accidentalism. The for-
mer claims that the functioning of the world is determined by a variety of 
factors, at least to some extent. In the example of research on misinforma-
tion and conspiracies, these can be psychological traits and mindsets but 
can also be societal norms and patterns of social interaction (and, indeed, 
both these categories are widely studied; D’Ancona, 2017; Lewandowsky 
et al., 2017; McIntyre, 2018). Nonetheless, perhaps it is not universal laws 
that govern the universe but chance, accident, and coincidence. This is 
not an epistemological position often found in scientific research simply 
because science is grounded, to a great extent, in prediction and there 
is no prediction without determinism (Cleland, 2011). And yet, concerns 
specific for accidentalism do come up in scientific research, especially con-
cerning accidents and serendipity, quantum mechanics, and complexity 
theory (especially the idea of sensitivity to initial conditions; Byrne & 
Callaghan, 2013; Guastello et al., 2008). Interestingly, the debate does not 
have to fall back on extreme positions. We can also identify a pluralistic 
epistemological stance according to which reality is rules-based, but these 
rules are multiple (or probabilistic) and knowing them (also) depends on 
the position, in the world, of the perceiver. This is not a stance specific to 
constructionism as much as it is for pragmatism, as we shall see later on.

2.4.3  The Question of Types of Truth

A third epistemological question that gets us close to what we would nor-
mally consider core epistemological issues is what types of truths we are 
looking for. For example, Truth with a capital “T” is timeless, independent 
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of humans, while truth with a lowercase “t” is related to direct observations 
and experiences of the world, dependent thus on humans (and often referred 
to in plural, as truths). Interestingly, as depicted in Figure 2.1, the answers 
to this question cut across the determinism–accidentalism–pluralism and 
even the realism–antirealism divide (leading to the associated risk of not real-
izing that there are still fundamental differences between these approaches). 
Starting from a position similar to antirealism, for which true knowledge is 
either impossible to achieve or illusory, we have traditional skepticism on 
the one hand and pure chaos on the other. The first doubts the possibility 
of ever fully knowing reality while the second challenges the existence of 
any deep-level regularity in the world (an assumption that brings it close 
to accidentalism). It is interesting to note, in this context, that conspiracist 
mentalities are often grounded in skepticism rather than chaos in the sense 
that those who share them do believe that things happen for a reason, even 
when this reason is concealed (hence the connection between paranoia and 
belief in conspiracies; Imhoff & Lamberty, 2018). Idealism and nominalism 
are the other two epistemological positions that point us toward where we 
can find Truth about the world: not as much in what we perceive and do, 
as in what we imagine, think, and talk about. For idealists, the rules that 
govern reality are primarily psychological and symbolic. For nominalists, 
language conventions give substance to our world as human beings (and not 
a set of internal or external rules). These orientations have a lot in common 
with but are different from constructionism, perspectivism, and relativism 
as epistemologies that make truth relative to the context of the observer and 
their perspective (and are commonly seen as the main postmodern culprits 
in the war against Truth; D’Ancona, 2017). In reality, however, not all con-
structionist arguments need to be relativist or antirealist, just as not all per-
spectival philosophies follow an “anything goes” philosophy. What these 
orientations are not, however, is naturalist or physicalist. They are, thus, far 
from the assumption that only materiality really matters and that everything 
that is thought or language can, at best, express what is real and, at worst, 
mislead us about it, but cannot shape or change it (in the way a range of 
other epistemologies, from idealism to constructionism, would claim). And 
these “best” and “worst” scenarios bring us to the final question: If we can 
build knowledge, is this knowledge valid? 

2.4.4  The Question of How We Reach Valid Knowledge

This last question builds on the previous three and, as can be seen in Figure 
2.1, it connects to three main epistemological clusters: the antirealism pole, 
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on the one hand, and the dichotomy between rationalism/intellectualism/
illuminationism and empiricism/positivism, on the other. The first pole 
denies the possibility of knowledge, and as such, it can substantiate con-
spiracist and post-truth views of the world but not scientific research. The 
old-age debate between rationalism and empiricism (see Markie, 2004), 
however, is intrinsically relevant for any discussion of methodology. In 
essence, rationalism and intellectualism postulate the predominant role of 
reason or the intellect when it comes to accumulating knowledge about 
reality while empiricism, as the name suggests, focuses our attention on 
the empirical world and the knowledge we obtain about it from the senses; 
with positivism, there is also the assumption that we can do this with 
a high degree of objectivity. Most research in psychology and the social 
sciences – including misinformation research – builds on empiricist and 
positivist assumptions, above and beyond their naturalist or construc-
tionist inclinations (although this has not been the case historically, see 
Jovanović, 2010). It is, after all, for good reasons that most scientific stud-
ies are said to conduct “empirical” research. This means that, if procedures 
are presented in a systematic and transparent manner, then researchers are 
allowed to claim not only valid but objective knowledge (which means, 
among others, knowledge that could be generalized to multiple contexts, 
independent of the scientists or participants). Rationalism shares, in fact, 
the same drive toward universal claims but places the origin of true knowl-
edge elsewhere, in the workings of rationality. As a consequence, theory-
building takes priority over empirical studies, which can support or refute 
the theory but cannot, in and of themselves, produce knowledge without 
the involvement of reason. At the other end of the spectrum, empiricists 
would aim to take the minds of researchers out of the equation because 
of their intrinsic biases and general fallibility and, instead, let the data or 
evidence “talk.” Is there a different path available – not a middle but a 
third one?

2.5  Epistemological Pragmatism and Methodological  
Pluralism

2.5.1  Weaponizing Doubt

In a landmark book, Conway and Oreskes (2012) describe how a hand-
ful of scientists obscured the truth on issues from tobacco smoke to 
global warming. They documented the successful campaign by tobacco 
companies in the 1950s to plant the seeds of doubt regarding otherwise 
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overwhelming scientific evidence that smoking causes lung diseases. And 
they also showed how the same strategy seems to be helping big polluters 
today to promote climate science skepticism. This strategy, interestingly for 
our discussion of epistemology, has to do with cultivating distrust in the 
scientific consensus. Concretely, in 1954 the Tobacco Industry Research 
Committee was set up as a corporate-sponsored organization aimed not at 
denying scientific research about smoking causing cancer but at contesting 
the idea of a unified scientific view. It did so by foregrounding the voices 
of a few fringe scientists who questioned the mounting evidence. In other 
words, their aim was to foster doubt about consensual scientific facts and 
create a false equivalence between scientists who linked tobacco use with 
lung cancer and those who did not. In the words of D’Anconda (2017, p. 
42), “the objective was not academic victory but popular confusion” – and 
it worked for many years, until in 1998 the Tobacco Institute and the 
Council for Tobacco Research were closed as part of the master settlement 
between tobacco giants and the attorneys general of forty-six US states 
who raised legal charges against this practice.

The intellectual legacy of this initiative to sow doubt continues, and 
it remains potent within today’s post-truth climate. A big part of this 
potency comes from the fact that doubt has a vital role to play in the con-
struction of knowledge according to multiple epistemological positions. It 
is not only the foundation of skepticism but a core principle of positivist 
science, based on the Popperian theory of falsification or the idea that all 
knowledge is provisional and in need of further testing. Doubt is also a 
central value within constructionism and postmodern critique, interested 
first and foremost in empowering “marginal” voices and questioning hege-
monic ones; after all, how else would we question taken-for-granted scien-
tific knowledge and the invisible relations of power embedded within it? 
Its power is reduced only when we start asking what is the pragmatic con-
sequence of specifically doubting the scientific consensus about tobacco 
use or, more recently, climate change? By focusing on what this practice 
achieves, and whom it benefits, we can start questioning doubt itself. 

2.5.2  The Pragmatist Position

This focus on consequences is specific to pragmatism, an epistemological 
position that cuts across many of the dichotomies mapped in Figure 2.1. 
One important conclusion from that illustration was that epistemologi-
cal positions cannot be reduced to a simple antinomy between realism/
naturalism/positivism, on the one hand, and constructionism/relativism/
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postmodernism, on the other. Not only is it the case that these “poles” 
are less unitary than usually thought (e.g., realism is not the same as natu-
ralism, and constructionists are not all extreme relativists), but their spe-
cific suborientations might answer different epistemological questions or 
answer the same question differently. What sets pragmatism apart when 
it comes to both realism and constructionism is its nonfundamentalist 
approach to ontology and epistemology. Instead of coming up with pre-
conceived assumptions about how the world is or trying to build knowl-
edge based on “first principles” (e.g., all derived from reason or the senses), 
pragmatists start from the here and now of the problem at hand and are 
ready to work with whatever can solve or shed light on it. Instead of uni-
versal principles that guide exploration, we are left with practical action. 
Instead of abstractions, what is foregrounded is experience. This position 
has, thus, some interesting implications for epistemology and especially 
epistemological purism. Rather than attempting to always be consistent in 
terms of one’s predetermined principles, blinded to what is going on by 
our commitments, we are welcome to draw on whatever we can – includ-
ing any helpful epistemological resources – in order to deal with the issue 
at hand (in our example, misinformation and conspiracy theories). In 
many ways, pragmatism gives researchers “permission” to be less episte-
mologically consistent and, instead, utilize any methods that contribute to 
the issue at hand (see also Seale, 1999).

Pragmatism engages with all the four questions outlined earlier (the 
start of Section 2.4) and, at the same time, offers answers that show some 
variability across pragmatists. Charles Sanders Peirce’s (1955) work, for 
instance, engaged with the issue of determinism by reacting against it and 
claiming, in particular, that instead of reinforcing deterministic laws sci-
ence brings evidence against them. In the pragmatist tradition, his focus 
was on the actual practices of scientists rather than convenient post hoc 
accounts. As he noted, the more we refine our methodological tools, the 
more we notice differences and variations rather than uniformity in nature. 
William James (1912) complemented this view with his emphasis on plu-
ralism, or the idea that we can never build knowledge that can account 
for everything in the world, and that there will always be room for new 
perspectives and new forms of understanding (Goodman, 2012). This is yet 
another challenge to deterministic accounts of reality that tend to describe 
it in absolute or universal terms. By focusing on human action and experi-
ence, pragmatists are well equipped to question the easy assumptions that 
reality exists “out there” or is created “inside” by the individual mind. Or 
that our knowledge of the world is either objective or subjective. In fact, 
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a fundamental tenet of pragmatism is the effort to overcome all sorts of 
dualisms, a theme especially evident in John Dewey’s (1917) writing.

2.5.3  Beyond Realism and Relativism

One of the most problematic dualisms to transcend is between positivist 
and postmodern approaches to science, truth, and knowledge. This ten-
sion, exploited by different actors within the current social and political 
context, is generated by the difficulty in bringing together a realist and a 
perspectival account – in other words, the idea that reality “exists” and 
can be known through the “right” perspective and the notion that every-
thing we know is a perspective, nothing else, and that perspectives are all 
equally valid. Finding a way out of this particular dualism would go a long 
way when it comes to the current post-truth debate, in which one side 
claims that their “truth” is as good as anyone else’s while another insists 
that every issue can be solved by applying Aristotle’s old correspondence 
theory – if knowledge does not correspond to what is the case, then it is 
false. Unfortunately, as the current crisis demonstrates, things are more 
complicated than this. Not every perspective is correct, that is certain, but 
neither can we easily dismiss the power of perspectives to “create” reality. 
Pragmatism makes a valuable contribution to this debate given its deep 
connections to realism and perspectivism and its emphasis on the conse-
quences of developing specific perspectives in and on the world. In fact, 
this epistemological position has been described in the past as embrac-
ing “perspectival realism” (e.g., in relation to the work of George Herbert 
Mead; Martin, 2006), a view according to which perspectives are not 
solipsistic mental constructions but real action-based relations (Gillespie, 
2004, 2005a). This makes them neither subjective nor objective but inter-
subjective and, as such, is a way of recognizing the contribution of exter-
nal reality to the construction of the person, and vice versa. Moreover, 
there is a recognition of the fact that perspectives not only grow out of 
a shared world but they also adapt us to it. In other words, far from an 
“anything goes” approach, which perspectival and postmodernist accounts 
are accused of, a pragmatist standpoint invites us to consider what per-
spectives do, namely, what consequences they have for self and others. 
The truth value of a specific body of knowledge can be established not by 
considering the person, the knowledge, or external reality in isolation but 
by analyzing how they shape each other.

Pragmatism can help us avoid the pitfalls of both positivism and rela-
tivism and, in fact, gain from their strengths. Pragmatist researchers are 
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concerned with reality, first, as the background against which positions 
and perspectives are formed and transformed and, second, as the world in 
which those positions and perspectives exist. Pragmatism is also interested 
in the power of particular perspectives to change how we understand our 
reality. This process of transformation, especially its consequences, is fun-
damental. Pragmatist perspectives are part of nature, and they can change 
nature; changing perspectives are part of reality itself evolving. They 
involve a commitment to understanding the phenomena under study in a 
developmental and systemic manner, and the knowledge we derive about 
them as reflecting intersubjective perspectives forged at the person–world 
encounter. 

To capture this dynamic reality, we need methodological pluralism, as no 
single method or body of data could account for differences in perspective 
and the study of human action. The rather monological focus of positiv-
ism on using the experimental method is certainly reductive, and so is the 
discursive nature of the method of postmodern deconstruction. The first 
assumes our ability to step outside our experience and develop “objective” 
perspectives on the world that come from no particular position within it 
(God’s point of view). The second, on the contrary, denies the possibility 
of even approximating a “true” perspective and, instead, embraces a frag-
mented and multiple understanding of knowledge. This epistemological 
and methodological gap can be bridged only by acknowledging the fact that 
research itself is a form of human activity that contributes to constructing 
new perspectives on (and in) the world and that this process is both creative 
and emergent, and one that is constrained by material and social demands, 
including by the perspectives of others. What comes to be recognized as 
a “true” perspective depends on the interplay between all these factors – 
including the resistance of reality to our attempts to construct it according 
to our intention – and is best evaluated – epistemologically and ethically – 
in terms of the actions in the world it engenders. 

2.6  The Consequences of Pragmatism

We started this chapter by examining the post-truth climate that has 
marked the social and political landscape of several nations, includ-
ing the United States, the United Kingdom, Brazil, Myanmar, and the 
Philippines. This societal context is relevant for a discussion of epistemol-
ogy for several reasons. First, epistemological attacks on the Aristotelian 
notion of truth, amounted primarily by constructionists, relativists, and 
postmodernists, are claimed to have laid some of the ground for the 
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current crisis (see Baggini, 2017; McIntyre, 2018). Second, the fact that 
belief in misinformation and conspiracy theories tends to correlate with 
anti-science sentiment (Prasad, 2022) has led to a backlash against these 
epistemological standpoints and an attempt to reinstate naïvely positivist 
notions of Truth. Third, and related to the points above, these tensions 
have direct consequences for methodology and research as a construction-
ist account of conspiracy theories, for instance, will be different than a 
positivist one. The latter is much more common in the existing literature, 
at least in psychology, than the former. This begs the question of how 
we can consider, in both research and in society, the issue of truth and 
valid knowledge in more complex terms, moving away from the simplistic 
opposition between “anything goes” and “nobody can argue against facts.”

What we advance in this chapter is the proposal that adopting a prag-
matist epistemological standpoint might take us a long way, in science 
and public debates, toward a nuanced view of knowledge and truth. For 
pragmatists like James, Peirce, Dewey, and Mead, the value of knowledge 
is established in action on the world and coordinating our actions with 
those of others. By trying to build a bridge between realism and perspec-
tivism and promoting antideterministic and pluralist views that allow for 
human agency, pragmatist thinkers help us address the post-truth debate 
in new ways. Instead of looking to legitimize specific perspectives (e.g., 
scientific, political, conspiracist) as universally valid, it invites us to reflect 
on their practical and ethical values in the way they are used in practice 
and in terms of their consequences. It can be assumed, in this regard, that 
perspectives associated with misinformation fail the pragmatist test by fail-
ing to explain the patterns in the data, benefiting some groups but disad-
vantaging many others, including creating a divided and polarized society 
that is to the detriment of everyone (Chambers, 2021). Also noteworthy, 
from a pragmatist standpoint, to research misinformation and conspira-
cies, is to study the variety of perspectives associated with them and try 
to understand their origin, function, and relation to other perspectives. It 
is a common misconception, especially in public debates, to assume that 
understanding a perspective means either accepting it or agreeing with 
it – in fact, it means only to understand it in its proper context and across 
time, in a developmental manner.

These key markers of a pragmatist epistemology – contextualization, 
developmentalism, perspectival realism – guide us in writing the pres-
ent book on methodology. Arguably, the most consequential implication 
of pragmatism for methodology is to avoid analytical reductionism and 
methodological fixedness. The first refers to an attempt to reduce complex 
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phenomena to simple processes, particularly psychological ones, cut away 
from their social, political, and material embedding. In the case of post-
truth, this is reflected in studies that focus on cognitive or clinical variables 
without any effort to connect these back to the fields of action and interac-
tion that support them. And this analytical separation becomes easier to 
operate when one’s epistemology favors methodological fixedness, which 
is the assumption that a given question (e.g., about cognitive processing of 
information) can be meaningfully answered with the help of a given type 
of data (e.g., psychometric tests) and the use of a narrow range of methods 
(surveys, experiments, or interviews). Pragmatism breaks away from these 
common practices by welcoming plurality regarding theoretical perspec-
tives, datasets, data collection tools, analytical methods, and human inter-
ests. The subsequent chapters will explore each of these in turn.
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c h a p t e r  3

Theory
What We Know

We carve out groups of stars in the heavens, and call them constel-
lations, and the stars patiently suffer us to do so – tho if they knew 
what we were doing, some of them might feel much surprised at the 
partners we had given them … What shall we call a thing anyhow? 
It seems quite arbitrary, for we carve out everything, just as we carve 
out constellations, to suit our human purposes.

(James, 1907, p. 106)

This chapter develops our second pragmatist proposal that theories are 
tools for action. These tools, instead of mirroring the world, are part of the 
world. This idea is an alternative to realism on the one hand and relativ-
ism on the other. For realists, theories pertain to timeless objective Truths 
that are independent of human observers and exist behind the buzzing 
confusion of experience. For relativists, theories are inescapably subjec-
tive, bound to human experience and culture. The pragmatist alternative 
bypasses the subjective–objective dualism and instead focuses on human 
activity: What does the theory enable us to do?

The term “theory”’ is used in various senses (Abend, 2008). Sometimes it 
is used loosely to refer to the work of great thinkers, to fundamental debates, 
or to have an observational stance; these are not our focus. We aim to 
conceptualize narrower theories, that is, theories about a specific phenom-
enon. People with realist tendencies tend to define such theory in terms of 
propositions about relationships, often causal, between variables that mir-
ror Reality. People with relativist tendencies tend to define these theories 
in terms of interpretations, discourses, and ways of seeing. Pragmatism, 
in contrast, defines theories as semiotic tools crafted (e.g., using common 
sense, trial and error, or scientific methods) to identify regularities in our 
interaction with the world that reduce surprise and enable future action.

Pragmatists criticize realism for associating theory entirely with the 
object, arguing that a theory completely independent of humans would be 
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incomprehensible and useless. Pragmatists criticize relativism for associat-
ing theory entirely with the subject, arguing that this leads to impotent 
skepticism that fails to take a critical stance on the consequences of knowl-
edge. The pragmatist alternative aims to overcome Descartes’ dualism (see 
Chapter 1) by focusing on the relation between the subject (person) and 
object (world). From this standpoint, theories are simultaneously con-
sequential and historical; they capture regularities in our relation to the 
world, but they are also shaped by human interests.

This chapter reviews realist, relativist, and pragmatist approaches to 
theory. Our focus is on the pragmatist idea that theories are not “mir-
rors” of the world but tools in the world that empower (or disempower) 
human activity. We illustrate this pragmatist approach to theory in cre-
ativity research to show how various theories open different lines of action 
(e.g., for individual agency, environmental support, and social evaluation). 
Overall, we argue that pragmatism focuses on making theories that are 
useful, constructed through disruptive experiences, and evaluated in terms 
of their practical and social consequences.

3.1  A Realist Approach to Theory

Plato’s allegory of the cave vividly captures the idea that “behind” our infi-
nitely particular, fractal, and continually changing experience of the world 
are simple, timeless, and absolute Truths (Reeve, 2004). Plato argued that the 
phenomena we perceive (e.g., horses, tables, and triangles) are akin to mere 
shadows projected onto a cave wall by a fire. Knowledge, he argued, entails 
going beyond these shimmering two-dimensional shadows to understand 
the stable three-dimensional sources. Behind the diversity of horses that one 
perceives, Plato argued, there is a single Ideal Form of a horse, the essence of 
a horse, which is valid for all horses and which is the source of all manifest 
horses. This idea was appealing because it reduced the blooming buzzing con-
fusion of empirical experience to a smaller set of Ideal Forms that were True 
and timeless and, thus, a seductively solid foundation for knowledge.

Archimedes, that he might transport the entire globe from the place it occu-
pied to another, demanded only a point that was firm and immovable; 
so, also, I shall be entitled to entertain the highest expectations, if I am 
fortunate enough to discover only one thing that is certain and indubitable. 
(Descartes, 1641, p. 85)

Descartes (1641) found unshakable truth in rationality, logic, and mathe-
matics; geometry was akin to operating with Ideal Forms directly. Descartes 
speculated that all perceptual experiences are potentially illusionary, such 
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as when dreaming or hallucinating (Gillespie, 2006a). Imagining an all-
powerful daemon manipulating his perceptions, Descartes retreated into 
thought and famously realized that the only thing he could not doubt 
was his doubting. This Truth, contained within thought itself, became 
his immovable point. Rebuilding his knowledge on this foundation led 
him to privilege rational thought, especially mathematics. For example, 
the mathematical structure of a triangle (e.g., that all angle sum to 180 
degrees) is true independent of any empirical manifestation of a triangle. 
Indeed, perfect triangles do not exist empirically (each actualization is only 
an approximation), yet the rational truth is timeless.

In contrast to Descartes’ rationalism, empiricism (see Chapter 2) argues 
that experience is the only reliable source of knowledge and that rational 
ideas are merely derivative of sensory experience (e.g., the rational idea of a 
perfect triangle is a generalization of the experience of triangles). In its most 
extreme variations, empiricism implies that humans are born tabula rasa, 
as “white paper, void of all characters, without any ideas” (Locke, 1847, 
p. 104). The human mind, reason, and logic develop through experience; 
thus, rather than being secondary, experience is the sole pathway to Truth. 
The problem, however, is that experiences can be deceptive (refraction, 
optical illusions, and hallucinations). Accordingly, the scientific method is 
a collection of techniques (e.g., for gathering data, testing hypotheses, and 
making inferences) that aims to separate objective and subjective elements 
of experience. To this end, Popper (1934) argued, theories need to be falsi-
fiable, that is, stated in ways that observations can contradict. Theories that 
observations cannot refute, Popper argued, were unfalsifiable and thus not 
scientific theories.

Limiting theories to falsifiable statements about the world limits the 
scope of science and potentially fails to take account of underlying mecha-
nisms. Critical realism (Bhaskar, 1975) presents a broader vision of science: 
It distinguishes between “observations” and the “Real” world beyond 
observations. The Real exists independently of observations and theories. 
The problem is that our observations are shaped not only by the Real but 
also by our expectations. That is to say, only observations, not Reality, are 
tainted by humanity. Relativism, Bhaskar (1975) argues, makes an epis-
temic fallacy: Limitations of our epistemology (uncertain observation) are 
overextended into a limitation of ontology (uncertain Reality). According 
to critical realism, epistemology is limited, but it does not follow that there 
is no Real ontology to the world; it just means that we have limited access 
to it. Critical realism aims to reconstruct the world beyond observations 
that is independent of humans from the traces it leaves in our observations.
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However, critical realism is not just about “realism” but also about being 
“critical.” The problem is that social critique is normative (i.e., cultural, 
historical). Hammersley (2002) doubts that critical realism can derive 
what should be based on what is (i.e., deriving “ought” from “is”). There 
is nothing in Reality that implies social critique; it just is. In contrast, 
pragmatism can more easily introduce the critical and normative aspect 
of “ought” because it incorporates human interests from the outset. That 
is to say, by starting with the impact of knowledge on people and guided 
by human interests of fairness and liberty, critical judgment follows easily.

Contemporary realists are rarely naïve, in the sense of failing to dis-
tinguish their theories from Reality. Few openly state, with complete 
confidence, that their theories capture timeless and universal Truths. The 
cautious scientist knows that measures are “constructs” in researchers’ 
minds. The subtle statistician understands that averages, standard devia-
tions, and latent variables are not “behind” the diversity of datapoints 
but are strategies for researchers to simplify the complexity of empirical 
observations.

However, in practice, the language of research often slides into naïve real-
ism. Theories are routinely defined in terms of things-in-themselves, not 
observations. For example, Corley and Gioia (2011, p. 12) define a theory 
as “a statement of concepts and their interrelationships that shows how 
and/or why a phenomenon occurs.” Thus the “constructs” slide from being 
relational (between researchers and the world) to being independent of the 
research process (about the phenomena itself). The researchers, who are sen-
semaking about their observations and experiments, are effectively erased 
from the theories they produce. At a statistical level, the averages and latent 
variables that simplify complex data may not describe anyone in particular, 
yet they substitute for the phenomenon itself (Fisher et al., 2018). Seduced 
by the certainty of infallibility and and the completeness of formal unity, 
cautious claims grounded in contextual observations give way to an impe-
rialistic attitude that overextends itself, is found wanting, and thus weakens 
science and, ironically, opens the door to relativism (Midgley, 2003).

3.2  A Relativist Approach to Theory

The relativist approach to theory is a radicalization of the skeptical argu-
ment against realism. Ancient Greek skeptics argued that all knowledge is 
inescapably a human product. Pyrrho, probably influenced by Buddhism 
(Beckwith, 2017), argued that certainty was self-evidently impossible 
because people disagree about things, things change over time, and all 
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observations depend upon assumptions shaped by custom. There are six 
refinements of these classical skeptical arguments.

First, Darwin’s (1859) publication of Origin of Species bolstered the cri-
tique against timeless Truths. While Darwin’s contribution is primarily 
to biology, Dewey (1910b) argues that he also made a fundamental con-
tribution to philosophy. Species were prototypical Ideal Forms, especially 
humans (e.g., made in the image of God). Darwin demonstrated that spe-
cies change and evolve. This undermined the idea that each species was “of 
a type” that was clear and distinct (i.e., if horses were evolving, there could 
not be an Ideal Form of a horse). Darwin, as read by Dewey, inverted the 
realist hierarchy. The blooming variability is not noise secondary to Truth, 
to be stripped out; variability and noise are the truths of evolution.

Second, studies of the history of science also undermine the idea of 
timeless Truths. Science does not progress uniformly; there are moments 
of revolution when there is a paradigm shift, and what was once taken 
for granted becomes questioned (Kuhn, 1962). Gravity was conceptualized 
by Aristotle as the tendency for objects to return to their origin, Newton 
as the gravitational force, and Einstein as a bending of spacetime. This 
historicity is even more evident in the social sciences. Theories about men-
tal illness and criminality have changed hugely, shaped by shifting power 
relations (Foucault, 1973, 1975). Scientific racism, widespread in the early 
twentieth century, used ideas from physical anthropology, psychometrics, 
and genetics to create a hierarchy of discrete races that justified colonial-
ism (Said, 1978). These theories, now debunked (Gould, 1981), reveal the 
historicity of truths and also the role of human interests and politics in 
shaping any so-called Truth.

Third, surveys of scientific progress challenge the reductionists’ dream 
of simplicity “behind” complexity. In contrast, the evidence points to a 
reductionist’s nightmare. Behind ostensibly simple observations is irreduc-
ible, fractal, and spiraling complexity (Stewart & Cohen, 1997). Although 
there have been some remarkable successes in finding patterns behind com-
plexity (e.g., Darwin’s theory of evolution by natural selection, Einstein’s 
general theory of relativity, and Crick and Watson’s description of the 
double helix), there have also been many domains of escalating complexity. 
With telescopes and microscopes, the more we zoom in and out, the more 
complexity we discover. The microscope finds a universe within a drop 
of pond water. Consider the growth of knowledge in encyclopedias. The 
Urra=hubullu, created in Babylonia in the late first millennium BC, com-
prised twenty-four clay tablets. Pliny the Elder’s Natural History, created 
in Italy in AD 79, synthesized 2,000 works and 20,000 facts into 400,000 
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pages. The Encyclopedia Britannica has about forty million words, and 
Wikipedia has about four billion words in English. Philosophy spawned 
moral philosophy and natural philosophy, which spawned a growing list 
of disciplines with countless subdisciplines (Abbott, 2000). Encyclopedias 
are not shrinking. Disciplines are not concluding. In short, knowledge is 
not getting simpler; it is getting ever more complex, subtle, and intricate – 
especially in the human sciences.

Fourth, theories are necessarily incomplete. There is always a gap 
between our theories and the world. Imagine the innumerable interactions 
of a rock rolling down a hill, tumbling on scree, bumping into larger rocks, 
and brushing tufts of grass. What simplicity could lie behind it? One could 
try to model the interactions mathematically, but the number of variables 
and complexity of the interactions would rapidly spiral out of control. 
While the first few milliseconds of the tumbling rock could be modeled, 
the rock and the model will diverge over time. Sensitivity to initial condi-
tions makes precise prediction impossible; thus, we rely upon incomplete 
probabilistic models (Yao & Tong, 1994). Quite likely, the rock rolling 
down the hill is the most accurate representation of itself; arguably, no 
simpler but equally accurate version can be made. Extrapolating, it is likely 
that the most simple and accurate model of the world is the world itself.

Fifth, theories are not the phenomena they describe. Imagine that one 
did create a perfect model of the rock rolling down the hill – a quan-
tum computer simulation, instantiated in millions of lines of code, with 
an unmanageable number of unfeasibly precise measurements setting up 
the initial conditions. This algorithm, however, is quite different from the 
rock. It would be absurd to suggest that the rock is doing mathematics 
while rolling down the hill. The rock is just doing its thing; the mathema-
ticians, modeling the rock, are just doing their thing. The description is 
not the thing (Deacon, 2011). Equally, the description of a distribution 
(e.g., a mean or standard deviation) is not the population, and to reify the 
numeric mean above the distribution itself is an unhelpful inversion. The 
seductive temptation is to view statistical descriptions as akin to Plato’s 
Ideal Forms – the underlying Truth that generate the messy data. But 
these statistical techniques reduce diversity and risk creating nonexistent 
phenomena. On average, people drive near the middle of the road, raise 
1.25 children, and have one testicle. While these maybe useful simplifica-
tions, they are not Reality. The actual mean often does not exist; only 
context-bound ideographic cases exist (Hayes et al., 2019; Valsiner, 1998). 
Nevertheless, it is common for researchers to build their models using 
means and latent variables, created at the level of groups, and assume these 
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apply to individuals (Fisher et al., 2018). This can lead to theories that 
work statistically but are disconnected from what is actually going on.

Finally, theories are additions to the world. Not only are theories, or 
any descriptions, not the phenomena that they describe but they are also 
new phenomena in the world (that need new descriptions). Instead of 
describing the world, a new theory is a growth in the world that makes the 
world more complex. New theories are not mere descriptions; they have 
consequences and interact with other aspects of the world. Sometimes 
these consequences are limited to academia (e.g., getting articles pub-
lished, securing tenure), and other times these consequences impact soci-
ety (e.g., ideas about feminism, persuasion, nudging). These consequences 
are independent of the veracity of theories. For example, classifying mental 
illnesses has proved challenging due to the paucity of pure cases and the 
bewildering diversity of presentations (Hayes & Hofmann, 2020), leading 
to ongoing debates about criteria. However, despite the manifest failure 
to uncover the simplicity behind the symptoms, these criteria have been 
consequential. These criteria organize who receives what treatments (Rose, 
1998). Based on criteria that now seem historically peculiar, people were 
medicated, incarcerated, and subjected to harmful procedures (Foucault, 
1973). Thus, these criteria do not pull back the veil on Reality; rather, they 
expand upon reality, adding another layer of meanings through which 
actions are guided.

These six skeptical arguments, among others, have led some research-
ers toward a relativist stance. This stance focuses on how knowledge is 
created through social interactions, how knowledge changes over time, 
the effects of knowledge, and how knowledge can benefit some groups 
to the detriment of others. These approaches encompass a wide variety 
of ways of thinking about reality (the everyday truths of practice) and 
Reality (timeless truths), but they are broadly described as “construction-
ist” (Hacking, 1999). These approaches do not necessarily reject Reality, 
but they do bracket it aside as unhelpful when analyzing how knowledge is 
actually constructed. A degree of relativism, they argue, is useful for critical 
projects that aim to uncover ideology within what is taken for granted as 
Real (see the discussion of postmodernism in Chapter 2).

The problem with relativism in general, and postmodernism in particular, 
is the tendency to go from the epistemological limitation (we encounter the 
world only through our experience) to the ontological limitation (the epis-
temic fallacy; Bhaskar, 1975) or even to an epistemological helplessness and 
skepticism (we cannot know anything about the world). Being unable to 
know the world as it is does not mean that all knowledge is equally subjective; 
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it just means that all knowledge is limited. Ignoring this subtlety and adopt-
ing an extreme relativist position has two problematic consequences.

First, extreme relativism implies that evaluating the quality of knowledge 
is impossible. Knowledge only ever expresses something about its producer 
and can only be valued as such. On the one hand, this renders method-
ology meaningless. Why attempt to systematize and improve knowledge 
production if there are no criteria for quality? On the other hand, assessing 
the quality of research becomes impossible. Without asserting the quality 
of some research over others, the entire operation of science dissolves; any 
discomforting finding can be dismissed as mere interpretation. In contrast, 
from a pragmatist standpoint, the historical record provides data, or facts, 
that cannot be dismissed and that any theory needs to account for.

Second, extreme relativism can neuter the critique. While it is often 
ethical and valuable to give voice to marginalized perspectives (e.g., minor-
ities, patients, children), it does not follow that all marginalized voices 
are equally valid. Should we be tolerant of intolerant views (Verkuyten, 
2022)? Sometimes marginal voices want to impose upon others, spread 
ideology, or rewrite history. Are conspiracy theories (see Chapter 2) about 
stolen elections, climate change, and the Holocaust as valid as evidence-
based views? Relativism not only has trouble countering such views but 
can even contribute to them (Wight, 2018). In contrast, from a pragmatist 
standpoint, such conspiracy theories are dangerous and can verifiably lead 
to undesirable consequences.

Relativism causes problems both within the academy and beyond. 
Although relativism is often the paradigm of choice for critical researchers, 
ironically, it can undermine the potential of critique by making it difficult 
for good research to gain traction and easy for it to be dismissed. Beyond the 
academy, relativism can be used to undermine coordination on collective 
issues, such as health, inequality, and climate change (Conway & Oreskes, 
2012). It enables dismissing disruptive facts as “fake news” countered with 
“alternative facts” (Cooke, 2017; Gillespie, 2020b). Even without refuting 
rigorous knowledge, merely sowing doubt and confusion undermines our 
capacity to address problems of common concern (Conway & Oreskes, 
2012). However, naïvely asserting realism risks exacerbating skepticism 
because science is fallible and filled with human interests. Theories will 
fail and be revised, they will become historical, and they may eventually 
be seen as ideological and thus fodder for post-truth arguments. We need 
to acknowledge the historicity of science while also retaining the ability 
to distinguish between the quality of evidence and theories. To this end, 
pragmatism provides a way forward.
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3.3  A Pragmatist Approach to Theory

Descartes (1641; see Chapter 1) created a dualism between the subjective 
(mind) and the objective (things). This dualism has shaped both realism 
(i.e., objectivism) and relativism (i.e., subjectivism). Realism focuses on the 
object, and tries to exclude anything that is subjective. Relativism focuses 
on the subject, highlighting how it is impossible to escape the human ele-
ment. In contrast to both these approaches, pragmatism focuses on human 
activity as the relation between the subject and the object. Realism locates 
theory “behind” experience, as an explanation for experience. Relativism 
locates theory entirely in the subjective side of experience. Pragmatism 
locates theory in the subject–object relationship: Theory is the means 
through which the subject interacts with the object. For pragmatism, a 
good theory enables action vis-à-vis the object by reducing unexpected 
consequences.

James (1907) criticizes the realist position for taking words, which are 
tools for socially coordinating in relation to objects, and then imputing 
them behind the object as an explanation of the object. Realism, he writes, 
entails

taking the mere name and nature of a fact and clapping it behind the fact 
as a duplicate entity to make it possible … But this is like saying that cya-
nide of potassium kills because it is a ‘poison,’ or that it is so cold to-night 
because it is ‘winter,’ or that we have five fingers because we are ‘penta-
dactyls.’ These are but names for the facts, taken from the facts, and then 
treated as previous and explanatory. (James, 1907, p. 263)

The words “poison,” “pentadactyl,” and “winter” describe observations; 
thus, they cannot be explanations for those observations. However, this is 
not to say that these words are all “in the mind.” These terms are useful; 
they enable action, coordinate interaction, and can reduce surprise. For 
example, the term “winter” is useful in Europe to describe the recurring 
pattern of cold weather each year. Although this pattern has held in the 
past, there is no guarantee it will hold in the future (especially with global 
warming) or that a specific date in winter next year will be cold – it might 
not. Nonetheless, the term guides us into the future with sensible expecta-
tions. It is not cold because it is winter; we put away our sunglasses and 
take out our thermals because it is winter.

Our theories, just like our words, are saturated in humanity. “The 
trail of the human serpent,” James (1907, p. 64) writes, is “over every-
thing.” In this sense, pragmatism agrees with relativism but disagrees 
with the conclusion of epistemological despair. Some theories are 
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more effective than others. Some theories advantage certain groups 
more than others. And, some theories, such as pure relativism, can 
actively undermine the possibility of group coordination to address 
issues of common concern. Accordingly, despite the challenges, social 
researchers have a responsibility to advance theories that have desirable 
consequences.

The pragmatist critique of naïve realism does not undermine science; 
it protects science. Calling out the overextension of science, along with 
challenging fundamentalist ideas about timeless Truths, is scientific; it 
is removing nonempirical dogma from science. It redirects science away 
from grand metaphysical dramas and toward what it does best: practical 
empirically grounded investigations that incrementally extend humans’ 
capacity to act effectively in an unknown future. The world is messy, and 
science is necessarily complex. Midgley (2003, p. 21) writes that this “com-
plexity is not a scandal.” There is no grand unifying theory that unveils 
simplicity behind complexity. Our theories are context-specific guides to 
action – proliferating in proportion to the increasing number of contexts 
we encounter.

From a pragmatist standpoint, theories are “for humans” and anchored 
in the practical consequences for humans. Theories synthesize previous 
experiences into guides for future action. When pragmatists talk of “facts,” 
they are referring to what has happened (which cannot change despite 
potentially diverse interpretations), not what will happen (which is always 
an expectation). Thus, pragmatism makes a sharp distinction between what 
is in the past (what has happened, independent of current debates) and 
what is in the future (fundamentally uncertain and in the process of being 
created, in part, by humans). The aim of science, and most knowledge cre-
ation, is to equip us better to navigate and shape an undetermined future.

Observations of fact have, therefore, to be accepted as they occur. But 
observed facts relate exclusively to particular circumstances that happened 
to exist when they were observed. They do not relate to any future occasions 
upon which we may be in doubt how we ought to act. They, therefore, do 
not, in themselves, contain any practical knowledge. Such knowledge must 
involve additions to the facts observed. (Peirce, 1955, p. 150)

Theories are a type of practical knowledge that are derivative of the facts 
of prior experience. But, as Peirce writes, these aspects of prior experience 
do not in themselves provide a guide for action; prior experiences need to 
be integrated, synthesized, and packaged into usable knowledge. Theories, 
from a pragmatist standpoint, are this repackaging of past experiences into 
useful guides for the future.
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3.3.1  Theory: A Mirror of Nature?

Metaphors are ubiquitous in scientific theories (Lakoff & Johnson, 1980, 
1999). Key metaphors in the natural sciences include the big bang, super-
string theory, cells, DNA blueprints, and dark matter. Indeed, many 
scientific debates entail a clash between metaphors (Holton, 1975), such 
as whether quanta are “waves” or “particles.” In psychology, metaphors 
are widespread, such as the idea that the mind is like a computer with 
modularity (e.g., long- and short-term memory systems), limited capacity 
processing, and culture being semantic software run on biological hard-
ware (Leary, 1990). At a deeper level, even basic psychological terms are 
grounded in metaphors. Skinner (1989) analyzed the etymology of eighty 
cognitive terms, and in each case, he argued, the terms originated in every-
day human activity. For example, the etymological root of “comprehend” 
is grasp, “agony” is struggle, and “understand” is to stand under. It seems 
impossible to create theories entirely independent of “the trail of the 
human serpent” – even mathematics is grounded in embodied metaphors 
(Lakoff & Núñez, 2000). This ubiquity of metaphors throughout science 
reveals that all our theories are peculiarly human creations.

Why do metaphors pervade our theories? Just as a tool must be molded 
for human hands (e.g., a hammer needs a handle), so theories are molded 
for the human mind. The domain of the most immediate understanding 
has variously been called the here-and-now (Schuetz, 1945) and immediate 
interaction (Lakoff & Johnson, 1980). This domain of concrete interaction 
does not need a metaphor; it is the wellspring of metaphors. We do not 
use metaphors to understand opening, eating, or talking; instead, we use 
these everyday experiences as metaphors to understand more abstract phe-
nomena. Arguably, understanding is anchoring an abstract phenomenon 
in concrete daily experiences.

To use a computational metaphor, a good metaphor is like a compressed 
computer file, shrinking the cognitive load but remaining on hand to be 
unpacked when needed. We are, as the cognitivists say, limited capacity 
processors (Norman, 1967). Most humans can remember only between five 
and nine random numbers (Miller, 1956). Yet we have managed to write 
books, create cities, and fly to the moon. A key question is: How have we 
leveraged our limited capacity? Metaphors are one method of extending 
memory. Because of their sensuous quality, they are easier to remember 
than random numbers (Luria, 1968), but more than this, metaphors can 
be “unpacked” (or “unzipped”) using common sense, to reveal much more 
than is first apparent. A good metaphor can condense many viable paths of 
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action around an object into a sensuous image. A good metaphor guides 
its users to insights latent within the metaphor. But metaphors can also 
be misleading, blinding us by their simplicity to the world’s complexity.

Rorty (1981) provided a powerful critique of the naïve realist paradigm, 
arguing that it has been seduced and blinded by the metaphor of theory as 
a “mirror” of nature. He argued that theories are merely words we use to 
talk about the world and coordinate with one another. A sentence, Rorty 
argues, may afford a particular action, lead to an anticipated result, and, 
in hindsight, may be called true. However, none of this implies that the 
sentence “mirrors” the world in itself. Sentences are as much “for us” as 
they are “for the world.” Theories enable us to coordinate our actions in 
relation to nature, and they may be effective or ineffective, but they are not 
mirrors of nature.

Rorty (1998, p. 48) vividly conveys the pragmatist argument by arguing 
that theories have “no more of a representational relation to an intrinsic 
nature of things than does the anteater’s snout.” The anteater’s snout is 
an adaptation to its environment, which mediates between the anteater’s 
desire for ants and the existence of ants in hard-to-reach places. The snout 
may be effective, but this does not make it a mirror of ants in hard-to-
reach places. Equally, human knowledge of horticulture is not a mirror 
of the timeless Truth of plants; it is a purpose-driven mediator between 
the human desire for food and the world. Horticulture is evaluated not by 
whether it “mirrors” Reality but by whether it successfully enables humans 
to grow food.

The metaphor of theory as a mirror of nature permeates our thinking. 
It is latent in Plato’s allegory of the cave (see Chapter 1), with the Ideal 
Forms casting pale shadows upon the wall. It is evident in the etymologi-
cal root of “representation” in “showing” and everyday phrases such as “in 
the mind,” and talk of beliefs “corresponding” to reality. It is also used in 
arguments: In contrast to one’s own “objective” facts, other people have 
“beliefs” and “opinions” with a dubious correspondence to reality.

The mirror metaphor is useful if one wants a simple way to talk about 
false beliefs. However, it also creates problems, or anomalies. First, it ele-
vates correspondence as the main criteria of evaluation, downplaying the 
criteria of both usefulness and ethics. In this sense, it disconnects theo-
ries from human values (Putnam, 1995). Thus, research ethics focuses on 
data collection but is mute on what the research is for, whom it benefits, 
and whom it might exploit (e.g., research on advertising to children, or 
microtargeted advertising). Second, it frames the researcher as a detached 
observer, naïvely suppressing the role of the researcher in creating theory. 
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It obscures the fact that theories are for humans. For example, it cannot 
explain why metaphors permeate all theories. Third, it separates the theory 
from nature, failing to conceptualize how theories are part of the social 
world and can have real consequences. This creates a problem for how to 
deal with theories that are true but of potentially unethical consequences 
(e.g., torture; Bohannon, 2015). So, what metaphor does pragmatism 
suggest?

3.3.2  Theory: A Tool, Map, and Model

The trail of the human serpent is throughout the social sciences, evident 
in the bricolage of quintessentially human metaphors used. This stubborn 
fact makes realists recoil and relativists give up. However, pragmatists are 
unfazed. Pragmatism advocates becoming critical evaluators of the meta-
phors we choose to use. Do they serve our purposes? Do they empower? 
Or do they create unethical outcomes or ineffectual surprises?

From a pragmatist standpoint, theories are tools that enable people to 
grow food, fly planes, and create artificial intelligence. There is a tendency 
to think of tools as merely serving practical purposes, but, arguably, some 
of the most powerful tools enable us to act on ourselves (e.g., extend-
ing memory, transmitting experience, and empowering social coordina-
tion). Our cognitive capacity is boosted by writing, typing, and searching 
(Gillespie et  al., 2012). Our identity is transformed by mirrors, photo-
graphs, and social media (Gillespie et al., 2017). Our ability to coordi-
nate is empowered by calendars, to-do lists, and communication devices 
(Aldewereld et al., 2016). Moreover, the trajectory of society is shaped 
by our social technologies for collectively imagining a future together 
(Jovchelovitch & Hawlina, 2018; Wright, 2010; Zittoun & Gillespie, 
2015). But, in science, theories have a narrower function: They empower 
the mind, direct our attention to specific issues, and guide our actions 
through the many branching paths within a dataset.

Effects are produced by the means of instruments and aids, which the 
understanding requires no less than the hand; and as instruments either 
promote or regulate the motion of the hand, so those that are applied to the 
mind prompt or protect the understanding. (Bacon, 1620, p. 345)

Scientific knowledge creates theories that empower human thought and 
action. Theories, in this sense, are simply part of the scientists’ tool-
kit. Lewin (1943, p. 118) describes theory “as a tool for human beings.” 
Similarly, Mead (1936, p. 351) writes: “[W]hen we speak of a scientist’s 
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apparatus we are thinking of the very ideas of which he can make use.” 
Just like the scientist’s apparatus, the scientist’s theory mediates interac-
tion with nature. In the same way that we cannot say that a scientist’s 
apparatus “mirrors” nature, we should not think of theories as “mirrors” 
of nature but rather as tools for interacting with nature – like the anteat-
ers’ snout.

Tools, however, come in many varieties: What type of tool is a theory? 
Arguably, theories are like maps. Maps are tools for getting us from one 
location to another. Theories are tools for getting us from one situation 
to another, from the present to a desired future. Theories are like maps 
because they both synthesize many observations, make past experiences 
accessible to a broader audience, enable human activity, require training 
to use effectively, and are necessarily incomplete. A perfect map would 
be as detailed as the terrain and thus useless (see Borges’ short story, “On 
exactitude in science”; 1999). Theories, like maps, simplify to focus atten-
tion on a given purpose (Midgley, 2003). There are geological, political, 
and deprivation maps of the same region, and we do not ask which is the 
“True” map: “[W]e know that the political world is not a different world 
from the climatological one, that it is the same world seen from a differ-
ent angle” (Midgley, 2003, p. 27). Both theories and maps are created by 
human choices, with trade-offs between accuracy, parsimony, and usabil-
ity (Toulmin, 1973). Equally, each theory has been created for particular 
purposes and thus reveals the world from a particular (potentially useful 
but always incomplete) angle.

Theories are also like maps because, in the face of uncertainty, it is pru-
dent to have multiple, even contradictory, maps. Explorers lost in an unfa-
miliar land may have several incompatible mental maps of the area. They 
do not decide which map is infallible and discard the rest.

Instead, they had better bear them all in mind, looking out for whatever 
may be useful in all of them. In the field, they can eventually test one sug-
gestion against another, but it need not always turn out that either sugges-
tion is wrong. The river that different earlier maps show in different places 
may actually be several different rivers. Reality is always turning out to be a 
great deal more complex than people expect. (Midgley, 2003, p. 27)

All maps are imperfect, made at different times (when the rivers were full 
or dry) and for different purposes (for navigating by land or sea), and are 
always deployed in a future context that is necessarily somewhat novel. 
Equally, theories aim to extend past experiences into partially uncertain 
futures. And rather than choosing the timelessly True theory and discard-
ing the rest, it is more prudent to view theories as a collection of resources 
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that may or may not be useful (or true with a small “t”) in particular con-
texts, depending on the problems that arise.

One limitation of the map metaphor is that maps do not respond to our 
actions; but the world (especially the social world) is, in part, shaped by 
our actions, which, in turn, are shaped by our theories. We do not simply 
move through the social world; we contribute to it and, in some small way, 
shape it. Although theories may provide a map of the social world, the 
social world is changed by the existence of these maps. There is a looping 
effect, whereby our descriptions of social phenomena feed forward into the 
phenomena (Hacking, 1995). For example, the representation of autism 
changes the consequences of having autism (Heasman & Gillespie, 2017), 
and simply naming and explaining techniques of persuasion can under-
mine their efficacy (Gillespie, 2020a). This looping means that theories 
in social science usually lag behind the future they encounter, because the 
future encountered can, in part, be a response to the theory.

Another tool metaphor, related to maps, that better captures this loop-
ing effect is that theories are “models.” Consider an architect’s model of 
a building. Advanced digital models of buildings can simulate the flow of 
people through an office, the traffic over a bridge, and the effects of wind 
on a skyscraper. They support architects in imagining the consequences of 
design choices (e.g., adding a stairwell, reinforcing a span, or substituting 
materials). The model is not a mirror of the truth of the unbuilt building; 
rather, it is a dynamic exploration of what the building could be that will 
feed forward into what the building becomes.

Conceptualizing theory as models that support future-oriented action is 
consistent with a simulation approach to cognition (Gallese & Goldman, 
1998). The idea is that our minds are structured not in terms of formal 
propositions but in terms of rich embodied simulations. For example, 
when we think of a bike, we activate the neural circuits for riding a bike – 
the muscles for balancing, peddling, and steering. This idea that concepts, 
even abstract concepts, entail mental simulation goes back to phenom-
enology (Merleau-Ponty, 1945), but now it is backed up by brain study 
research. For example, the same areas of the human brain are activated 
in response to the word “pain” as are activated in the direct perception 
of pain (Lamm et al., 2011). Equally, when we try to understand other 
people’s minds, we do so by simulating, or creating a model of, how we 
would feel if we were in their situation (Schilbach et al., 2013; Vogeley, 
2017). Thus, there is growing evidence that theories might be like simula-
tions – mental models, or maps, for rehearsing, and speculating about, 
possible interactions with the world.
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The idea that social science theories are simulations has some benefi-
cial consequences. It draws attention to how theories enable us to think 
through if-then scenarios. These models can develop through embodied 
ethnographic experience or experimental interventions. But the outcome 
is the same: an intersubjectively shared simulation, or a shared mental 
model (Van den Bossche et al., 2011), of what will happen and could hap-
pen under various circumstances. These models are not timeless mirrors 
of the world; rather, they are dynamic simulations with multiple possible 
futures. They enable playing with scenarios, evaluating possible interven-
tions, and guiding consequential actions that will change the course of 
events. Indeed, the purpose of such models is not to predict what will be 
but rather to enable people to shape what will be. The model that central 
banks have of inflation will shape our future inflation; the taxation model 
that politicians have will shape our future finances; and the model of men-
tal illness that a therapist has will shape his or her intervention. In short, 
rather than “mirroring” the world (an infinite, directionless, and futile 
task), models guide humans in “making” the world.

Sometimes a model’s main purpose is to avoid a predicted outcome. 
For example, models of the impact of past, present, and future human 
activity on global warming are both descriptions of and interventions in 
human behavior. One hopes, possibly naïvely, that the catastrophic con-
sequences predicted do not materialize because the predictions motivate 
humans to take corrective action. If global warming is halted, it will not 
mean that the predictions were false; rather, it will mean that the models 
successfully altered our actions. In 2020, during the early stages of the 
Covid pandemic, models of predicted infection and mortality rates led 
many governments to institute lockdowns, avoiding the worst predicted 
outcomes. Does this mean that the predictions were wrong? No. It means 
that in social science, our knowledge does not mirror the future; instead, 
it contributes to the future (Hacking, 1995). In short, theories are tools, or 
supports, for human activity.

The metaphor of theory as a model to guide activity is particularly evi-
dent in statistical modeling. Driven by the increasing quantities of data 
available, there is a corresponding increase in the scale and ambition of 
statistical modeling. This ranges from modeling big datasets to agent-
based simulations (Helbing, 2012). Naïve realism embraces these models 
as Plato’s Ideal Forms, revealing the underlying Truth of which all data are 
a pale reflection. Relativism dismisses these models as one of many alterna-
tives, each with associated histories and interests. In contrast, pragmatism 
views these models as more or less useful tools for acting, coordinating, 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


	 3.3  A Pragmatist Approach to Theory	 65

and navigating an uncertain future. “Good” models are thus empowering, 
enabling us to take responsibility and ensuring that our individual and 
collective actions are effective and ethical with as few unintended conse-
quences as possible.

3.3.3  Theory Development and Disruptive Data

Theories, from a pragmatist standpoint, develop through encountering 
disruptive data. Theories synthesize past experiences into expectations for 
the future, which are often thwarted. Theory development begins in this 
moment of disruption when action fails.

Consider the example of the door that won’t open from Chapter 1. As 
one approaches, the embodied expectation is that the door will effortlessly 
open inward to reveal the hallway. However, although the door handle 
obliges, the door does not. The disruption stimulates the mind to revise the 
expectation; maybe the door opens outward? But pushing does not work. 
Double-checking, one alternates between pulling and pushing. Ineffective 
repetition of this sequence gives way to a deeper reflection: Can the handle 
go down further? Can the handle be raised? Is the door jammed? Is the 
door locked? Is there a key? Is there a release button? Is there a knob lock 
or a deadbolt? Is the latch bolt moving? Is this really a door? Is there a 
second door? Interspersed are tangential thoughts: What if there is a fire? 
Where is the bathroom? Is someone playing a practical joke? Expectation 
has been disrupted; the mind is alive in the reconstructive effort. The 
stream of thought attempts to revise the map, or schema, on how to exit 
the room. The initial guidance failed, and a new path of action is needed. 
The stream of thought alternates between multiple possibilities, but what 
cannot be ignored is the stubborn fact that the door will not open.

The scientific literature shapes researchers’ expectations for research. 
When these expectations fail, when there is an anomaly, there is the oppor-
tunity for a contribution. However, unlike the example of the jammed 
door, scientific action is rarely definitively blocked. Disruptive results do 
not stop one from having lunch, and they can always be abandoned in a 
bottom drawer (Earp & Trafimow, 2015). In most domains, disruptive 
facts are not as disruptive as a door that will not open or a car that will 
not start. In most cases, disruptive facts can be circumvented, deferred, or 
glossed over. This is a problem for science. Good science, with genuine 
advances, embraces disruptive facts, listens to them, and learns from them.

Scientific revolutions often begin with overlooked disruptive facts. 
A paradigm shift, Kuhn (1962, pp. 52–53) writes, “commences with the 
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awareness of anomaly, i.e., with the recognition that nature has somehow 
violated the paradigm-induced expectations.” The defining feature of the 
anomaly is that it resists explanation in terms of existing theory; instead, 
it challenges existing theory. In Piaget’s (1977) terminology, it requires 
accommodation, that is, that one’s assumptions and expectations need 
to change in order to accommodate the disruptive fact. Or, in Bateson’s 
(1972) terminology, it requires double-loop learning. In any case, as the 
new paradigm, or worldview, begins to form, it gives researchers a new 
conceptual standpoint from which additional anomalies become visible.

Scientific progress is facilitated by embracing anomalies, reminding 
oneself that all expectations are fallible, and engaging earnestly with alter-
native theories. This does not mean that all theories are equal; some explain 
the anomalies better than others. What it means is a continuously inquisi-
tive attitude. “Scientific advance,” Mead (1917, p. 178) writes, “implies a 
willingness to remain on terms of tolerant acceptance of the reality of what 
cannot be stated in the accepted doctrine of the time, but what must be 
stated in the form of contradiction with these accepted doctrines.”

We distinguish between data in general and disruptive data (what Mead 
and Peirce termed “facts”). Data are an accumulation of observations in 
the past that are synthesized, recombined, and extrapolated into guides 
for the future (Peirce, 1955). Disruptive data are the subset of data that 
do not conform to expectations – obstinate observations that challenge 
accepted doctrines. Scientists should appreciate and cultivate disruptive 
data because they are the seeds of theoretical advances. Disruptive data 
arise when our interactions with the world break down, reminding us, yet 
again, that the world is subtler, more abundant, and more intricate than 
any theory (Feyerabend, 2001). Disruptive data demarcate the limits of 
current theory and spur future theory to be more useful and yield fewer 
surprises.

The distinction mirrors Bateson’s (1972, p. 453) definition of informa-
tion as “a difference which makes a difference.” Bateson builds on Kant’s 
observation that there are an infinite number of facts about a single piece 
of chalk: Each molecule within the chalk is different from every other 
molecule, and the position of each molecule relative to every other mol-
ecule could be calculated as differences; and when complete, one could 
start calculating the position of each molecule relative to every molecule 
in the universe. These are but a tiny subset of the infinite facts about the 
chalk. However, despite the veracity of each datum, the net result is not 
informative. In our terminology, all these measures provide much data 
but, we expect, little disruption. That is because genuine information, in 
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a pragmatist sense, is not just a difference (i.e., a measure) but a difference 
that makes a difference (i.e., is of consequence for a theory or practice). 
The value of empirical data is not merely in the accumulation of measure-
ments, it is also in the disruptive pushback against expectation. As Deacon 
(2011, p. 384) argues: “[I]f there is no deviation from expectation, there is 
no information.” That is to say, valuable information, the “gold” within 
mere data, is disruptive data consequential for theory and practice.

Disruptive data arise within a web of taken-for-granted expectations. 
“No actual problem [disruptive fact] could conceivably take on the form 
of a conflict involving the whole world of meaning” (Mead, 1917, p. 219), 
because theoretical work entails integrating the disruptive fact back into 
the broader taken-for-granted meanings. Science is a method for world 
reconstruction, for patching up and repairing the ship of knowledge – 
while at sea. Science resolves localized problems by aligning them with 
the bricolage of taken-for-granted meaning. Theories created at time one 
are taken for granted at time two and potentially problematized at time 
three. Science is a nonfoundational procedure for finding, interpreting, 
and accommodating disruptive facts.

It is important not to separate models and disruptive facts completely. 
An overharsh separation would fall back to a mirror theory of nature, 
whether the model “mirrors” the facts. For pragmatism, all data are con-
nected to theory (e.g., data are disruptive or not only from the stand-
point of a theory) and all scientific theories are connected to data (e.g., 
the history of their adaptation to disruptive facts). There is a continuum 
from data (observations, correlations) through definitions and classifica-
tions to theory (models, propositions) that is better described in terms 
of degrees of conceptualization and cognitive processing (Abend, 2008; 
Alexander, 1982). Specifically, disruptive data, or anomalies, are not self-
evident; they require interpretation for their significance to be realized. 
This is why anomalies often become evident only from the standpoint of a 
novel emerging paradigm (Kuhn, 1962). Not only do anomalies create new 
theories, new theories make visible overlooked anomalies.

3.4  Illustration: Theory in Creativity Research

The field of creativity research illustrates realist, relativist, and pragmatist 
approaches to theory. This field has seen dramatic paradigm shifts, with 
diverse theories of creativity proposed. It is thus a useful domain to illus-
trate how pragmatism shifts the question from “which theory is right?” to 
“what does each theory enable us to do?”
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The dominant approach in creativity research is realism, which assumes 
that creativity is an objective quality of people, objects, or ideas that has an 
acontextual presence and that researchers can objectively measure this quality. 
This approach focuses on discovering the causes, correlates, and consequences 
of creative expression by measuring creativity and examining its causes and 
consequences (Runco, 2010). The interest here is to reach empirically based, 
universally valid, and generalizable theories of creativity. The researcher and 
the research aims are bracketed aside; the focus is on creativity in itself.

Since the 1980s, constructionism has provided an alternative approach. 
The constructionists argue that creativity cannot be evaluated objectively 
but necessarily resides “in the eye of the beholder.” In the extreme, noth-
ing binds together the artifacts labeled creative, except social agreement 
and cultural convention. This approach focuses on the variability of what 
is viewed as creative across time and place. Nothing can be called “cre-
ative” in absolute terms except with reference to some point of view, or 
audience. For example, Csikszentmihalyi (1990) theorized how gatekeep-
ers (e.g., publishers, curators, and art critics) determined what was and was 
not creative. From a realist standpoint, this systemic approach resembles 
relativism, and it is challenging to operationalize rigorously.

From a pragmatist standpoint, focusing either on the pure qualities 
of creativity or on the cultural judgment of what is creative misses the 
self-evident point that creativity is always enacted (Glăveanu, 2020b). In 
human action the subjective (interests, motives, belief) and the objective 
(materiality, situation, context) interact. More than most actions, creative 
actions are consequential, are future-making, and can leave a long-lasting 
mark on individuals, groups, and society. Thus, the pragmatist approach 
directs researchers’ attention to the creative act and its consequences: How 
is creativity done? What are the heuristics? What are the consequences? 
How can it be supported?

At the level of research, pragmatism directs attention toward what theo-
ries and metaphors of creativity have enabled. Glăveanu (2010) has identi-
fied three cross-cutting paradigms in the field, each anchored in a different 
root metaphor: the He-paradigm, the I-paradigm, and the We-paradigm.

The He-paradigm labels highly visible creators and creations as revo-
lutionary and seeks to understand them. This can inspire some people 
to develop their potential to the fullest, but it can also disempower the 
majority – if geniuses are the only “real” creators, then most people’s 
actions are generic reflections of authentic creative power. The I-paradigm 
democratizes creativity by emphasizing that everyone and everyday activi-
ties can be creative. This paradigm encourages everyone to cultivate their 
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creative potential. Yet this potential remains rooted within the person; 
this means that, should someone fail to achieve creative success, they have 
only themselves to blame. Finally, the We-paradigm radically reconceptu-
alizes agency and change. These are no longer underpinned solely by per-
sonal abilities; they are embedded within society and shaped through joint 
action. The We-paradigm makes us aware that society is malleable and can 
be transformed only through coordinated creative action.

How should we evaluate these three paradigms? For the realists the 
sequence of paradigms is the march of progress. For the construction-
ists the shifting paradigms is further evidence of the absence of a timeless 
Truth. For the pragmatist the truth of the paradigms is in their conse-
quences. Each paradigm has generated different paths of action. The 
He-paradigm is useful if one wants to train geniuses. The I-paradigm is 
useful for bolstering individual creativity. The We-paradigm is useful for 
fostering society-wide creativity. There is not one infallible true paradigm 
lurking within these three options; rather, they provide different maps for 
getting to different destinations.

Creativity research also illustrates disruptive data. One long-standing 
debate has been whether people are more creative alone or in groups. Many 
experiments have been conducted showing that people produce more ideas 
when alone than when in groups (DeRosa et al., 2007; Mullen et al., 1991). 
However, there is a disruptive fact: There are countless naturalistic observa-
tions of people being creative together (e.g., famous bands, scientist teams, 
comedy groups, and art collectives). One attempt to reconcile these disrup-
tive observations is the idea that ideas produced alone and in groups have a 
different quality. Specifically, Glăveanu and colleagues (2019) showed that 
ideas produced in groups are more communicable and practical, while ideas 
produced by individuals are more idiosyncratic. In this case, the disruptive 
observation, the anomaly, creates a tension that can easily be overlooked 
(i.e., experimentalists ignoring creativity practitioners and vice versa). But 
exploring the tension prompts the abductive insight that creativity is not 
simply “more” or “less” but also different in type (i.e., peculiar vs. commu-
nicable). Thus, the question shifts toward how different social configura-
tions shape not the quantity but the content of creative outputs.

3.5  The Consequences of a Pragmatist Approach to Theory

Pragmatism evaluates theories in terms of their consequences. Accordingly, 
what are the consequences of conceptualizing theory as a tool or a map? 
Does this pragmatist approach to theory add any value?
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First, a pragmatist approach to theory enables critical evaluation of 
the interests served by a theory without becoming relativist. Theories, as 
sociohistorical tools, are always born of a context and always answer to 
some human interests (see Chapter 8). No theory is completely neutral or 
detached, and some theories clearly privilege some groups over others. This 
does not, however, mean that all theory is equally and irreducibly biased. 
Some theories are useful for obtaining publications, grants, and tenure. 
Other theories are used by corporations to increase engagement, market 
share, and sales. Yet other theories are distributed freely, for example, to 
empower people in daily life (e.g., principles for decision-making, cook-
ing heuristics), to enable parents to raise their children (e.g., techniques to 
help babies sleep, to encourage exploration), to help people to cope with 
illness (e.g., support groups, assistive technologies), and to improve social 
coordination (e.g., wikis, Roberts Rules of Order). A critical analysis of the 
interests being served by theory does not imply relativism. Indeed, it is 
precisely because theories are consequential for daily living that critique 
is necessary. Moreover, these same consequences are the nonrelativist fact 
that enables a pragmatist critique to analyze who benefits from a given 
theory.

Second, a pragmatist approach to theory sensitizes researchers to the 
emergence of new problems and anomalies. Theories, despite being 
potentially useful, are grounded in peculiar social and historical contexts. 
Contexts change, old problems cease to be relevant, and new problems 
arise. Each year brings new social problems for social science to address 
(e.g., the Covid pandemic, the cost-of-living crisis, generative artificial 
intelligence, and remote working). A pragmatist approach to theory expects 
these shifting contexts and problems to lead to revisions and replacements 
of theory. Pragmatism never complacently assumes that Reality has been 
unveiled; instead, it keeps researchers alert to the need to adapt theory 
to emerging problems and contexts. Moreover, it sensitizes researchers to 
anomalies. By not reifying theory (i.e., confusing our theories with the 
phenomena they describe), it keeps our critical faculties alive to the poten-
tial for anomalies. A pragmatist approach to theory is not threatened by 
anomalies, edge cases, and disruptive data; it tolerates them and sees in 
them the seed of scientific progress.

Third, a pragmatist approach focuses attention on the usability of 
theory. Concealing the role of humans in constructing theories, trying 
to pass theories off as mirrors of nature, overlooks the importance of 
making theories communicable and accessible to a wide range of poten-
tial users (Cornish, 2020). Theory-building in social research is usually 
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object-facing: sampling, measurement design, validity tests, and so on. 
Conceptualizing theory as a tool reminds us that there is also a subject-
facing side to theory. A hammer has both a head (orienting to the object, 
or nail) and a handle (orienting to the subject, or user). The user-facing 
side of theory, the handle of the hammer, pushes toward theories that 
are parsimonious, memorable, and accessible to a wide range of people. 
Communicable and accessible theories benefit social science because they 
enable researchers to integrate theories from diverse domains. But, more 
significantly, it reconnects social science with laypeople. As discussed ear-
lier, Kant’s bit of chalk has an infinite number of truths, but most of them 
are not worth studying. “Truth” and “rigor” cannot be the only criteria 
for social science – there are an infinite set of useless truths that can be 
rigorously studied. If social science wants to have an impact and be part 
of social life, it needs to enshrine usefulness as a criterion for selecting and 
pursuing research questions.

Fourth, a pragmatist approach argues against null hypothesis testing 
and favors model-building. The metaphor of the mirror of nature dovetails 
with null hypothesis testing. One creates a falsifiable hypothesis to do a 
one-shot test about the correspondence between the theory and observa-
tions. The focus is on the probability that the observations could have 
occurred if the hypothesis was incorrect. Null hypothesis testing has been 
the subject of much recent critique because it puts too much emphasis on 
a true/false binary decision, which is open to many distortions (Masson, 
2011; Trafimow, 2022). The alternative is to shift toward model-building. 
Instead of testing hypotheses about the world, one tries to build a model 
to describe the cumulating data on a phenomenon. This approach usually 
results in the construction of several models of the data, models that may 
even be logically incompatible. These models are evaluated not in terms 
of being true/false but in terms of the degree of fit with existing data, new 
data, and their overall utility.

Fifth, a pragmatist approach to theory reveals there can be no end to 
theorizing. With the advent of big data, it has been argued that the end 
of theory is near (Anderson, 2008). The idea is that with enough data, 
computers will create models based on incomprehensible volumes of data, 
making our attempts to theorize with limited data obsolete. Theory, it is 
argued, will be replaced by brute prediction based on ever-growing data-
sets. There is little doubt that these models will be powerful. Humans, 
at a group level and over time, are quite predictable. But in what sense 
will these models contribute to human understanding? Or might they just 
empower some at the expense of others? Big data models will challenge 
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our definitions of theory and understanding (Boyd & Crawford, 2012). 
Does a prediction, created by an algorithm, constitute understanding? 
No. Theory is not just for prediction – that is only a narrow technocratic 
interest. Theories are also for providing insight and empowering human 
activity (see Chapter 9). Understanding must be “for humans.” Human 
understanding requires vivid metaphors and mental simulations anchored 
in the taken-for-granted activities of daily life.

Finally, because social theories do not merely describe the world but are 
also part of the world (having social consequences), research is necessarily 
entwined in ethics (see Chapter 8). From a pragmatist standpoint, it is arti-
ficial to separate knowledge from values (Brinkmann, 2010, 2013; Putnam, 
1995). Theory enables acting on the world, on others, and on one oneself (e.g., 
predicting, nudging, influencing, rewarding, judging). To create a social sci-
ence theory that is ethical, Cornish (2020) advocates the acid test of being 
able to present the theory to the people on the receiving end of it and to 
ensure that they do not feel undermined, objectified, or otherwise disempow-
ered by the theory. One way to ensure that theories orient to a broad range 
of interests is to ensure broad participation in the creation and/or evaluation 
of the theory. Indeed, because theories of social behavior do not “mirror” the 
world and instead are enabling/disabling tools in the world, they are more 
likely to be successful if they have buy-in from those impacted by them. 

3.6  Impoverishing versus Enriching Theory

All theories are incomplete. Theorizing any phenomenon necessarily 
entails simplification. The world is infinitely rich; from the macroscopic 
to the microscopic, from the natural world to the human domain, there is 
fractal complexity (Abbott, 2000; Kauffman, 1996). Theory entails a “con-
quest of abundance” (Feyerabend, 2001), namely, pressing the infinite 
richness of the world through the procrustean bed of human understand-
ing. Chairs are talked about in general terms, but there is no such chair; 
each chair is particular. Eggs are interchangeable and come in boxes of six, 
but each egg is unique. Each falling rock and gathering crowd is unique. 
Theories, from gravity to crowd psychology, are conceptualized in ideal 
terms, but the ideal is a nonexistent simplification. Privileging abstract 
simplifications over the social world’s blooming complexity is impoverish-
ing. Pragmatism is enriching because it embraces particularity, contextual-
ism, and open-endedness.

From a realist standpoint, the incompleteness and impoverishment of 
theories vis-à-vis the abundance of human experience is a disheartening 
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anomaly. However, from a pragmatist standpoint, this is unproblematic 
because theories (like words and numbers) are not meant to “mirror” 
nature; rather, they are tools for human action. Perfect correspondence 
between our models and the world would entail models as rich, abundant, 
and complex as the world itself, providing no aid to human action. Models 
enable human action precisely because they simplify. Words, numbers, 
and theories abstract regularities in our interactions with the world, pro-
viding a necessarily imperfect but an increasingly good enough model for 
guiding humans by taming, to some extent, the uncertainties of the future.

Although theories simplify the world in terms of description, they 
enrich it in terms of practice. Rejecting the separation between descrip-
tion (words, numbers, theories) and the world, between the map and the 
terrain, pragmatism conceptualizes the theory as a new growth within 
the terrain. Good theories genuinely create new possibilities within the 
world. “May not our descriptions,” James (1907, p. 256) writes, “be 
themselves important additions to reality?” The key insight is that theo-
ries “loop” back into the world, are part of the world, and change the 
world (Hacking, 1995). Theories in natural science rarely change the phe-
nomena they describe, but they do change the world by enabling, for 
example, nuclear reactions. Theories in the social sciences have the added 
potential to interact with the phenomena they describe, such as when 
people are made aware of a particular bias and thus alter their behavior 
(Nasie et al., 2014).

To conceptualize social research as the mere pursuit of Truth is 
impoverishing because it fails to appreciate the role of social research in 
contributing to the truths of tomorrow (Gergen, 1973, 2015). Stimulus–
response theories created institutions based on reward and punishment. 
Utility maximizing theories appeal to and cultivate self-interest. Theories 
that emphasize our limited capacity processing support the techniques of 
nudging. Theories that focus on collaborative creativity yield new tech-
niques for working together. Each of these theories have been used to 
create institutions and practices within which lives are lived. Do these 
theories make the most of human potential? Are we making theories that 
enable people to help each other, show gratitude, build social connections, 
and find meaning in life? A pragmatist approach requires taking responsi-
bility for the theories we create (see Chapters 8 and 9). “The world,” James 
(1907, p. 257) writes, “stands really malleable, waiting to receive its final 
touches at our hands.” Thus, a pragmatist approach to social research shifts 
the question away from what people and society are and toward what they 
could become.
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c h a p t e r  4

Creating Questions

“Alright,” said Deep Thought. “The Answer to the Great Question…”
“Yes…!”
“Of Life, the Universe and Everything…” said Deep Thought.
“Yes…!”
“Is…” said Deep Thought, and paused.
“Yes…!”
“Is…”
“Yes…!!!…?”
“Forty-two,” said Deep Thought, with infinite majesty and calm.

Adams (2017, p. 180)

All human knowledge is anchored in human activity, and, without it, 
knowledge becomes meaningless. In The Hitchhiker’s Guide to the Galaxy 
(Adams, 2017), a science fiction novel, the supercomputer Deep Thought 
is asked the ultimate question: What is the meaning of life, the universe, 
and everything? After computing for over seven million years, Deep 
Thought produces the answer: forty-two. An absurd answer to a funda-
mentally flawed question. The question is too ambitious. The question 
and answer are meaningless because they are not anchored in any frame 
of reference, such as a human interest (see Chapter 9). Thus, there is no 
criteria for assessing the answer.

In Chapter 3, we conceptualized theory as a tool (i.e., map or model) 
that enables human activity. Theories can thus be evaluated in terms of the 
activity enabled (or disabled). The question is not “what is the best map 
in absolute terms?” but rather “what is the best map for getting from A to 
B?” Without knowing what we are trying to do, or where we are trying to 
go, building a model is meaningless. What does the theory-as-tool enable 
us to do? What do we want the theory to enable us to do? And how can we 
find a theory that can enable us to do something new and exciting? More 
fundamentally, what is our interest in the world, and how should we con-
vert this into guiding research questions?
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The guiding proposal for this chapter is that research is as much about 
creating questions as answering questions. Most research methodology is 
focused on answering questions, yet, often, the most significant scientific 
breakthroughs (especially in social science) are characterized by asking new 
questions. The routine operation of science, what Kuhn (1962) character-
ized as “normal science,” entails routine work on unsurprising questions 
that refine understanding within a paradigm. However, scientific break-
throughs, which Kuhn (1962) characterized as “revolutionary science,” 
entail asking new questions, which launch science in a new direction. But 
where do these exciting new questions come from?

In this chapter, we examine the types of questions that guide research, 
distinguishing qualitative and quantitative questions. We differentiate 
between inductive, deductive, and abductive questions. Then, we consider 
how new questions arise: the role of data, logic, and human creativity. We 
conclude the chapter with pragmatist heuristics for creating insightful and 
useful research questions.

4.1  Qualitative versus Quantitative Research

Human interests are operationalized in research through questions. The 
research question expresses the will to know and do. Methodologies, both 
qualitative and quantitative, are tools for addressing questions. So what is the 
relationship between questions and methods? What is the range of possible 
questions? And which methods are best suited for which type of questions?

4.1.1  Incommensurable Paradigms?

It has been argued that qualitative and quantitative methods are incom-
mensurable. Qualitative research focuses on contextualized meanings and 
interpretation, whereas quantitative research focuses on decontextualized 
variables and statistics (Coxon, 2005; Flick, 2002; Morgan, 2007; Power 
et  al., 2018). Each makes a different assumption about what should be 
studied: measurable quanta for quantitative methods and interpretable 
qualia for qualitative methods (Shweder, 1996). One benefit of this incom-
mensurability argument is that it has enabled the development of qualita-
tive methods with tailored quality criteria (Bauer & Gaskell, 2000). As a 
result, the field of qualitative research has burgeoned to address questions 
that are beyond the scope of quantitative methods. To ignore these differ-
ences, to try and reduce one approach to the other, would be to ignore the 
added value of each method (Denzin, 2012).
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The strong incommensurability argument maintains that qualitative 
and quantitative methods stem from fundamentally different paradigms. 
Quantitative methods stem from realist and postpositivist paradigms, while 
qualitative methods stem from more constructionist paradigms (Guba & 
Lincoln, 1994). Building on this epistemological alignment, some authors 
have argued that mixed methods stem from a pragmatist paradigm (Feilzer, 
2010; Morgan, 2007).

However, the incommensurability argument should not be overstated. 
Epistemology does not determine method; one can conduct realist quali-
tative research and constructionist quantitative research (Onwuegbuzie & 
Leech, 2005). Furthermore, focusing on what is actually done reveals that 
qualitative data are often analyzed quantitatively and quantitative results 
often require qualitative interpretation. Exceptions to any claimed essential 
differences abound. Qualitative research often makes frequency claims (e.g., 
“most participants,” “some interviewees,” “rarely observed”). Equally, quan-
titative research often hinges on qualitative assessments of validity (e.g., face 
validity, expert raters, human-labeled gold standard data). Accordingly, the 
qualitative/quantitative distinction has been described as incoherent and mis-
leading (Krippendorff, 2019; Sinclair & Rockwell, 2016). At best, the terms 
“qualitative” and “quantitative” refer to family resemblances, and at worst, 
they are intergroup affiliations (Coxon, 2005). In either case, the idea of 
incommensurability is a barrier to mixed methods research (Morgan, 2007) 
that undermines the credibility of social science research (Onwuegbuzie & 
Leech, 2005). Mixed methods research argues that qualitative and quantita-
tive methods are not incommensurable despite providing different insights. 
Indeed, they can be combined in nonduplicative and genuinely synergistic 
ways precisely because they serve distinct purposes.

A pragmatist approach contributes to differentiating qualitative and 
quantitative research by recognizing that each method addresses different 
questions. In one sense, the methods are incommensurable because they 
do different things and address different questions. A quantitative question 
about whether there is a between-group difference on a measure cannot, or 
at least should not, be tackled using qualitative methods. Equally, a qualita-
tive question about how people pragmatically close conversations does not 
afford a quantitative approach. Nonetheless, despite this incommensurabil-
ity of purpose, qualitative and quantitative methods are commensurable 
in other ways. Precisely because they do different things, they are chained 
together to ask sequences of questions (see Chapter 6). For example, the 
question “what is it?” and “how frequent is it?” are qualitative and quantita-
tive questions that are nonduplicative and that synergize together.
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4.1.2  The Integration Challenge

The core challenge of mixed methods theory is to conceptualize how quali-
tative and quantitative methods can be combined to produce insights that 
are not reducible to either method (Fetters & Freshwater, 2015a). This 
“integration challenge” goes beyond the idea that one has to choose either 
a qualitative-constructionist or quantitative-realist paradigm (Brown & 
Dueñas, 2020). Instead, it shifts the focus onto how methods can be pro-
ductively combined. Addressing the integration challenge is essential for 
legitimating mixed methods research as adding value beyond what quali-
tative and quantitative research can do alone (Johnson et al., 2007) and 
creating guidance for mixed methods researchers to maximize synergies.

A foundational concept for theorizing integration is the metaphor of 
triangulation (Denzin, 1970). In navigation and geographic survey work, 
triangulation refers to calculating an unknown point by drawing a tri-
angle with two known points and then using trigonometry to calculate 
the unknown location. When applied to qualitative and quantitative 
methods, the idea is that the findings from each method are compared 
for either validation or enrichment (Hussein, 2009; Moran-Ellis et al., 
2006). Triangulation for validation assumes that the results common to 
both methods have high validity. Triangulation for enrichment assumes 
that the results found with only one method are not necessarily low in 
validity but, rather, may reflect a different aspect of (or perspective on) the 
phenomenon. Validation is duplicative (both methods converge), while 
enrichment is additive (each method contributes something different).

However, the concept of triangulation has received criticism for being a 
relatively static geometric metaphor (Fetters & Molina-Azorin, 2017a). The 
idea of triangulation fails to capture the generative and dynamic aspects 
of mixing methods. For example, in a review of mixed methods research 
Boeije and colleagues (2013) found that in addition to validation (e.g., 
for instrument development) and enrichment (e.g., by providing illustra-
tions and nuance), mixed methods studies often enabled speculating about 
underlying mechanisms and generating plausible theories. That is to say, 
integrating (rather than triangulating) methods can reveal contradictions 
(Greene et al., 1989) and puzzling discrepancies (Bryman, 2006) that spur 
theory-building.

The core rationale for mixing methods is that it should add value 
beyond what either method can contribute alone (Fetters & Freshwater, 
2015a). The challenge is to specify the relationships between the methods, 
data, and findings so that the synergy is more than accidental (Moran-Ellis 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


78	 Creating Questions

et al., 2006). To this end, Fetters and Molina-Azorin (2017b) identi-
fied fifteen dimensions of possible integration, including philosophical, 
theoretical, researcher, team, literature, sampling, design, research aims, 
data collection, analysis, and interpretation (see also Schoonenboom & 
Johnson, 2017). These insights direct attention toward the nodal points at 
which integration occurs, thus potentially isolating how integration can 
yield more than the sum of the parts (Åkerblad et al., 2021).

4.1.3  A Pragmatist Approach

A pragmatist approach can conceptualize not only how qualitative and 
quantitative methods are different but also why integrating them can be 
synergistic. While other paradigms bring into focus social justice (the 
transformative paradigm; Mertens, 2007) and compatibility (critical real-
ism; Shannon-Baker, 2016), the pragmatist paradigm emphasizes the 
research purpose (i.e., what they actually achieve via research questions, 
hypotheses, aims, goals, and objectives).

At its core, pragmatism is a method for making ideas clear and dis-
tinct by focusing on their consequences (Peirce, 1878). Since the birth of 
philosophy, there have been debates about the meaning of truth, beauty, 
God, and so on. The tendency has been to rely on axioms and first prin-
ciples. Pragmatism eschews this approach, instead grounding meaning, 
and by extension philosophy and science, in human activity. According 
to James (1907, p. 22), it entails “looking away from first things, princi-
ples, ‘categories’, supposed necessities; and of looking towards last things, 
fruits, consequences.” For pragmatism, all beliefs, theories, and ideas are 
guides for action (Cornish & Gillespie, 2009). Simply put, meaning lies 
in consequences. The meaning of a bike is cycling; the meaning of food 
is eating; and, by extension, the meaning of a research method is in what 
it does.

Pragmatism is particularly suited to mixed methods research because it 
values each method for its contribution (Morgan, 2007). Thus, it offers 
an alternative to postpositivism and constructionism (Feilzer, 2010). 
Pragmatism is inclusive because, in the words of James (1907, p. 31), it has 
“no obstructive dogmas, no rigid cannons of what shall count as proof” 
and “will consider any evidence.” Instead of asking whether methods are 
epistemologically commensurable, pragmatism asks what each method 
contributes to the problem at hand. “Pragmatists,” Feilzer (2010, p. 14) 
writes, “do not ‘care’ which methods they use as long as the methods cho-
sen have the potential of answering what it is one wants to know.”
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A pragmatist approach can contribute to the integration challenge. 
Instead of focusing on the rationales for mixed methods research in gen-
eral (i.e., validating, enriching, developing, explaining), the pragmatist 
approach directs attention to the underlying qualitative and quantitative 
purposes, specifically to how these are combined. Thus, in contrast to the 
many typologies that differentiate qualitative and quantitative methods 
(Coxon, 2005; Sale et al., 2002), we focus on what these methods are used 
for within the broader logic of the research (see also Denscombe, 2021). Our 
aim is not to characterize qualitative and quantitative methods according 
to essential criteria or even identify family resemblances (Morgan, 2018). 
We aim to differentiate qualitative and quantitative methods in terms of 
what they are used for.

4.2  Differentiating Qualitative and 
Quantitative Research Questions

Charles Saunders Peirce (1955) identified three types of inference: induc-
tion, deduction, and abduction. Induction is based on learning from 
empirical observation, deduction is based on using prior experience 
and theories, and abduction entails speculating about possible theories. 
Induction seeks unbiased observation, deduction seeks logical consistency, 
and abduction seeks explanation. Peirce (1955) argued that all reasoning, 
whether in daily life or science, comprises an interplay of these three ele-
mentary forms of inference. For example, to address a problem, one usu-
ally needs to attend to particularities (induction), utilize prior experience 
(deduction), and make creative leaps (abduction).

Peirce’s (1955) three inference types provide a framework for conceptu-
alizing the breadth of possible research questions. Table 4.1 uses induction, 
deduction, and abduction to conceptualize qualitative and quantitative 
research purposes. There are three purposes for both qualitative (describ-
ing phenomena, theoretical framing, generating explanations) and quanti-
tative (measuring phenomena, testing hypotheses, exploring associations) 
methods, and each has distinguishable questions, contributions, and 
indicative analyses. This typology is meant to be prescriptive rather than 
descriptive; it identifies what each method should be used for. Researchers 
can conceivably address any question with any method, but good research 
entails matching the method to the question (Bauer & Gaskell, 2000). 
This typology attempts to match recommended purposes, questions, and 
indicative analyses. The following subsections describe each inference type 
and the associated qualitative and quantitative purposes.
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Table 4.1  Typology of qualitative and quantitative research purposes

Induction
Observing with limited theory

Deduction
Expecting based on a theory

Abduction
Creating new theory

Qualitative Purpose Describing phenomena Theoretical framing Generating explanations
Questions What is X?

How do they do X?
What happened?
What is the experience of X?
What are the marginalized views?

Does idea X provide insight?
Does X occur as expected in context Y?
Is X different because of Y?
Does typology X fit the data?
Do cases differ as expected?

Why is X?
What might cause X?
Why was X not present?
How might X change if Y?
What process might underlie X?

Contributions Detailed descriptions, categories, 
summaries, particulars, actors’ 
accounts, subjective experiences

A lens for viewing the data, linkages  
between observation and the literature, 
categorizations based on the literature

Explanations, research questions, novel theory, 
new hypotheses, synthesizing insights

Analyses Thematic analysis, grounded theory, 
interpretive phenomenological  
analysis, thick description

Conversation analysis, dialogical analysis, 
theoretically motivated observation, 
comparative case studies

Abductive analysis, root-cause analysis,  
investigating outliers, problematizing,  
explanatory case studies

Quantitative Purpose Measuring phenomena Testing theory Exploring explanations
Questions Is measure X reliable and valid?

How frequent is X?
Does X change over time?
What are the attitudes toward X?
What statistical model of X emerges?

Is X associated with Y?
Does Z mediate the association?
Does Y predict X?
Does manipulation Y increase X?
Do the data fit model X?

What is associated with X?
Does anything predict X?
Might Y cause these clusters?
Are there any possible mediators?
Is a confounding variable missing?

Contributions Frequencies, descriptive statistics, 
differences, changes over time, 
clustered data, data-driven models

Associations, predictors, probabilities,  
causal evidence, statistical evidence  
for/against a theory

Plausible relationships, new hypotheses,  
multivariate visualizations, research  
questions, predictions, potential causes

Analyses Quantification, descriptive exploratory 
data analysis, content analysis, attitude 
measurement, exploratory factor 
analysis, unsupervised modeling

Null hypothesis testing, one-tailed tests, 
Bayesian inference, experiments, 
confirmatory factor analysis, simulations, 
tests on out-of-sample data

Correlation tables, heatmaps, speculative  
data analysis, within sample statistical  
modeling
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4.2.1  Inductive Questions

Induction entails moving from the observation of regularities to a general 
statement. For example, if one observes a class in session every Monday 
at noon in room 1A, one infers the rule that there is always a class on 
Mondays at noon in room 1A. Induction is quintessentially empirical. The 
prototypical case is that, given previous observations, one infers that the 
sun always rises in the east. Induction starts with observation and builds 
theory bottom-up, remaining as close as possible to the data. Inductive 
research can be either qualitative or quantitative.

Describing Phenomena. Qualitative inductive research contributes thick 
description, using words to richly document a phenomenon, including its 
variants and relation to context. It often entails understanding the sub-
jective world of others. Qualitative inductive questions include: What is 
X? How do they do X? What is the experience of X? Contributions to 
these questions are evaluated in terms of the subtlety of the description, 
reflexivity in observation, and participation of the researched. Ideally, the 
observations form an interlocking web that richly conveys what happened, 
people’s beliefs and practices, and subjective experiences.

Measuring Phenomena. Quantitative inductive research focuses on mea-
suring observables and abstract constructs using counts, ranks, and scaled 
scores. Measurement necessarily makes theoretical assumptions about the 
phenomenon (e.g., identifying valid observable indicators of a phenom-
enon, determining the most appropriate type of measurement), but it 
aims to foreground the phenomenon rather than the theory. Measuring 
questions include: Is measure X reliable and valid? How frequent is X? 
What statistical model of X emerges? Contributions to these questions are 
usually evaluated in terms of operationalization, sampling, reliability, and 
validity. Ideally, a measure captures what it claims to measure and can be 
generalized to a population.

Inductive research is often devalued as merely descriptive (Gerring, 
2012). But detailed observation is the basis of science (Rozin, 2009). When 
we encounter a strange object, we look at it from different angles, pick 
it up, and squeeze it to ground our emerging understanding in empiri-
cal experiences (Blumer, 1969). Preconception is a liability for induction, 
potentially suppressing peculiarity (Feyerabend, 2001). The aim is to be 
“open” to the data, to be sensitive to peculiarity, and to be willing to 
be surprised. Science without induction would produce concepts discon-
nected from experience. But science based only on induction would cease 
to have bold and ambitious theories.
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4.2.2  Deductive Questions

Deduction entails moving from a general statement, or assumption, to a 
logically implied conclusion. For example, knowing the finding that classes 
have been observed in room 1A on Mondays at noon, one expects this to be 
the case next Monday at noon. The quintessential deduction is a syllogism. 
All men are mortal (first premise), Socrates is a man (second premise), and 
therefore, Socrates is mortal (conclusion). Given the theory (first premise) 
and the observation (second premise), one can deduce the empirically veri-
fiable hypothesis that Socrates will eventually die. Deduction is rationalist; 
it is what Descartes used to argue that his own doubting was indubitable. 
Deductive research starts with expectations based on the literature (given 
X and Y we expect Z) and logic (theory A predicts X, but theory B predicts 
Y; which is right?). Again, it has both qualitative and quantitative variants.

Theoretical Framing. Qualitative deductive research entails using the-
ory to frame or guide inquiry. Framing uses theory as a conceptual lens, 
sensitizing the researcher to observable, but conceptual, phenomena. It 
includes, for example, using theories of conversation, impression manage-
ment, or nonverbal behavior to analyze a face-to-face interaction. Typical 
framing questions include: Does idea X provide insight? Does typology X 
fit the data? Do cases differ as expected? Contributions to these questions 
are evaluated in terms of how suited the theory is to the phenomenon, 
whether the framing produces insight, and whether the theory is being 
overextended, oversimplified, or overly imposed.

Testing Hypotheses. Quantitative deductive research focuses on testing, 
namely, using theory (i.e., the literature) to specify an expectation that 
can be compared to observations. The classic case is null hypothesis test-
ing, where a falsifiable statement about the relationship between variables 
is stated before the research is conducted and then statistics are used to 
calculate the likelihood of the observed results. Typical testing questions 
include: Is X associated with Y? Does Z mediate the association? Do the 
data fit model X? Contributions to these questions are evaluated in terms 
of the logic that leads to the expectation, priors, operationalization, and 
potentially confounding variables.

Deductive research is a mainstay of qualitative and quantitative research 
(Scheel et al., 2020; Tavory & Timmermans, 2014). Deduction is power-
ful because it leverages the literature (previous studies and theories) so 
that the research does not start anew but builds on prior insights. We 
see farther than our predecessors not because we have better vision but 
because we stand upon their shoulders (John of Salisbury, 1159). Science 
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without deduction would cease to be cumulative. But science based only 
on deduction would yield deductions entirely disconnected from practical 
experience.

4.2.3  Abductive Questions

Abduction entails reasoning from observation and prior expectations to 
forge a new theory beyond both. For example, observing a class in room 
1A on Mondays at noon but finding that there is no class on a particu-
lar Monday at noon, one generates the plausible explanation that there 
might be something called a “timetabling department” that has changed 
the rules or a thing called “term time” that suspends the rule. In either 
case, abduction explains the anomaly by introducing an idea outside the 
data (i.e., the timetabling department, term time). Abduction often begins 
with a disruptive fact or contradiction (Tavory & Timmermans, 2014); 
the outcome is an explanation that, although not in the data, explains 
the data. Einstein’s theory of general relativity explained observables with 
nonobservables (i.e., spacetime). Darwin’s theory of evolution postulated a 
mechanism he did not observe (i.e., natural selection). What makes abduc-
tion inferential (rather than unconstrained imagination) is that a “hypoth-
esis cannot be admitted, even as a hypothesis, unless it be supposed that it 
would account for the facts” (Peirce, 1955, p. 151).

A mass of facts is before us. We go through them. We examine them. We 
find them a confused snarl, an impenetrable jungle. We are unable to hold 
them in our minds. We endeavor to set them down upon paper; but they 
seem so multiplex intricate that we can neither satisfy ourselves that what 
we have set down represents the facts, nor can we get any clear idea of what 
it is that we have set down. But suddenly, while we are poring over our 
digest of the facts and are endeavoring to set them into order, it occurs to us 
that if we were to assume something to be true that we do not know to be 
true, these facts would arrange themselves luminously. That is abduction. 
(Peirce, 1992, pp. 531–532)

Generating Explanations. Qualitative abductive research is widespread and 
aims to generate explanations and theories (Power et al., 2018). Being close 
to raw data, observing particularities, and being relatively free to approach 
the phenomenon from multiple theoretical standpoints make qualita-
tive research fertile soil for generating plausible explanations (Tavory & 
Timmermans, 2014). Typical questions include: Why is X? What might 
cause X? What process might underlie X? Contributions to these ques-
tions are not judged by the logic of derivation (deduction) or by the rigor 
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of the process (induction). It does not matter if the abductive leap occurs 
while lucid dreaming or sitting in the bath; what matters is whether it aids 
understanding, chimes with prior theories, explains the puzzling observa-
tions, and yields productive lines of action.

Exploring Explanations. Quantitative abductive research aims to stimu-
late ideas by exploring relationships within data. Although often under-
valued relative to hypothesis testing, exploring the associations between 
measures can spur the creation of new hypotheses firmly grounded in 
data (Tukey, 1977). Typical exploring questions include: What is associ-
ated with X? Does anything predict X? Is a confounding variable missing? 
Contributions to these questions, as with qualitative abduction, are evalu-
ated not in terms of the rigor of the observations or the logic of the deduc-
tion but in the fruitfulness of the emergent insights.

Abductive research has received little theorization, possibly because 
it entails a creative leap outside standardizable procedures (Tavory & 
Timmermans, 2014). However, induction and deduction are insufficient 
to explain most scientific breakthroughs in the natural (e.g., heliocentrism, 
theory of natural selection, dark matter, the structure of the double helix) 
or social (e.g., equality, feminism, power, impression management, ide-
ology, culture) sciences. Abduction is aided by sensitivity to contradic-
tions and anomalies, and openness to revising one’s expectations. In short, 
abduction thrives when there is a puzzle to solve. Science without abduc-
tion would cease to have revolutions. But science built solely on abduction 
would perpetually introduce new ideas without any criteria for evaluating 
them.

4.2.4  Matching Questions to Methods

A pragmatist approach to research questions starts with the insight that 
methods are tools for action. Instead of trying to distinguish methods 
from first principles, methods are differentiated in terms of their research 
purposes.

The typology in Table 4.1 guides when to use qualitative, quantitative, 
and mixed methods. Scholars have characterized differences in epistemol-
ogy (Denzin, 2012) and subject matter (Shweder, 1996) and distinguished 
family resemblances (Coxon, 2005; Morgan, 2018). But we propose a con-
tingency table of when to use qualitative, quantitative, and mixed meth-
ods. Qualitative methods can describe phenomena, provide theoretical 
framing, and generate explanations. Quantitative methods can measure 
phenomena, test hypotheses, and search for explanations. Mixed methods 
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are necessary when research benefits from multiple purposes (e.g., describ-
ing a phenomenon to measure it better, generating hypotheses about why 
an experiment produced surprising results). Differentiating these purposes 
can guide researchers in selecting suitable methods for the problem they 
are addressing. This can help researchers avoid the “methodological mono-
logic” described by Bauer and Gaskell (2000, p. 338):

The hammer is not well indicated for certain tasks – repairing a water pipe, 
for example. The skillful person will select the appropriate tool for the par-
ticular task. But if the person only knows how to handle the hammer, then 
all problems of fixing things in the household become a matter of ham-
mer and nail. This implies that proper indication necessitates the awareness 
of and competence in using different methodological tools. To transform 
every piece of social research into a set of interviews or a discourse analysis, 
or for that matter an experiment, is to fall into the trap of methodological 
monologic.

Differentiating qualitative and quantitative methods in this way gives each 
method a separate domain of legitimacy. From this standpoint, asking 
whether qualitative methods are better than quantitative methods, or vice 
versa, is like asking whether a hammer is better than a saw. It depends 
on what you want to do. Moreover, to assume that social science can get 
by with only one of these methods is to dismiss an entire row of indica-
tive questions in Table 4.1. Both qualitative and quantitative methods are 
legitimate because they are the best tools we currently have for specific 
purposes. 

4.3  Heuristics for Creating Questions

Popper (1934) influentially separated the context of discovery (creating 
hypotheses) from the context of justification (testing hypotheses). He 
argued that the philosophy of science and epistemology related only to 
the context of justification. “The act of conceiving or inventing a theory,” 
Popper (1934, p. 7) wrote, “seems to me neither to call for logical analysis 
nor to be susceptible to it.” Popper’s focus was on theory testing, and 
specifically falsifying a theory, without concern for how the theory was cre-
ated. This influential view has created a huge gap in the literature. While 
the literature on hypothesis testing fills many library aisles, there are only a 
handful of publications on creating questions worth testing. However, cre-
ating questions is central to scientific progress, especially paradigm shifts.

The gap in the literature is, perhaps, as much a function of a lack of 
progress as of willful neglect. As Jaccard and Jacoby (2020, p. 52) write, 
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in a book on creating theory, “there is no simple strategy for generating 
good ideas or explanations.” Despite several academics tackling question 
creation, no eloquent theory or multistep procedure can guide researchers 
infallibly toward a profound insight.

A pragmatist approach is comfortable with this uncertainty (Rorty, 
1989). Instead of any guarantees of insight, we only have tips, tricks, and 
heuristics – a bricolage of suggestions that have been fruitful in the past. We 
begin by reviewing these heuristics in terms of Peirce’s (1955) distinction 
between induction, deduction, and abduction. We then argue that these 
heuristics are not mutually exclusive, and thus moving between inductive, 
deductive, and abductive heuristics is a potent context for discovery.

4.3.1  Creating Questions Inductively

Although high-quality inductive research, such as detailed observation, 
should be the bedrock of science, it is disappointingly rare in social science 
(Blumer, 1969; Gerring, 2012) and psychology (Rozin, 2001; Rubin & 
Donkin, 2022). Psychology has been overly focused on deductive develop-
ment of hypotheses and subsequent confirmatory statistical testing, while 
devaluing nonconfirmatory or exploratory research (Krpan, 2022; Scheel 
et al., 2020). But confirmatory research should not be rushed into; it is the 
last step in a sequence of questions that begins with patient and detailed 
description and concept formation (Scheel et al., 2020). Without these 
rigorously inductive descriptions, concepts risk becoming vague, discon-
nected from everyday life, and low in validity despite being reliable. If the 
creation of new questions comes only from deduction, then it is overly 
determined by the literature and insufficiently attentive to our continually 
evolving practical problems.

Beyond psychology, detailed description is widespread (Rozin, 2009). 
Darwin’s theory of evolution by a process of natural selection did not 
arise through deductive hypothesis testing; rather, it rests upon numer-
ous patient descriptions. Similarly, Crick and Watson’s breakthrough 
model of the double helix is, first and foremost, a description. Turning to 
the social sciences, conversation analysis (Schegloff, 2007) is also built on 
elaborate and painstakingly detailed descriptions. In sociology, Goffman’s 
(1959) groundbreaking analysis of self-presentation in everyday life is also 
based on rich descriptions of human interaction. Psychology, in contrast, 
is rushing headlong into experimentation without extensive description 
(Rozin, 2009; Rubin & Donkin, 2022). Such premature enthusiasm for 
confirmatory research, with a disregard for descriptive research, is likely 
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counterproductive for a young science, like psychology, that is striving for 
scientific legitimacy (Krpan, 2022; Scheel et al., 2020). It can, for example, 
lead to overextended theories that fail to replicate, and which thus foster 
skepticism in psychology (Baucal et al., 2020; Mede et al., 2021; Open 
Science Collaboration, 2015).

Blumer (1969), a neopragmatist building on the work of George Herbert 
Mead, used the term “inspection” to conceptualize the inductive phase of 
social research. Inspection aims to describe the peculiarity of a phenom-
enon. Consider encountering a strange, suggestive, and confusing physical 
object:

[W]e may pick it up, look at it closely, turn it over as we view it, look at it 
from this or that angle, raise questions as to what it might be, go back and 
handle it again in the light of our questions, try it out, and test it in one way 
or another. (Blumer, 1969, p. 44)

Inspection tries to put aside assumptions and expectations. It entails 
attending carefully to the empirical particulars. Inspection is part of our 
natural everyday attitude, and it is also a hallmark of science.

Inspection can be both qualitative and quantitative. For example, 
inspecting people talking could include counting the number of partici-
pants or conversational turns, noting a peculiar tone of voice, or under-
standing the content of what was said. Qualitative inductive research is 
good for close-up inspection, rich description, revealing practices, iden-
tifying heuristics, and finding puzzles (Becker, 1998; Crano et al., 2014). 
Quantitative inductive research identifies differences between groups, 
changes over time, and outliers (Jaccard & Jacoby, 2020). And combining 
these inductive methods can produce added synergies. For example, one 
might start by using qualitative research to describe a feature of talk (such 
as conversational repairs; Schegloff, 1992) and then quantitative research to 
measure the frequency of the phenomenon (conversational repairs occur 
every 1.4 minutes; Dingemanse et al., 2015).

Inductive inspection helps generate questions because it ensures that the 
research is firmly anchored in what is going on. It can reveal the boundary 
conditions for a previously established phenomenon (Jaccard & Jacoby, 
2020), a challenging or conflicting observation (Crano et al., 2014), or sim-
ply a novel event (Becker, 1998). The critical ingredient is being attuned 
to peculiarity (Becker, 1998; Crano et al., 2014; Jaccard & Jacoby, 2020; 
McGuire, 1997). In so far as inductive inspection conforms to expectation, 
it yields data, and in so far as it disrupts expectation, it yields disruptive 
data that can generate new theory (Chapter 3).
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Valuable sources for inductive question generation include participant 
observation, deviant case analysis, biographies, diaries, news stories, histor-
ical events, introspection, role play, and even fictional stories (Jaccard & 
Jacoby, 2020). It can also be valuable to talk to practitioners to understand 
the frontline issues and the existing practical solutions (Jaccard & Jacoby, 
2020). Going further in this direction, participatory action research is a 
useful methodology for harnessing and building on the insight of com-
munities to generate novel questions (McIntyre, 2008).

Case studies are a particularly compelling method for generating 
research questions inductively. Too often, research cuts up phenomena in 
unnatural ways, with the actual sequence of events suppressed. In qualita-
tive research, quotations from people unfamiliar with one another, perhaps 
even from different regions, are presented side by side, without regard for 
the sequencing of what was said. In quantitative research, the focus is on 
central tendencies and averages (which may not exist in any single case), 
with outliers discounted or even removed. Case studies, in contrast, focus 
on a singular event and conceptualize it holistically – as a system of people 
and parts. There is no statistical average or central tendency; there just is 
what happened. This bedrock level of “what actually happened” is fertile 
soil for creating new questions (Eisenhardt, 1989). Why? Because theories 
can become detached from actual events. And despite the sometimes-low 
status of descriptive research, observations of particulars (i.e., what actually 
happened) should always be privileged over abstract theory (i.e., what is 
expected to happen). Thus, juxtaposing grand theories with specifics can 
reveal oddities, which grow into disruptive facts, or anomalies, becoming 
the wellspring of a new idea.

4.3.2  Creating Questions Deductively

Deduction is often proposed to be the ideal method for creating ques-
tions. Theories are used to create research questions and hypotheses that 
are tested empirically (Popper, 1969). The key to generating questions 
deductively is conceptual analysis, especially thinking through the logical 
implications of theories (Jaccard & Jacoby, 2020; McGuire, 1997).

A common approach to deductive question generation is to take an 
established concept and identify subtypes and variants, perhaps manifest-
ing in peculiar contexts (Crano et al., 2014). This is aided by defining 
concepts, refining concepts, challenging definitions, and speculating about 
subtypes and unaccounted-for variables, and introducing novel concepts 
(Jaccard & Jacoby, 2020). For example, the contact hypothesis (Allport, 
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1954) originally proposed that contact between outgroups could reduce 
prejudice under certain conditions. Initially, these conditions were concise: 
The contact should be between people of equal status, sharing a common 
goal, with the parties being interdependent in the achievement of the goal, 
and the contact should be supported by relevant laws, institutions, and 
customs. However, since this original formulation, the theory has been 
refined through numerous questions (Hewstone & Brown, 1986; Paluck 
et al., 2019). These refining questions include: What if the outcome of the 
joint activity ends in failure? What if the members of one group are not 
prototypical? And what about the frequency of contact? Or what about 
pressure to achieve the goal? What if member behavior is or is not seen to 
be prototypical of their group membership? What if the contact is face to 
face, technologically mediated, or even imagined? Such question genera-
tion is within-paradigm, leading to refinements of the original theory.

Although identifying subtypes and subconditions is widespread, it is 
often unsatisfying. In the case of the contact hypothesis it has been criti-
cized for producing “an open-ended laundry-list of conditions” (Pettigrew, 
1998, p. 69). Each additional condition, mediation, or variable does refine 
the theory, but it makes the theory conceptually weak, as it becomes a 
list of if-then propositions. Newell (1973) famously characterized this type 
of theorizing as trying to “play 20-questions with nature.” That is to say, 
deduction is used to pose binary questions to nature that are tested with 
an experiment. This, Newell argues, necessarily produces fragmented “if-
then” type theories. This mode of theorizing, and developing questions, is 
suited to testing big theories once they are in place, but it is not suited to 
generating big integrative theories.

A more exciting way to generate research questions deductively is to 
take an idea that seems obvious and investigate the alternative (Jaccard & 
Jacoby, 2020; McGuire, 1997). The world is rarely one-sided, and there are 
usually contexts in which the opposite holds. For example, Billig (1985) 
noted that most of the literature on social identity had focused on catego-
rizing (i.e., grouping people into categories), and he made a compelling 
case for the counterbalancing process of particularizing (i.e., seeing peo-
ple as individuals and not categories). Relatedly, Gillespie (2007a) shows 
how within moments of differentiation from outgroups there can also 
be moments of identification. Finally, Moscovici and colleagues (1994) 
observed that conformity (or majority influence) must have a counterbal-
ancing mechanism that prevents everyone from becoming the same (i.e., 
total conformity), and they advanced the influential concept of minority 
influence. This kind of deductive theory generation is stimulated by taking 
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theories to extremes (e.g., if there was only conformity) and then probing 
the processes that prevent the extreme.

A final approach to the deductive creation of research questions is to 
hold multiple theories in mind, such that tensions can be surfaced and 
competing accounts for observations can be generated (Crano et al., 2014; 
Jaccard & Jacoby, 2020). We can never have complete certainty in any 
theory, and thus it is prudent to entertain multiple possible theories. Like 
the lost explorers described by Midgley (2003; see Chapter 3), it is prudent 
to operate with multiple mental maps. The idea that a theory is infallible 
and timeless is an obstacle to this mode of deductive speculation because 
it blinds one to anomalies and leads to discarding alternative theories pre-
maturely. When Darwin (2001) sailed on the HMS Beagle, he entertained 
both the biblical view of the earth being created a few thousand years ago 
and the challenging ideas of Lyell that the earth’s geology was shaped over 
millions of years. Darwin’s theory of evolution was not a direct contribu-
tion to the debate about the age of the earth, but the heretical idea that 
the earth was much older than traditionally assumed was necessary for him 
to formulate his theory of natural selection. The point is that, given that 
theories are tools (Chapter 3), more theories enable more diverse ways of 
thinking about and acting on observations. In short, more paths of action 
in and through data increase the potential to find a novel pathway, ques-
tion, or theory. 

4.3.3  Creating Questions Abductively

Scientific revolutions have rarely been the result of mere induction or 
deduction; they have usually entailed a creative leap of abduction. The 
idea that the planets revolve around the sun, that evolution operates by 
natural selection, and that space and time are relative to the observer all 
entailed abductive leaps. Somewhat more controversially, but nonetheless 
abductively, are the social science theories that conceptualize the mind as 
a computer, people as utility maximizers, and languages as underpinned 
by a universal grammar. None of these ideas were deduced from first prin-
ciples. None of them were created by merely aggregating observations. 
In each case, there is a creative leap of abduction that goes beyond the 
evidence and preexisting ideas.

Abduction entails going beyond the data to posit something that explains 
the data. Although Sherlock Holmes (Doyle, 1892) frequently describes his 
own method as deduction, it is usually abduction; there is a weaving of a 
pattern and the positing of a story behind the events that makes sense of 
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the events. “Abductive inference,” Krippendorff (2019, p. 38) writes, “is 
Sherlock Holmes’s logic of reasoning.” When Sherlock Holmes is con-
fronted with the ostensibly bizarre facts of a case (e.g., the stabbed murder 
victim in a windowless room locked from the inside), the process of abduc-
tion is to imagine possible scenarios. The first step is to attend to the stub-
born facts (e.g., the locked door, the footprints, the hesitant responses). The 
second step is to generate plausible explanations (e.g., was it suicide, was the 
victim hypnotized, might the victim have been fatally wounded and sought 
refuge in the room). Abduction is the process of simulating possible expla-
nations until, like a key in a lock, the explanation fits the facts.

Creating questions abductively entails imagination. Abduction is not 
about what is (either empirically or logically); it is about what might be. 
It entails leaving behind the here and now to viscerally inhabit alternative 
scenarios (Zittoun & Gillespie, 2015). It brackets aside assumptions and 
aims to generate plausible accounts that might (or might not) explain the 
known facts. Often, such imagination will not provide added explanatory 
power. But, sometimes, it provides the seed for a new line of inquiry. 
Abduction is facilitated by questioning assumptions, challenging taken-
for-granted theories, focusing on the most irrefutable details, and being 
playful in generating alternatives but harsh in evaluating them. Abduction 
entails tolerating competing and even incompatible theories, seeking pecu-
liarity and anomalies, and pursuing possible lines of inquiry regardless of 
how surprising or heretical they are.

To generate explanations abductively, the researcher should continually 
ask “what?” and “why?” (Becker, 1998; Jaccard & Jacoby, 2020). First, it is 
important to fixate on what actually happened, the sequence of events, and 
the step-by-step details of the case. These details are the obstinate data to 
be explained. Second, each datum within the tangled mess of facts should 
be probed: Why did X happen? Why did Y not happen? What else could 
have happened? To this end, one needs to be clear about the difference 
between the facts to be explained (the “what”) and the speculations about 
those facts (the “why”). As Sherlock Holmes said: “It is a capital mistake 
to theorize before one has data. Insensibly one begins to twist facts to suit 
theories, instead of theories to suit facts” (Doyle, 1892, p. 163). The “what” 
(or data) are firm anchor points, the “why” are speculations. The “what” 
should be shorn of interpretation, the “why” is enhanced by imagination. 
The “what” can never lead one astray, but the “why” can bring false hope, 
and become a chimera that inhibits progress with dead ends. The “what” 
is in the past, and not open to revision, while the “why” should always be 
open to revision.
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To think creatively about the “why” – that is, to generate explanations 
for the “what” – can be enhanced with analogies and metaphors (Haig, 
2005; Jaccard & Jacoby, 2020). As discussed in Chapter 3, human under-
standing is grounded in the here and now of daily practice. Metaphors per-
vade social science. They underpin theories in psychology (e.g., the mind 
as a computer; Leary, 1990), communication (e.g., the conduit metaphor 
of message transmission; Axley, 1984), human development (e.g., organic 
growth; Zittoun & Gillespie, 2020), sociology (e.g., mechanism and 
functionalism; Swedberg, 2020), and economics (e.g., the marketplace; 
McCloskey, 1995). Indeed, in this book, we have relied heavily on meta-
phors, such as likening theories and methods to “tools” and describing 
abduction as “Sherlock Holmes style” of inference. Hiding metaphors is 
blinding; being open about them enables discussing the potentials and pit-
falls of all metaphors (Swedberg, 2020), and in so doing, one can liberate 
the imagination to try alternative metaphors, to see what they elucidate, 
prompt, and enable.

Finally, thought experiments are a particularly powerful (but often 
neglected) method for developing research questions abductively. Thought 
experiments have had a significant impact on science and have been cen-
tral to several breakthroughs. Einstein (1982; Norton, 1991) famously 
used thought experiments, such as trying to chase light and being on a 
train moving at the speed of light. Searle (1982) powerfully argued against 
strong artificial intelligence using the thought experiment of a person in a 
room converting inputs into outputs using an incomprehensible rulebook. 
Putnam (1974) argued that meanings are not just in the mind by posit-
ing a twin earth in which everything was identical except the chemical 
composition of water. In the veil of ignorance thought experiment, Rawls 
(1971) asks how one would decide upon the rules of society before know-
ing one’s position in society (i.e., profession, ethnicity, gender, income, 
wealth, social status). Thought experiments do not need to be elaborate 
scenarios. For almost any social phenomenon, one can engage in basic 
thought experiments by asking: Could this have occurred a thousand years 
ago? Might this occur a thousand years in the future? How would this play 
out in a world where everyone had perfect information, nobody lied, there 
was no emotion, or everyone was equal? Literature is an excellent resource 
for thought experiments. Franz Kafka (1915) explores what it is like to wake 
in the morning transformed into a huge insect. Phillip K. Dick (1962) 
explores what life in America might have been like if it had lost World 
War II. Cixin Liu (2014) examines what might happen to human society 
if it was known that aliens were en route and would arrive in 450 years.
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While some have argued that thought experiments are merely argu-
ments dressed up as stories (Norton, 1991), this is to underplay their 
value for us as humans. As argued in Chapter 3, knowledge is “for us” 
and works best when anchored in everyday life. Thought experiments are 
invaluable because they give us more than a dry argument, mere numbers, 
or prediction. Instead, they provide a visceral and meaningful simula-
tion, anchored in an intelligible first-person perspective. They enhance 
our embodied identification and thus ground abstract thought in every-
day human activity (Ludwig, 2007). In short, thought experiments are 
“intuition pumps” (Dennett, 1991, p. x) that enable us to “feel” problems 
from the inside, take ideas to extremes, and run simulations with impos-
sible conditions (McGuire, 1997). This playfulness stretches the space of 
the possible, opening a semantic space within which abductive questions 
arise.

4.3.4  Mixing Induction, Deduction, and Abduction

It is a mistake to oppose induction, deduction, and abduction. Morgan 
(2007; table 2), in an otherwise excellent article, claims that a pragmatist 
approach focuses on abduction instead of induction (which he associates 
with qualitative research) or deduction (which he associates with quantita-
tive research). But Peirce (1955, 1992) valued all three modes of inference 
and argued that they work best in tandem. Abandoning any mode of infer-
ence would be antipragmatist, because it would be a tribal affiliation to 
one form of inference; it would fail to leverage the insight that each mode 
of inference can provide. Peirce’s (1955) differentiation between induc-
tion, deduction, and abduction is conceptual. In any practical context, 
these modes of inference work together, yielding synergies that cannot be 
reduced to any one mode of inference operating in isolation.

When trying to solve a problem, we leverage insights from the past 
(deduction), attend to the concrete particulars of the problem (induction), 
and make leaps of speculation (abduction). Peirce (1974, sec. 1.72–1.74) 
gives the example of Kepler’s discovery of the laws of planetary motion. 
Throughout a long investigation, Kepler weaves together previous theory, 
empirical observations, and abductive reasoning to arrive at his theory. 
Without induction, his theory would have been disconnected from empir-
ical observation. Without deduction, he would not have been able to frame 
certain observations as surprising. Without abduction, he would not have 
been able to leap beyond both observations and existing theory to realize 
that planetary orbits were elliptical rather than circular.
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In social science, these three modes of inference are woven into the 
fabric of most empirical articles. The introduction section is usually deduc-
tive, drawing inferences from the existing literature. The empirical find-
ings should be inductive, with inferences being based on the data collected 
and the analyses performed. Abductive inference is sometimes evident 
in a surprising research question that posits a novel angle on an estab-
lished problem and sometimes evident in the interpretation of surprising 
findings. The key point is that these three modes of inference synergize: 
Deduction leverages the past to generate expectations; abduction gener-
ates ideas that escape the confines of deductive expectation; and induction 
tames unfounded expectations and excessive speculation.

Moving between modes of inference can help to generate research 
questions. This moves beyond discovering tensions between observations 
(induction) or between theories (deduction) and opens the possibility 
of discovering tensions between what is expected and what is observed, 
between what should be and what might be, and between what is and 
what could be (Jaccard & Jacoby, 2020; McGuire, 1997). The point is 
that moving between modes of inference opens the research process up to 
additional and productive tensions that can spur insight and foster new 
research questions.

Research questions can also be generated by moving between qualita-
tive and quantitative methods. This is an extension of moving between 
modes of inference. Each mode of inference (i.e., induction, deduction, 
and abduction) has qualitative and quantitative variants (see Table 4.1). It 
has long been argued that mixing methods is a powerful means of gener-
ating new theories (Greene et al., 1989). The core idea is that integrating 
qualitative and quantitative methods should lead to a 1 + 1 = 3 synergy, but 
specifying how this occurs is challenging (Fetters & Freshwater, 2015a). 
The theoretical literature on mixing methods tries to identify how this 
creativity is more than accidental and can be traced to particular integra-
tive strategies (Åkerblad et al., 2021) and dimensions of integration (e.g., 
assumptions, aims, data, interpretation; Fetters & Molina-Azorin, 2017b).

Table 4.1 differentiates both modes of inference and qualitative and 
quantitative methods. This provides a basis for conceptualizing emergent 
synergies. It is precisely because each mode of inference and method does 
something different, and answers different questions, that they are com-
plementary rather than competing. Thus, these methods can be chained 
together to produce synergistic findings. For example, describing a phe-
nomenon qualitatively (“what is it?”) often leads to measuring the phe-
nomenon quantitatively (“how frequent is it?”); testing a theory (“does the 
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data cluster according to typology X?”) often leads to a qualitative search 
for an explanation (“why did the clustering not work?”); and generating an 
explanation (“what might cause X?”) feeds forward into testing the expla-
nation (“does Y cause X?”). These chains of investigation are examined in 
detail in Chapter 6.

Mixing modes of inference, and associated methods, increases the 
chances for disruption. Such disruptions are central to scientific prog-
ress (Kuhn, 1962). While much science is routine, entailing fitting data 
to theories to flesh out a given paradigm, there are key turning points in 
science, revolutions, that establish new paradigms. Whether engaged in 
normal (i.e., within-paradigm) or revolutionary (i.e., paradigm-creating) 
science, the key is to be sensitive to anomalies such as disruptive observa-
tions, confounded expectations, and contradictory theories. Normal and 
especially revolutionary science progress by addressing such anomalies. It 
follows that any research practices that increase the chance of anomalies 
arising will advance science and lead to increasingly robust knowledge. 
Research that is siloed within a subdiscipline, operates with a narrow range 
of methods, or insulates itself from real-world practices and consequences 
is protecting itself from disruptive surprises and, thus, the potential for 
scientific progress.

4.4  Being Sensitive to Surprise

From a pragmatist standpoint, the key to creating questions is being sensi-
tive to surprise. What does it feel like to make a discovery in social science? 
What is the phenomenology of an emerging insight? It is, we argue, the 
feeling of something odd, out of place, oversimplified, difficult to empa-
thize with, glossed over, or otherwise puzzling; in short, it is the feeling 
of surprise. As we argued in Chapter 3 and will develop in Chapter 9, 
humans are future-oriented. Knowledge crystalizes experience from the 
past to prevent surprises in the future (Friston, 2010; Peirce, 1955). If we 
create theories to reduce surprise, it follows that being sensitive to surprises 
will guide us toward increasingly robust theories.

There are many sources of surprise: data, contradictory theories, daily 
practices, logical puzzles, and emerging phenomena. But, in each case, 
the phenomenological experience is the same: There is a kink in the logic, 
effort is required to overcome it, and the path of least resistance is to skip 
over it. The surprise can be accompanied by emotions of discomfort, dis-
appointment, or even defensiveness. But this feeling of resistance, this 
desire to bypass the uncertainty in favor of more familiar ground, is the 
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feeling of being at the edge of knowledge. Arguably, this is the moment of 
science: The deciding factor is whether one pauses and probes or whether 
one passes by.

Pausing and probing are done by asking questions. At the heart of sci-
ence, even within the phenomenology of the moment of discovery, is 
turning surprises into productive research questions. Research methodol-
ogy is the formalization of ways to answer questions rigorously. There is a 
circular dynamic: Questions beget answers, and answers beget questions. 
A pragmatist approach to methodology aims to make this loop more effec-
tive, creative, and ethical. Within this loop, research questions form the 
connecting thread, linking human interests to the consequences of knowl-
edge and providing the criteria for choosing data (Chapter 5) and methods 
of analysis (Chapter 6).
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c h a p t e r  5

Eliciting and Transforming Data

We must be careful not to confuse data with the abstractions we use 
to analyze them.

William James (cited in Rice, 2007, p. iii)

The word “data” comes from Latin, where datum means something that 
is given – this term is also, incidentally, the singular for data in English. 
This linguistic root has led to a simplified understanding of what data rep-
resent. For many researchers, especially following the positivist tradition 
(see Chapter 2), data are a nonproblematized category, which includes 
aspects of events that are recorded and ready for analysis. And yet, there are 
many gaps between what is given in experience (i.e., events), raw data (the 
records or traces of events), transformed data (raw data that are processed), 
and data analysis. In the earlier quote, William James reminds us that raw 
data should not be confused with data that are transformed into catego-
ries, concepts, and codes; moreover, raw data always have the potential to 
disrupt expectations that have been shaped by theory (see also Chapter 3). 
The data we end up working with are far from “what is given” as a sepa-
rate, static, and finite outcome. Data are transformed through research 
and analysis – through action (and interaction) guided by theories, ques-
tions, and interests (see Chapters 3 and 4).

Data are produced in various ways – from experiments and interviews 
to corpus construction – and take many forms, including numeric, text, 
sound, and image. We define data as the traces of experiences researchers 
use to address a research question. Data are the cornerstone of empirical 
social research. This is because they can capture experiences of breakdown 
or stumbling in which our theories are shaken by unexpected empirical 
evidence and our analytical methods prove insufficient (for the distinc-
tion between data and disruptive data, see Chapter 3). However, not all 
data provoke a rupture in our understanding; otherwise, the term would 
be relatively narrow, depending on what researchers find surprising or 
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thought-provoking. However, we maintain that all data have the poten-
tial for disruption and, when adopting a pragmatism stance, we are par-
ticularly interested in exploring this potential. To this end, we argue, we 
need to be sensitive to the gaps or differences between phenomena, data, 
and analysis and, particularly in the context of new forms of data avail-
able nowadays, the importance of data construction as a recurring – not 
given and once and for all – process. Hence the pragmatist proposition we 
advance in this chapter: Data are always transformations.

In this chapter, we first review the different roles data have in research – 
as reality, as construction, as disruption – and propose to conceptualize it 
as a process, whereby records of a phenomenon (raw data) are collected 
and transformed (becoming transformed data). Importantly, for the pur-
pose of this chapter we do not distinguish between the event as it hap-
pened (the noumena) and the experience of the event (the phenomena) 
and designate both using the same term. For instance, if an interview is 
an event, raw data can be the audio recording while transformed data start 
from the transcription, which entails choices (e.g., the system of transcrip-
tion), and continue with the extraction of excerpts for detailed analysis 
and include word frequencies, which transform the raw data into numeric 
values. Second, we develop a classification of existing data collection 
methods and data types. Third, we discuss how technology has profoundly 
impacted data production, making large naturally occurring datasets avail-
able, including big qualitative datasets. Finally, we examine the opportuni-
ties and challenges of big qualitative data and discuss how pragmatism can 
help achieve these potentials and avoid the pitfalls. 

5.1  What Are Data?

The vocabulary of data in psychology and social research is expansive, 
and it includes notions such as variable, information, fact, statistic, input, 
sample, population, finding, theme, and meanings. But, most of all, it 
includes the pervasive distinction between “quantitative” and “qualitative” 
data (Henderson et al., 1999; Holton & Walsh, 2016). The main differ-
ence made is thus between numerical and nonnumerical data. For exam-
ple, household earnings, frequencies of the use of pronouns in a political 
speech, or the count of how often children interact with each other are 
recorded as numbers and, as such, are considered quantitative. In contrast, 
the drawings made by an artist, the sounds produced by an orchestra, or 
the words uttered to convince a friend to go bowling are considered quali-
tative. Data taking the form of visuals (still or moving), sounds, smells, 
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touch, and, most of all, text (oral or written) are all considered qualita-
tive. However, we suggest that this division is primarily analytical and 
often does not hold upon closer scrutiny. This is because numerical data 
always originate in “qualitative” experience, and all nonnumerical data can 
be counted and thus used in statistical analysis. In our examples, politi-
cal speeches and school interactions are grounded in text, sound, touch, 
and so on; yet various aspects of them are quantified. Conversely, musical 
scores are a formal language that can easily be translated into numeri-
cal terms, but the sounds made by an orchestra and, in particular, the 
experience of listening to the orchestra in question are not (unless it is a 
digital audio recording). Quantifying the qualitative and qualitizing the 
quantitative are common processes within research. For most researchers, 
these transformations are part of the treatment or preparation of data for 
analysis (i.e., “moving” data from one state to another). We propose that 
data can change “state” as part of this processing (e.g., the movement from 
raw to transformed data and back again, including back and forth between 
qualitative and quantitative forms) and always afford further transforma-
tions depending on the research purpose and question. Thus, processes of 
data creation and transformation take center stage instead of being mere 
“data collection.”

To note, there is a continuum between data transformation and data 
analysis but there is also a qualitative difference between them. While pro-
cessing data from raw to transformed still keeps the focus on the data 
themselves (the main outcome is the new and transformed data), analysis 
moves between data and findings that answer a research question (and so 
the main outcome is the finding). Of course, researchers can also draw 
findings or conclusions from the process and outcome of data transforma-
tion but this is not their primary aim when working with data in the sense 
used in this chapter.

Even though data are the cornerstone of empirical research, they are 
often undertheorized. Methodology books usually present typologies of 
data rather than discuss what data are for or problematize practices of 
collecting and working with data. This omission goes back partially to the 
implicit definition of data as “what is given” and a general focus on data 
analysis rather than data collecting and creating. When data collection is a 
topic, it is primarily discussed in terms of samples and sampling methods 
(e.g., Devers & Frankel, 2000; Faugier & Sargeant, 1997; Marshall, 1996), 
although there has been some questioning of what “collection” actually 
entails (e.g., Backett-Milburn et al., 1999; Smagorinsky, 1995). Within 
these critical reflections, the notion of collecting data is regarded with 
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suspicion given that it seems to suggest that data preexist the process of 
research; similarly, the established article section of “findings” to report 
research results suggests that conclusions are found rather than created. 
In contrast, pragmatism leads us to consider both data collection and data 
analysis as constructive processes and, in essence, data as resulting from the 
constrained engagement of the researcher with the world. In order to situ-
ate this latter view, we review below some common understandings of data 
in social science that build toward a pragmatist view of data as a process.

5.1.1  Data as Reality

Collecting data with the assumption that one is collecting aspects of a 
transcendental and universal Reality is peculiar to the realist traditions (in 
a narrow sense; Daston, 1992). Within the positivist paradigm, data are 
judged primarily in terms of their accuracy and truthfulness. The ostensi-
bly independent quality of “good” data implies that it reflects reality and 
can be used to study phenomena in a direct, unmediated, and universal 
manner. This view ignores the constructed nature of data and removes the 
role of the researcher and the broader social and cultural context in shap-
ing the research. This is not to say that there are no such things as “facts” 
or that this notion has no place in the pragmatist approach. In our post-
truth and postfact context (Berentson-Shaw, 2018), truth must remain an 
essential criterion in science and public debate. The problem, however, is 
that the “data as Reality” approach is static and reductionist. It focuses on 
a narrow correspondence between theory and world, data and events. At 
the extreme, this approach equates the data collected with the phenom-
enon under study.

5.1.2  Data as Construction

The idea that data are constructed through research is widespread within 
the social sciences, especially among qualitative researchers operating 
within more constructionist paradigms (see Chapters 1 to 3). This approach 
places the researcher back into the relationship between data and world 
and focuses on the researcher’s role in data elicitation and transformation 
(Carolan, 2003; Hagues, 2021). This goes beyond discussions of prompted 
or unprompted data, covered later in this chapter, and starts from the 
very decision to call specific information “data” and consider it relevant 
for a given research question. All the choices made following this (e.g., 
sampling, collection, transcription, codification, and analysis) reveal that 
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data do not simply exist “out there,” like a carving waiting to be extracted 
from the marble, but are produced as part of a human activity – the activ-
ity of research. Like all activity, research is guided by human interests (see 
Chapter 4) and mediated by culture (Wertsch, 1998); as a consequence, its 
tools and products are necessarily cocreations in the triangular relationship 
between the researcher, the phenomenon, and culture (including theories, 
the literature, and commonsense). Holding the view that research con-
structs data might sound relativist but it does not have to be – it is not 
“everything goes” (e.g., everything is data, all data are equal); rather, it 
foregrounds the mediated relation between data and events in the world.

5.1.3  Data as Disruption

Pragmatism acknowledges the constructed nature of data and the factic-
ity of data (not in a transcendental or Real sense but as a truth of human 
activity). It emphasizes the potential of data to disrupt our expectations. 
This disruption entails both object (data) and subject (expectation). This 
understanding draws on the view that reflective thinking, or executive 
function, begins when we encounter obstacles or problems (see Dewey, 
1903, 1997). In George Herbert Mead’s words, “analytical thought com-
mences with the presence of problems and the conflict between different 
lines of activity” (1964b, p. 7). Data that trigger analytical – and creative – 
thought typically originate in a conflict between our theories/assumptions 
and the new data encountered. Data as disruption are the unsettling of 
old views and thus the seed of new interpretations, which is the basis of 
scientific progress. However, one problem with adopting this position is 
that it downplays “nondisruptive” data. Nondisruptive data are essential 
for research because there could be no exceptions, surprises, or disrup-
tions without established patterns, theories, and assumptions. No data 
are intrinsically disruptive or nondisruptive; it all depends on the research 
question, the theory, and the broader research assumptions. Thus, from a 
pragmatist standpoint, research should be clear about its guiding theories 
and questions and remain attentive to the disruptive potential of data. 

5.1.4  Data as a Process

The guiding pragmatist insight we develop in this chapter is conceptual-
izing data as a process. This is the idea that data are dynamic rather than 
static, as something crafted rather than given. The path from data to analy-
sis entails transformations. It is not only the case that data emerge from an 
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initial transformation of raw data (traces or recordings of human activity) 
into “something” that can be analyzed (excerpts, categories, numbers) – 
but our relationship with data also changes in the process of research. This 
process should not be understood exclusively in terms of preparing data 
for either quantitative or qualitative analysis (Manikandan, 2010; Rubin & 
Rubin, 2005). It should not be confused with conducting more than one 
analysis on the same piece of data (for instance, using two types of statistics 
or employing both thematic and discursive analyses). Data as a process 
involves a continuous reflection on the kinds of transformations avail-
able – to consider the same data through different lenses, especially lenses 
that cut across the quantitative and qualitative divide. This potential for 
transformation rests in the fact that all raw data are perspectival (i.e., they 
can always be approached, understood, and acted upon differently, includ-
ing within the same study). An online comment or an internet meme, for 
example, can be part of a much larger sample and coded numerically to 
identify patterns while, at the same time, being used for in-depth semiotic 
analysis. The raw data remain the same yet their “collection” and treat-
ment are no longer static; the raw data are “processed” in various ways to 
afford various analyses.

In order to unpack data as a process, we need to distinguish between 
four distinct levels of data: (1) the events – the object of interest in the 
world, in all its complexity and tangled with other events; (2) the record 
or raw data – the traces of the events, such as archives, memories, survey 
scores, audio recordings, and digital footprints; (3) processed or transformed 
data – transforming the raw data to enable certain types of analyses, such 
as selecting excerpts, wrangling numbers, categorizing types, and quanti-
fying qualities; and (4) the analysis – finding patterns or explanations by 
examining the transformed data using various analytic procedures, such 
as content analysis, correlations, discursive analysis, and linear regression. 
The events are facts that exist in the past. The raw data are the traces of 
events in the present. While the raw data are unchangeable (any change 
would result in transformed data), data transformation can move freely 
back and forth between transformations (e.g., quantification, categoriza-
tion, sampling, or aggregating) and the raw data.

There are specific processes connecting, on the one hand, the event with 
raw data and, on the other hand, transformed data with analysis. These 
transformations define what data “are,” and these processes are often mul-
tiple and even open-ended. For example, several steps can be taken to 
move from the event (e.g., the experience of going through a war) to analy-
sis (e.g., the themes that describe this experience). For instance, memories 
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need to be expressed orally or in writing, and voices need to be recorded 
and transcribed leading to numerous selections, choices, and transforma-
tions (e.g., placing the data in a table, using time stamps, level of transcrip-
tion detail, number of variables). The idea of data as a process foregrounds 
that there are many forking paths between events in the world and data 
used in analyses.

For most of the twentieth century, a key challenge for research was get-
ting records of events of interest. In quantitative research, obtaining survey 
data or conducting experiments was generally more time-consuming than 
running the analyses on the resultant data. While the challenge of find-
ing the right participants or alternative sources remains in place (Macnab 
et al., 2007), the processes of recording, transcribing, and doing descrip-
tive analysis have been simplified nowadays by a series of technological 
developments, not least the invention of computers and the general avail-
ability of research software. Today we are likely to record or hold too 
much raw data (entering the infamous “data dungeons”; Bauer & Gaskell, 
2000) while the range of analytical methods have expanded and started 
to include highly technical procedures (e.g., natural language processing). 
This reversal – the relative accessibility of data, including rise of big quali-
tative data, and the difficulty of analyzing it – is accentuated by another 
type of gap, that between data collection and data analysis.

Traditional methods like experiments and surveys and, to some extent, 
interviews imply (or are particularly suited to) specific analytic strategies, 
such as comparisons of means, correlations, and thematic analyses. These 
traditional methods tend to collect data that are prestructured for a specific 
type of analysis. What is recorded in experiments and surveys typically 
takes a numerical form. For example, complex actions and interactions are 
reduced to categorical outcomes. Interviews allow for broader analyses, but 
they are challenging to scale up given the resource demands of interview-
ing and detailed transcription. This immediate connection between record 
and analysis, both quantitative and qualitative, obscures the processual 
nature of data because the time spent between data collection and analysis 
is reduced. However, digitalization has changed this dynamic. There are 
few “ready-made” methods for analyzing naturally occurring big qualita-
tive data and the often-rich associated data. For example, a social media 
post has metadata (e.g., time, location, user details) and response data 
(e.g., replies, upvotes, circulation). Digitization means that the “space” 
between records and analysis widened, records are increasingly abundant, 
but they are also messy. Naturally occurring traces have high ecological 
validity; however, they often require extra processing to become suited for 
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research (e.g., sampling, cleaning, joining, enumerating, and wrangling). 
This new context lends itself to pragmatist approaches (Chapters 1 and 2), 
systemic theories (Chapter 3), abductive questions (Chapter 4), and, as 
we shall see next, more complex and creative forms of analysis (Chapters 
6 and 7). Most of all, they demand a deeper reflection on data elicitation 
and data types, the two topics we move to next. 

5.2  Data Elicitation and Data Types

Traditionally, social sciences research has understood data as something 
to be “collected,” either in the field or in the lab. Beyond the fact that this 
distinction has lost a lot of its meaning with the advent of research done 
online – with experiments moving into people’s homes and interviews 
taking place with researchers still in their lab – it raises more fundamental 
questions about what constitutes a realistic or artificial context. Indeed, 
while the lab is often presented as a place of increased control, where 
researchers can test hypotheses in a quasi-vacuum, it is also decried as an 
artificial situation, where events might fundamentally differ from what 
happens “in real life” – because no human behavior is ever in a vacuum. 
However, while experimental procedures in a lab might be an extreme 
case, most traditional data collection methods involve some degree of arti-
ficiality, in the sense that the situation in which the data are gathered 
is at least partially created by researchers to produce said data. In other 
words, researchers using traditional methods do not simply “collect” data; 
instead, they elicit or create data (Hood et al., 2012).

A common distinction is between naturally occurring data (Reader & 
Gillespie, 2022) – termed “unobtrusive” or “nonreactive” (Reader et al., 
2020; Webb et al., 1966) – and constructed data. Naturally occurring data 
are produced outside the research process (i.e., exist independently of any 
instructions from the researcher). They are also part of ongoing chains of 
events that make up the world; they are consequential outside the research 
process and shape the world of tomorrow (e.g., people making plans, fly-
ing planes, contesting identities, giving feedback, making friendships, and 
debating points of view). For example, online posts are naturally occurring 
data that can become data for research even if they were not created for 
research (something that raises particular ethical concerns; see the final 
section of this chapter and Chapter 8).

Using naturally occurring data for research typically entails either cor-
pus construction or observation. In corpus construction, researchers search 
for preexisting naturally occurring data that can address their research 
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question. This could include personal diaries (Gillespie et al., 2007), for-
mal complaints and incidents (Van Dael et al., 2021), social media posts 
(Whittaker & Gillespie, 2013), cockpit voice recordings (Noort et al., 
2021a), and even FBI records (Gillespie, 2005b). In observational research, 
researchers choose a context, situation, or event and collect the data as it 
happens, such as during a protest (Power, 2018) or in the aftermath of a 
disaster (Cornish, 2021). In both cases, however, the route from data to 
analysis is complex. While “traces of events” might be “naturally occur-
ring,” what ends up being analyzed is necessarily a constructed subset 
of the actual events. The corpus construction method entails numerous 
choices about what is and what is not in the corpus. It requires a delicate 
crafting of the corpus to suit one or more research questions. Equally, the 
observation method filters what ends up being analyzed through the expe-
rience, questions, and concerns of the researcher (Mulhall, 2003). In both 
cases, events themselves are too abundant for direct analysis. Researchers 
have to select, simplify, or describe. To this end, research questions (i.e., 
researcher interests) are critical because they provide criteria for isolating, 
extracting, and even abstracting data.

When researchers talk about constructed data, they often distinguish 
“prompted data” (e.g., interviews) and “controlled data” (e.g., experi-
ments). In interviews, the aim is to prompt answers that are guided to 
varying degrees by the researcher (i.e., structured, semistructured, and 
unstructured interviewing; Kvale & Brinkmann, 2008; Qu & Dumay, 
2011). While for most interviews, there is an assumption that respondents 
can freely produce their views, the opinions generated necessarily bear the 
mark of the interactional context of the interview itself (it is an inter-view; 
Farr, 1984). Experiments entail controlled data since the researcher tries to 
standardize the setting and collect structured reactions quantitatively. It 
is no surprise that control and standardization are defining characteristics 
of the experimental method (Wolfle et al., 1949). Surveys are somewhere 
between prompted and controlled data, depending on how they are con-
structed. For example, surveys on misinformation tend to be quite con-
trolled (e.g., controlling the stimuli, the sample, how accuracy is assessed), 
whereas surveys of opinions entail less control (they can be very narrow 
inventories of opinions, but they do not necessarily control much beyond 
the response format) – methodological differences that raise the problem of 
expressive responding or the deliberate production of insincere responses 
in misinformation surveys (see Schaffner & Luks, 2018).

One of the main limitations of the distinction between naturally occur-
ring and constructed data is that it suggests that some data exist “out there” 
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and researchers do little to influence them, while others are fabricated for 
research. However, we can think about these two categories in more subtle 
terms. For example, one of the most relevant criteria is related to the degree 
of control of the researcher. This can refer to control over the situation of 
data collection or control over the content of the data itself. Following this 
new distinction, we can talk about prompted or unprompted and curated 
or uncurated methods of data elicitation (see Figure 5.1 for details).

In Figure 5.1, prompted or unprompted refers to how much the situation 
is controlled and created by the researcher. Experiments offer the most 
control and construct more “artificial” situations for participants, followed 
by surveys and interviews. Observations are on the midline because, in 
traditional observation techniques, the researcher contributes to a certain 
extent to the situation. But, especially in covert observations, one could 
argue that the influence of the researcher is minimal. Curated or uncurated 
refers to the extent to which data are selected for inclusion into the dataset 
(e.g., how strict the criteria are about what constitutes data). Experiments 
and surveys are the most curated, as they collect only limited and pre-
defined information. Constructed corpora are also heavily curated, as the 

Figure 5.1  A typology of data elicitation
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data are collected based on clear criteria for inclusion/exclusion. On the 
other hand, interviews and video observations are the least curated, as they 
offer little control over what ends up in the transcript or video record. 

One general observation when considering this typology is that most 
methodological attention tends to be focused on the opposing quadrants 
of uncurated and unprompted and prompted and curated. These correspond, 
largely, to the naturally occurring and constructed data categories men-
tioned earlier. And yet naturally occurring data does not necessarily have to 
be uncurated, as is the case for instance in corpus construction, where much 
effort is put in selecting relevant data to answer a research question. Some 
of the biggest expansions in data sources, discussed in more detail in the 
following section, concern what we call here (uncurated) “naturally occur-
ring data.” This is any source of naturally occurring data that is either taken 
as a self-contained dataset (e.g., analyzing a whole archive) or selected on 
arbitrary terms (e.g., analyzing the last three months of conversation on a 
forum). These can be closed-circuit television (CCTV) footage, interactions 
on social media, entire diaries available to the public, black box recordings, 
or public speeches. Because these data are both unprompted and uncu-
rated, they land themselves particularly well to zooming in and out through 
multi-resolution research (see Chapter 7) without being the only data that 
can afford such analytical movements (as we shall see in Chapter 6).

In the end, when it comes to typologies, we need to move past simple 
dichotomies like qualitative and quantitative data and, in many ways, 
the field of methodology is doing so by operating increasingly with new 
concepts such as structured and unstructured data (Bolla & Anandan, 
2018; Fong et al., 2015; Gillespie & Reader, 2022; Shabou et al., 2020). 
While structured data are generally quantitative and unstructured data are 
generally qualitative, these new notions shift the emphasis away from a 
binary toward the idea that there can be degrees of structure. They also 
shift focus from the implicit (and misleading) assumption that a specific 
type of data necessarily calls for a specific method of analysis. Instead, the 
focus is on “datafication” as the process of structuring records. In practical 
terms, structured means anything that can be neatly organized in a table 
or database, and unstructured is anything that cannot be put in a table 
without losing essential information. Of course, there is always a grey area 
because there are many degrees of structuring (arguably, all digital data, 
even when qualitative, are structured in 1s and 0s). For example, tweets can 
be put in a table along with related information (e.g., time sent, number 
of likes, retweets, responses), but their textual content remains unstruc-
tured (except in so far as it is digital). Our proposal is that the movement 
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between structured and unstructured (what we call data transformation 
or data as a process) has enormous research potential. Often this move is 
from unstructured data to at least partially structured data through auto-
matic or manual coding (quantitizing; Chapter 7). However, it can also be 
in the reverse direction, to recover the rich qualitative particulars underly-
ing previously structured data (qualitizing; Chapter 7).

In summary, we need to rethink old terminology regarding data. In 
particular, we need a deeper reflection on the role of researchers in eliciting 
data and how much control they have over the content and context of data 
collection. Distinctions between prompted or unprompted and curated or 
uncurated add nuance and help us navigate where the abundance of new 
data, especially big qualitative data, is “coming from.” The structured–
unstructured terminology points us to processes of working with data, 
which is a significant advance. It is increasingly important to move beyond 
types of data and toward understanding how data are selected, reshaped, 
and used. Texts analyzed only for word frequencies are structured data. 
Images classified by humans or an algorithm are also structured data. But 
both texts and images are also unstructured qualitative data.

What is essential for our argument is that, in both cases, the unstructured 
(raw) form remains, enabling the researcher to move between unstructured and 
structured in the process of working with data. Both unstructured and struc-
tured data can be subjected to pluralistic forms of analysis, and this process 
is helped by the fact that unstructured data can always be structured and, 
in many cases, structured data can be unstructured. We need, however, 
more opportunities for the latter. For example, text can be analyzed sys-
tematically to reveal a high-level pattern while retaining the ability to zoom 
into individual quotes. But structured data such as survey ratings do not 
typically enable zooming down into the thoughts/utterances underlying the 
given rating except if the research is set up in such a way as to allow this 
(Rosenbaum & Valsiner, 2011). Luckily, as we shall discuss next, new types 
of data are extremely rich and can be structured in more than one manner, 
allowing for both quantification and exemplification and, as such, enabling 
us to gain both quantitative rigor and qualitative subtlety. 

5.3  Big Qualitative Data

Quantities of data are increasing exponentially. Things, people, and orga-
nizations increasingly produce traces (potential raw data) as a byproduct 
of their activities. Digitization has made these data easy to store, search, 
and (security and privacy issues aside) share. This increase in data creates 
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opportunities but also pitfalls (Salganik, 2019). From the use of smart-
phones to social media participation, most of us – but not everyone (Van 
Dijk, 2020) – leave numerous digital traces, and these records can easily be 
collected as data and analyzed with or without our consent. The ascendancy 
of big data (Yaqoob et al., 2016) and big data techniques (Foster et al., 2016), 
and their spread in the corporate domain, testifies to the digital data boom. 
These data and techniques will revolutionize traditional research methods 
(e.g., surveys, experiments, and interviews). Previously, numerical data col-
lected on a piece of paper or typed in a computer were the only record avail-
able for analysis from an experiment (bar the existence of fieldnotes from 
the experimenter). Nowadays, there may be high-quality audio and video 
footage of participants during the experiment (Ross & Vallée-Tourangeau, 
2021). This abundance of new data means that the gap between raw data 
and analysis is increasing because we increasingly need to decide how to 
select and structure the data for analysis. The traditional record, meant for 
a particular analysis, is becoming rare. We increasingly face a multitude of 
choices, both in terms of what we consider raw data and in terms of how we 
transform this into analyzable data, which is both exciting and challenging.

In practical terms, increasing digitization has three consequences for 
social research: new types of data, more behavioral data, and increasing 
quantities of data.

5.3.1  Increased Access to More Types of Data

The new types of data include social media data, video footage, live inter-
actional data, and digital archives. While some of these have been around 
for decades, they have become increasingly important for researchers, 
and there is an upsurge in digital data and digital research (Brynjolfsson 
& McAfee, 2011; González-Bailón, 2013; Mayer-Schönberger & Ramge, 
2022).

Social media data, including text and images (e.g., memes and emojis), 
conversations or posts, and a wide range of online behaviors (e.g., liking, 
linking, forwarding, following), are a rapidly growing data type. Whereas 
today we are taking for granted the diversity of social media platforms, 
we need to keep in mind how recent many of these platforms are and 
how they are transforming both individual lives and society. For instance, 
Facebook was founded on February 4, 2004, the first tweet dates from 
March 21, 2006, the first Instagram post was released on July 16, 2010, 
and TikTok was launched in China in September 2016. At the time of 
writing, the new social media apps include Supernova, Locket, Sunroom, 
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and PearPop. No doubt, many of these new platforms will fail, and new 
platforms will arise – which goes to show how rapidly these technologies 
and social spaces are developing. Our point is that researchers are increas-
ingly presented not only with social data but new social phenomena that 
did not exist before the early 2000s (e.g., de Saint Laurent et al., 2020; 
Stahl & Literat, 2022).

Video footage is a type of data coming from people sharing videos online 
and from organizations (e.g., broadcasts, CCTV, training, teaching, and 
news). With video footage, we can gain insight into the mundane aspects 
of life (whereas in the past, only special events were filmed) and gain a 
broader range of perspectives on a single event (e.g., videos of key events 
like the US Capitol Hill riot; Tynes, 2021). Since people are increas-
ingly used to being filmed, they react less to it (e.g., CCTV), and thus 
it is increasingly likely that there will be video footage of critical events. 
Natural disasters, social uprisings, unethical behavior, and whistleblowing 
increasingly produce digital traces. Thus, retrospective verbal accounts will 
increasingly give way to rich audio-visual data that provide insight into 
events as they happened.

Live data come out of people answering requests to record reactions or 
fill up surveys while events are taking place or at specific moments during 
the day, but they can also include a direct record of activity (e.g., collect-
ing browser data, real-time messaging, tweeting, recording movement on 
the GPS). This “live” aspect of the data, when combined with computing, 
can lead to real-time analysis of behavior in ways that feed back into the 
phenomenon itself (e.g., monitoring hate speech online; Paschalides et al., 
2020). This is in stark contrast with traditional research practice, which 
takes months or years to get from data collection to results. In the case 
of live data, the research participant does the observation/data collection 
more or less willingly (e.g., participants install an app for recording their 
web activity, online interactions, or personal experiences; Christensen 
et al., 2003).

Digital archives are not new. From the invention of the first computer in 
the 1940s to the creation of the Internet in the 1980s, we have been accu-
mulating digital archives. What differs today is the ease of access and the 
analytical possibilities opened by natural language processing and object 
recognition techniques. This has enabled archives to continue growing 
while remaining almost instantly searchable. Archival data are also becom-
ing richer and more multifaceted with extra data such as time stamps, 
document history, and email communications and messages about docu-
ments (Beer & Burrows, 2013; Falk, 2003). Thus, digital archives are not 
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only becoming bigger but they are also increasingly combining and stitch-
ing together multiple types of data (both structured and unstructured).

5.3.2  Increased Access to Behavioral Data

Another opportunity for researchers dealing with new data, particularly 
in its digital forms, is that it allows them more direct access to behavioral 
information. While traditional methods such as surveys and interviews 
are usually based on self-report (people reporting behavior), and experi-
ments construct behavior in somewhat artificial environments, online 
spaces offer easy access to behavioral data. This is not limited to online 
behavior. The video footage, live data, and digital archives increasingly 
include data on offline behavior (e.g., purchases, video footage of daily life, 
images of important events, and reports of medical error). Although there 
is a debate about the relationship between online and offline behaviors 
(Kim et al., 2017), it is increasingly recognized that there is no relation. 
The digital realm increasingly contains traces of our nondigital behavior. 
And, although it is imperfect behavioral data, it must be compared to the 
alternatives, such as recollections of behavior and declarations of behav-
ioral intent.

5.3.3  Increased Large Quantities of Unstructured Data

Big qualitative data also challenge the old assumption that quantitative 
(structured) data are relatively easy to accumulate in larger quantities and 
thus offer breadth, while qualitative (unstructured) data take more time 
to gather and thus offer depth. Contemporary researchers often have vast 
amounts of unstructured and unanalyzed data, creating new opportuni-
ties and challenges. Key questions include: How does one preserve some 
depth when the data are too vast to analyze manually? How does one best 
simplify one’s data by structuring and quantifying them? How does one 
select what information to keep and disregard? Big data, especially of the 
unstructured type, make new methods possible (e.g., natural language pro-
cessing; Hirschberg & Manning, 2015) while, at the same time, rendering 
other methods dated (e.g., the statistics taught traditionally to psycholo-
gists are not suited to big data).

The aforementioned three questions, taken together, force us to rethink 
our research practices. And yet most methods, books, and courses trail 
behind these challenges and generally stay at the level of generic tools like 
observations, experiments, surveys, and interviews that are presented as the 
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methodological canon. Moreover, these books and courses also implicitly, 
if not explicitly, work on the assumption that some methods are better 
than others. For example, in the social science domains that try to emu-
late the natural sciences, experiments are considered the gold standard for 
obtaining causal information and making predictions (two key attributes 
of positivism; see Chapter 2). Besides the fact that the value of a method 
always depends on the goal we are trying to achieve with it, the reality that 
we now can access large amounts of data about actual behaviors should 
make us rethink our hierarchies, preferences, and assumptions.

From a pragmatist standpoint, the abundance of new data, especially 
naturally occurring big qualitative data, provides a valuable opportunity. 
This is because these big qualitative datasets are more likely to lead to use-
ful knowledge. Not only are these data “big” and high-powered but they 
are also high in validity. These big qualitative datasets will have a huge 
impact on social science research because they are unprecedented in their 
quantitative scale, rich in their qualitative details, and have high validity 
due to their proximity to human behavior. These data are part of human 
life (i.e., naturally occurring rather than induced or artificial); thus, by 
analyzing them, researchers can get close to (and contribute to) what actu-
ally happens. The pragmatist point is this: To create useful knowledge for 
humans, it is recommended to start with what humans are actually doing. 

5.4  Accessing Data and Ethical Challenges

The opportunities of abundant new data, particularly of the unstructured 
and digital kind, need to be understood in the context of several con-
straints, especially access and ethics. In this subsection, we take a closer 
look at the main ethical challenges surrounding big qualitative data and, 
connected to this, the question of how data are accessed and by whom.

5.4.1  Accessing Data

To understand issues surrounding access, we should first review some key 
types of data sources. Repositories, for example, are existing datasets that 
have been curated by other researchers and are made available for sec-
ondary research (Pinfield et al., 2014). Online archives are websites where 
data, usually naturally occurring and not gathered for research, are shared 
(e.g., parliamentary debate transcripts on government websites; de Saint 
Laurent, 2014). In both cases, existing data are made available. Websites and 
platforms offer ways of collecting data online where the medium is the data 
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(e.g., social media, collaborative platforms; Kordzadeh & Warren, 2013). 
Finally, moving toward explicitly constructed data, we have apps and pro-
grams aimed at collecting data with the participants’ consent (Zydney & 
Warner, 2016). For these, the data are actively collected by the researchers. 
While information from many of these sources can be freely and relatively 
easily accessible, this is not always the case. The optimism surrounding 
big data and the enthusiasm for big data research are tempered by the fact 
that most social media platforms restrict researchers’ access to download-
ing and processing their content. Some of these restrictions are a response 
to past unethical practices (see, for instance, Facebook’s reaction to the 
Cambridge Analytica scandal; Brown, 2020). But access is also restricted 
for corporate reasons. Under the banner of protecting users’ privacy, com-
panies have effectively been given private control over the conversations 
that make up the public sphere – and researchers who want to examine 
what is occurring in these online public spheres risk being locked out.

There are two main dimensions when it comes to accessing data in gen-
eral and online data in particular: extraction and authorization. For online 
data, extraction can take several forms (see also Edwards et al., 2020). 
First, manual extraction can be done by downloading files manually or 
copying text and images from a social media platform into open docu-
ments. Second, Application Programming Interfaces (APIs) can be used 
to query databases directly, enabling downloading data at high speed and 
in a structured form. Third, web scraping can be used to automatically col-
lect data from websites where there is no API access. This entails computer 
algorithms that simulate being a user of the website, opening pages, and 
then programmatically extracting data. Many platforms try to prevent web 
scraping, but it is widely used (e.g., it is how search engines construct their 
databases of the Internet).

Another issue for data access is authorization (Asghar et al., 2017). 
Sometimes the data themselves are open access, which means that every-
one can have access to them (e.g., Reddit, Wikipedia). Most of the time, 
however, some form of authentication is needed (i.e., the researcher must 
register or apply for access). Some platforms use a mixture of both (e.g., 
the download is slower without authentication). Other times, research-
ers are asked to pay to access data, especially if downloading at scale. 
However, charging researchers for noncommercial access is a questionable 
practice because researchers can claim fair use (i.e., analyzing the data is in 
the public interest and not for commercial purposes).

As a result of these constraints, data access is often limited in practice to 
those researchers who have the technical skills and/or financial means to  
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access it. A lot of studies are done using manual data collection, which  
limits the amount of data collected and, in addition, many platforms are 
deliberately difficult to copy and paste from. Consequently, less representa-
tive platforms get overstudied and third parties’ profit from selling data to 
those who can afford to buy it (e.g., one can pay to have a dataset curated 
for you from social media platforms). For the latter, the main clients are 
companies who want to analyze markets or reputations, so the tools are 
oriented toward market research and the prices are often prohibitive for 
researchers. 

5.4.2  Ethical Issues

Social scientists have an ethical responsibility to study big qualitative data-
sets. First, it is important to study these data because online interactions 
are increasingly central to people’s lives. Online interactions can have 
significant consequences for individuals (e.g., support groups, conspiracy 
theories) and society (e.g., misinformation and politics; Kyza et al., 2020). 
At the same time, we should refrain from blindly assuming that stud-
ies about what happens offline apply to online behaviors and vice versa. 
Second, we should access this kind of data in order to propose a critical 
and pluralistic approach to it. Most digital data are currently analyzed 
by data scientists/computer scientists and/or for commercial purposes. 
Their focus is also primarily on structured data. Psychologists and social 
scientists have a lot to offer this field of research in terms of theoretical, 
methodological, and ethical reflections. Most of all, social scientists can 
contextualize the data themselves and the research practice they are part of 
in social, political, and historical terms, which is too often missing in big 
data investigations. For instance, social scientists have questioned the use 
of algorithms assumed to be neutral when, in reality, they are trained on 
data that are never “neutral” (Martin, 2019; O’Neil, 2016; Stinson, 2022). 
Third, we should access this kind of data to hold large social media plat-
forms accountable. For example, there is considerable research interest in 
misinformation on social media but, because Facebook’s algorithms are 
not accessible, researchers cannot independently verify Facebook’s claims 
about the success of their practices in this area.

However, there is a myriad of ethical challenges for social scientists 
using big qualitative data. The specific issues vary depending on the details 
of the study. Nevertheless, key questions include: How private are the data 
(e.g., do people share their innermost thoughts or rate washing machines)? 
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Who else has access to the data? Are the data to be shared? If they are “sto-
len” data, have they been made widely accessible by others? How relevant 
are the data (e.g., are they private but about a pressing issue)? How much 
personal information do they contain (e.g., can people be identified, even 
indirectly)? What will be done with the data? Will quotes and extracts be 
shared in publications? Will the data be made available?

Admittedly, many of these questions do not have clear-cut answers and, 
as such, require considerable moral deliberation (see Chapter 8). But they 
should be asked by researchers before they engage in collecting and ana-
lyzing online data. As with any other type of data, safeguarding practices 
include consent, privacy, and rules around data sharing (Smith et al., 2016). 
Yet online data add extra concerns to each category. First, researchers often 
cannot ask for consent from the participants but can be asked to make the 
existence of the project public so that participants can opt out (which is 
quite difficult in practice). Good practice in this regard is to ask oneself 
how reasonable it is for the participants to expect their data to be publicly 
accessed and analyzed (e.g., is it an open platform that people know to be 
“watched,” like Twitter, or a small forum that is assumed to be private?). 
When it comes to privacy, removing identifying characteristics is often not 
enough. If the researcher publishes quotes and extracts, he or she should 
consider whether it may be advisable to modify the quotes sufficiently so 
that they cannot be searched for online. Finally, on data sharing, if the data 
collected were originally public, it makes sense to share the curated dataset 
(which also enhances replicability). But one should ask: How “curated” is 
the dataset? For example, even if the data are public, if your dataset looked 
at the behavior of a few isolated platform users over ten years, it might be 
questionable to share it. Also, one should ask: What are the legal require-
ments? For example, in Switzerland (in 2022), data obtained by scraping 
open websites cannot legally be shared; only the code used to obtain them 
may be made public.

For these reasons, ethics committees often struggle when researchers 
work on “new,” big, and/or digital data (Ferretti et al., 2021) because there 
are few specific policies in place or they are country-specific. In general, 
informed consent does not readily apply, underaged participants cannot 
be reliably screened out, data may be stolen, and public platforms have 
different types of users and create different expectations of privacy not eas-
ily known by nonspecialist ethics committees (e.g., users of Twitter and 
Reddit usually know that their data are public, Facebook users may be less 
aware of the extent to which their data are public).
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5.5  The Potentials of Data

In this chapter, we argued that data entail a record of real-world phenom-
ena collected, stored, and transformed to enable analysis. Instead of static 
instances of one “kind” or another, a pragmatist conceptualization focuses 
on data as a process of construction taking place between researcher and 
world, a process that can disrupt established theoretical views or empiri-
cal patterns. Instead of the traditional dichotomy between quantitative 
and qualitative research, there is a new focus on the role of the researcher 
(captured by whether data are prompted or unprompted, curated or uncu-
rated) and the “movements” between structured and unstructured data. 
This idea of not just transforming data but retransforming them (moving 
back and forth between quantities and qualities) is particularly suitable for 
dealing with the abundance of “new” forms of data and, in particular, the 
digital big data boom that is currently shaping psychology and the social 
sciences. While these data come with ethical and access challenges, they 
represent great opportunities for zooming in and out of datasets that are 
rich, multidimensional, and often surprising. This is not meant to say that 
multiple forms of analysis are applicable only to online or big data. As we 
will see in Chapter 6, what the current data context mainly brings to the 
fore is the widening gap between data and analysis. Instead of predeter-
mined and linear relationships between the kind of data being collected 
and their processing, we are left, due to current advances, more aware of 
our methodological choices in transforming data. Key among them is the 
possibility of combining structured and unstructured data (Chapter 6) and, 
finally, of considering in research the same piece of data as (potentially) 
structured and (potentially) unstructured (Chapter 7). These practices call, 
naturally, for mixing methods of analysis, a call that is highly congruent 
with a pragmatist approach.
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c h a p t e r  6

Mixing Qualitative and Quantitative Methods

When the practice of knowledge … became experimental, knowing 
became preoccupied with changes and the test of knowledge became 
the ability to bring about certain changes. Knowing, for the experi-
mental sciences, means a certain kind of intelligently conducted 
doing; it ceases to be contemplative and becomes in a true sense 
practical.

Dewey (1920, p. 149)

In Chapter 5, we examined how data are elicited and transformed. These 
transformations foregrounded the potential of moving between unstruc-
tured and structured states of the same data. Such recursive data restruc-
turing challenges oversimplistic distinctions between data collection and 
data analysis. While traditional research reporting draws a clear distinction 
between the two, conceptualizing data as a process prompts a deeper under-
standing of all the analytical tools available to us in order to make the most 
of the unstructured–structured continuum. The gap between data and 
analysis is widening due to a series of technical and societal developments, 
particularly the rise in qualitative big data (Adnan et al., 2020). This means 
that these new datasets challenge the coupling of data and analysis (e.g., 
between experiments and between group statistics, or between interviews 
and thematic analysis). Large unstructured data, especially if unprompted 
and uncurated (see Chapter 5), require us to reconceptualize the purposes 
of qualitative and quantitative research and their mixing (Lieber, 2009).

The guiding proposal for this chapter is that qualitative and quantita-
tive methods are synergistic. Qualitative and quantitative methods can be 
integrated to produce insights that are not reducible to either method. 
But exactly how this mixing produces outcomes that are more than the 
sum of the parts remains elusive. This “integration challenge” addresses 
the core promise of mixed methods research, namely, that mixing methods 
produces added value (Fetters & Freshwater, 2015a, p. 115; Guetterman 
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et al., 2020). This challenge is evident whenever qualitative and quantita-
tive findings are presented side by side, with little more than a shared topic 
(Feilzer, 2010; Seawright, 2016), thus failing to leverage any integrative 
synergy.

Addressing this integration challenge is complex because of the bewil-
dering variety of research projects, each with multiple dimensions of pos-
sible integration (Fetters & Molina-Azorin, 2017b). Ideally, there should 
be a clear rationale for mixing methods and explicitly formulated “inte-
gration strategies” that specify how synergies will be produced (Åkerblad 
et al., 2021, p. 152). To address this challenge, we first conceptualize how 
qualitative and quantitative research purposes can be differentiated and 
then theorize how these purposes can be integrated to yield insights that 
are more than the sum of the parts.

Our approach is to focus on mixing qualitative and quantitative 
research purposes (see Chapter 4) within a pragmatist epistemology (see 
Chapter 2). Pragmatism considers research to be a human activity and, as 
any activity, it is goal-oriented, culturally mediated, and embedded within 
wider societal networks of norms and values. This makes research both 
meaningful and purposeful. The notion of purpose is thus wider than that 
of research questions or hypotheses and even research aims or objectives 
(Shehzad, 2011). The purpose of using qualitative and quantitative meth-
ods is to generate new knowledge, and this knowledge generation can be 
achieved in multiple ways. We use Charles Sanders Peirce’s (1955) distinc-
tion between induction, deduction, and abduction to differentiate three 
qualitative purposes (describing phenomena, theoretical framing, gen-
erating theory) and three quantitative purposes (measuring phenomena, 
testing hypotheses, exploring explanations), thereby enabling an analysis 
of how these purposes can be productively integrated. This typology was 
introduced in Chapter 4 (see Table 4.1), on research questions, to out-
line the differences between inductive, deductive, and abductive research. 
In the spirit of pragmatism, our approach is not prescriptive; it does not 
aim to promote specific combinations of methods as superior. Pragmatism 
eschews such absolutist claims and instead focuses on each method’s con-
tribution to the problem at hand (Morgan, 2007).

Our guiding metaphor is tool use during carpentry. One does not ask 
whether the mallet is better than the saw in absolute terms; instead, the 
focus is on what each instrument does and specifically how these purposes 
can be combined synergistically (e.g., first sawing, then hammering joins 
to make a chair). In a similar vein, research methods are multifaceted. 
Some of them are designed to address specific purposes. For example, 
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experiments are ideal for hypothesis testing, while interviews are typically 
used to explore experiences. And yet the same method can be used for 
multiple purposes (e.g., surveys can be used to explore associations and test 
hypotheses), and when used in combination, purposes can be integrated to 
produce outcomes irreducible to either method. For example, the carpen-
ter’s chair cannot be produced by either the saw or the mallet in isolation. 

This chapter is structured in four parts. First, we review current 
approaches to the integration challenge and make a case for a pragma-
tist approach. This is intended not as a comprehensive review, especially 
since the field of mixed methods is rapidly expanding, but as an over-
view guided by the quest for methodological synergies. Second, we use 
pragmatism to differentiate qualitative and quantitative research purposes 
(see also Chapter 4) and show how these purposes can be integrated to 
produce a more granular conceptualization of the synergies within simul-
taneous, sequential, and recursive designs. Third, we consider the ques-
tion of creativity in mixed methods designs as a consequence of adopting 
a pragmatist standpoint; if there is no one-to-one relationship between 
research purpose, method, and the problem at hand, but a one-to-multiple 
relation, then we have the scope and necessity to remix methods and, in 
doing so, foster new synergies. We end with implications for mixed meth-
ods research and prepare the ground for our own proposal in this area, 
discussed in Chapter 7.

6.1  The Integration Challenge: A Pragmatist Approach

The integration challenge refers to the problem of conceptualizing 
how quantitative and qualitative methods can be integrated to produce 
insights that are not reducible to either method (Fetters & Freshwater, 
2015a). Addressing this challenge is essential for legitimizing mixed meth-
ods research as a third type of research (Johnson et al., 2007) and aid-
ing researchers to leverage potential synergies. Following the pragmatist 
proposition of creative synergies, this challenge can be translated in terms 
of discovering the multiplicity of purposes research methods can serve, 
particularly when mixed.

One of the earliest attempts to theorize method integration was the met-
aphor of triangulation. In navigation and geographic survey work, triangu-
lation refers to identifying an unknown point by drawing a triangle with 
two known points and then using trigonometry to calculate the unknown 
location. The term was originally used in the social sciences to conceptual-
ize measurement validation (Johnson et al., 2007). Subsequently, it was 
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appropriated within qualitative research to theorize analysis enrichment 
(Denzin, 2012) and it remains a key criterion for assessing quality in quali-
tative studies (Bauer & Gaskell, 2000). While triangulation for validation 
stays close to the original metaphor (achieving validity through overlap-
ping measurements), triangulation for enrichment departs from the meta-
phor (nonoverlapping findings reveal different aspects of the phenomena 
and are equally valid). Given this confusion, we use the less metaphori-
cally loaded term “integration,” which is increasingly preferred (Fetters & 
Molina-Azorin, 2017a).

Reviews of research practice have revealed various rationales for mixing 
methods (Greene et al., 1989). In a review of 232 mixed methods articles, 
Bryman (2006) identified 17 rationales, with the most common being 
validating, obtaining completeness, explaining, developing a measure, 
identifying a sample, illustrating, enhancing the analysis, and including a 
diversity of views. These not only reflect the strength of qualitative or quan-
titative methods taken separately (e.g., developing a measure for quantita-
tive and illustrating for qualitative) but, most of all, point to the benefits of 
integration (e.g., obtaining completeness, enhancing the analysis). Using 
mixed methods to ensure that a diversity of voices are represented, in par-
ticular, points to a rationale far beyond validation and enrichment (i.e., 
social justice; Mertens, 2007), one that is in line with the pragmatist ethos 
of empowering action through research (see Chapter 9 for an analysis of 
the relationship between human interests, research, and possibility).

These studies of mixed methods research practice have also emphasized 
theory creation as a valuable rationale. For example, Boeije and colleagues 
(2013) found that, in addition to validation (e.g., for instrument develop-
ment) and enrichment (e.g., providing illustrations and nuance), mixed 
methods studies often enabled speculating about underlying mechanisms 
and generating plausible theories. In other words, mixed methods research 
often facilitates abduction (see Chapter 4) to complement and leverage 
the insights gained from deduction and induction. Specifically, it has 
been argued that discovering contradictions (Greene et al., 1989) and puz-
zling discrepancies (Bryman, 2006) can spur interpretation, reflecting the 
pragmatist insight that thought itself originates in confronting obstacles 
(Mead, 1964a).

Across the diverse rationales for mixed methods research, there is the 
underlying idea that integration should add value beyond what either 
method can contribute alone (Fetters & Freshwater, 2015a). The challenge 
is to specify the relationships between the methods, data, and findings so 
that the synergy is more than accidental (Moran-Ellis et al., 2006) and 
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can be deliberately enhanced in research. To this end, Fetters and Molina-
Azorin (2017b) identified fifteen dimensions of possible integration, 
including philosophical, theoretical, researcher, team, literature, sampling, 
design, research aims, data collection, analysis, and interpretation (see also 
Schoonenboom & Johnson, 2017). These insights direct attention toward 
the nodal points at which integration occurs, thus potentially isolating 
how integration is more than the sum of the parts (Åkerblad et al., 2021). 

A pragmatist approach to mixing methods focuses on the nodal point 
of purposes to advance the integration challenge. While other paradigms 
bring into focus social justice (the transformative paradigm; Mertens, 
2007) and compatibility (critical realism; Shannon-Baker, 2016), the 
pragmatist paradigm emphasizes the purpose of methods (i.e., what they 
actually achieve; Chapter 4) and thus helps us consider multiple methods 
holistically in terms of what they individually and collectively contribute 
to the problem at hand. The term “research purpose” subsumes research 
questions, hypotheses, aims, goals, and objectives and also points our 
attention to the articulation between what methods are intended to do, 
what they do, and how they do what they do. Differentiating qualitative 
and quantitative research purposes, we argue, provides a basis for revealing 
synergistic combinations of research purposes. This is because integrative 
synergies require a solid understanding of differences in order to under-
stand grasp how methodological combinations come about and how dif-
ferences in purpose can lead to creative novelty (for a broader argument 
about differences and creativity see Glăveanu & Gillespie, 2014).

Pragmatism reconceptualizes abstract concepts by focusing on their 
consequences (Peirce, 1878). It recasts debates about the meaning of truth, 
beauty, God, and so on in terms of what these concepts “do”. Instead 
of relying upon axioms, first principles, or exhaustive logically consistent 
definitions, pragmatism grounds the meaning of concepts in human activ-
ity. From a pragmatist standpoint, all theories, beliefs, and ideas are tools 
for action (Cornish & Gillespie, 2009). Simply put, meaning lies in con-
sequences (see Chapter 1).

Pragmatism is particularly suited to mixed methods research because it 
values each method for its contribution (Morgan, 2007). Thus, it offers an 
alternative to postpositivism or constructionism (Feilzer, 2010). It rejects 
the purist assumption that some methods are “better” than others in abso-
lute terms. Pragmatism is inclusive because, in the words of James (1907, 
p. 31), it has “no obstructive dogmas, no rigid canons of what shall count 
as proof” and “will consider any evidence.” This does not imply “anything 
goes” relativism (see Chapter 2), in which the differences between methods 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


122	 Mixing Qualitative and Quantitative Methods

are ignored. On the contrary, the differences between methods are lever-
aged to increase synergy. And these differences are reflected upon, from 
the epistemological basis of methods to their analytical steps. However, 
instead of asking whether methods are epistemologically commensurable 
or analytically compatible, pragmatism asks what each method contributes 
to the problem at hand. “Pragmatists,” Feilzer (2010, p. 14) writes, “do 
not ‘care’ which methods they use as long as the methods chosen have the 
potential of answering what it is one wants to know.”

The pragmatist approach addresses the integration challenge by spec-
ifying how qualitative and quantitative research purposes can be com-
bined to achieve particular chains of inquiry. Instead of general and 
high-level rationales for mixed methods research (i.e., validating, enrich-
ing, developing, explaining), the pragmatist approach directs attention to 
the underlying qualitative and quantitative purposes and, specifically, to 
how these are being combined and what they help us achieve. Thus, in 
contrast to the many typologies that differentiate qualitative and quan-
titative methods based on predetermined characteristics (Coxon, 2005; 
Sale et al., 2002), we focus on what these methods are used for (see also 
Denscombe, 2021). Our aim is not to characterize qualitative and quan-
titative methods, in general, or delineate family resemblances (Morgan, 
2018) but rather to advance a rigorously pragmatist approach grounded 
in research purposes.

Synergy entails both differentiation and integration; each component 
must remain distinct enough to add value, while contributing to an out-
come that it could not achieve alone (Moran-Ellis et al., 2006). We have 
already differentiated the purposes of qualitative and quantitative research 
methods in Chapter 4. Accordingly, we now focus on how these purposes 
can be integrated synergistically. 

6.2  Integrating Qualitative and Quantitative  
Research Purposes

In Chapter 4 (Table 4.1) we distinguished six research purposes. Qualitative 
research is suited to describing phenomena (induction), theoretical fram-
ing (deduction), and generating explanations (abduction). Quantitative 
research is suited to measuring phenomena (induction), testing hypotheses 
(deduction), and exploring explanations (abduction). Now we will use this 
pragmatist typology to specify more precisely how the six purposes can be 
synergistically combined by considering how they are “chained” together 
into logical sequences of investigation.
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In the following subsections, we review pairings of purposes in simulta-
neous, qualitative first, quantitative first, and recursive designs (Creswell 
& Creswell, 2018). Our focus is only on mixed methods pairings (i.e., 
we are excluding within-method pairings). For concision, we abbreviate 
the six purposes and adapt the notation introduced by Morse (1991) and 
refined by others (Nastasi et al., 2007; Schoonenboom & Johnson, 2017) 
such that “+” denotes simultaneous purposes, “→” denotes sequential pur-
poses, “→←” denotes recursive purposes, and “[]” is used to group pur-
poses within a larger design.

6.2.1  Simultaneous Designs

In simultaneous designs, qualitative and quantitative methods are used 
independently. Each purpose could be pursued in isolation, but when 
used together they converge on a phenomenon to either validate findings 
or enrich each other.

Measuring + describing is a common simultaneous design for both vali-
dation and enrichment. For example, to evaluate automated techniques 
for modeling topics within texts, Leeson and colleagues (2019) validated 
automated topic modeling (measuring) of interview transcripts by com-
paring it with qualitative thematic analysis (describing) and found good 
convergence. Hagan and colleagues (2017) surveyed cancer survivors and 
used open-ended questions to enrich and add nuance to the survey find-
ings. If the qualitative study is guided by theory, it becomes measuring 
+ framing, as in Emadian and colleagues’ (2017) validation of a diabetes 
questionnaire. They administered the questionnaire to a novel population 
and then, guided by knowledge about diet and diabetes, used interviews 
to evaluate suitability.

Testing + framing is another simultaneous design used for validation and 
enrichment. An example is Glăveanu’s (2014) study of the “art bias” in lay 
conceptions of creativity. This bias involves favoring artistic understand-
ings of creativity to the point at which everything art-related is automati-
cally considered creative, and nothing is viewed as truly creative if it is not 
artistic. This research was survey-based, conducted online, and included 
two parts. The first was qualitative and required participants to think of 
questions they would ask to determine whether an object was creative. 
This helped make explicit the criteria people use to evaluate creativity 
and provided qualitative data. The quantitative part entailed participants 
evaluating sixteen professions as to whether creativity was necessary for 
success (with reaction times recorded). The findings showed mild support 
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for the art bias. Art-related professions scored highly (and fast), but some 
other professions also showed the same pattern (particularly in everyday 
domains). The thematic analysis of the qualitative data showed, on the 
contrary, that while art-based criteria are important, they can be overshad-
owed by utility concerns (i.e., is it practical to use?). Methodologically, 
this study illustrates the simultaneous application of qualitative and quan-
titative methods to test an expectation derived from the literature.

The defining feature of simultaneous designs, when conceptualized in 
terms of qualitative and quantitative purposes, is that neither purpose 
grows out of the findings of the other method. Both purposes originate 
outside of the research process and neither finding feeds into the other 
method. Each analysis is conducted separately, and then the findings are 
compared. Furthermore, although the purposes cannot be identical, they 
should be similar enough to enable either validation or enrichment.

6.2.2  Qualitative First Designs

Qualitative first sequences include exploratory sequence designs (Creswell 
& Creswell, 2018). These sequences begin with describing phenomena, 
theoretical framing, or generating explanations that feed forward into 
measurement and testing.

Describing → measuring occurs when creating a measure based on 
a qualitative description. A typical scenario is creating a survey in an 
unknown domain. For example, Senteio and colleagues (2019) used 
exploratory interviews to create survey items to measure how physicians 
incorporated psychosocial information into treatments. Another scenario 
is when a description leads to questions about prevalence. For example, 
Feltham-King and Macleod (2016) began by describing the discourses 
used to talk about women in South African newspapers, and then they 
used quantitative content analysis to measure the changing frequency of 
these discourses.

Another illustration of this scenario is Glăveanu’s (2011) study of social 
representations of creativity in the United States and the United Kingdom. 
The focus was on how ideas about creativity are anchored in symbols. A 
survey was used to assess how participants would rate common symbols of 
creativity (quantitative) and explain their rating (qualitative). This survey, 
combining open and closed questions, illustrates a simultaneous design. 
The “qualitative first” aspect was in the creation of the symbols to be rated. 
An initial qualitative analysis of the first 500 images in a Google search for 
creativity identified the key symbols (e.g., lightbulb, brain, paintbrush and 
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colors, computer, toy, musical note, children’s drawings, and jigsaw puz-
zle). The subsequent survey, built around these findings, showed that the 
symbol most indicative of creativity was a paintbrush and colors, closely 
followed by children’s drawings. The point, however, is that these quanti-
tative findings were based on an initial open-ended qualitative analysis of 
symbols of creativity.

Framing → measuring is like describing + measuring, except it has greater 
theoretical motivation. This arises when creating a measurement tool for 
a predefined concept. In such a case, qualitative research is often used to 
provide theoretically framed illustrative data that inform the creation of 
survey items (e.g., Mearns et al., 2013). A similar approach is used when 
creating textual measures. For example, Graham and colleagues (2009) 
used moral foundations theory to identify candidate words in context, 
qualitatively assessing whether each indicated the desired concept. They 
subsequently added selected words to their dictionary measure, which they 
then used to score moral foundations in liberal and conservative speeches.

Framing → testing implies a theoretically motivated qualitative study 
that feeds forward into a quantitative test. For example, Obradović and 
Sheehy-Skeffington (2020) used this sequential design to examine EU 
integration in Serbia. First, a qualitative analysis of interview transcripts, 
guided by theory, identified perceived power imbalances as a barrier to 
integration. Second, a survey provided a quantitative test, showing that 
participants who perceived Serbia to be powerless identified less with the 
European Union.

Generating → testing begins with a qualitative study motivated by some-
thing that requires explanation. For example, Festinger’s (1956) qualita-
tive case study of a cult that did not dissolve after their end-of-the-world 
prophecy failed led to the idea of cognitive dissonance, which was subse-
quently tested experimentally (Festinger, 1957). A more recent example 
is Haugestad and colleagues (2021), who investigated climate activism in 
Norway, guided by the paradox that Norwegians have benefited hugely 
from oil. Interviews were used to generate an explanation that was subse-
quently tested using surveys.

Qualitative first designs are distinguished by the second quantitative 
purpose arising out of the findings from the first qualitative purpose. 
Uncovering the underlying purposes reveals an otherwise opaque hetero-
geneity. For example, the differences between describing → measuring 
(e.g., creating a measure) and generating → testing (e.g., creating and test-
ing a theory) are lost within the more general qualitative → quantitative 
conceptualization. Specifying the underlying purposes reveals how these 
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purposes synergistically combine into superordinate purposes (e.g., creat-
ing a measure, establishing a new theory, or putting existing findings to 
the test).

6.2.3  Quantitative First Designs

Quantitative first sequences include explanatory sequence designs. In such 
designs, the findings for any quantitative purpose (e.g., measuring, testing, 
exploring) feed forward into a qualitative purpose.

Measuring → describing refers to a second qualitative study that pro-
vides descriptions and illustrations for initial quantitative measurements. 
This sequence of purposes occurs in natural language processing when 
quantitative topic modeling techniques are used (e.g., to cluster Tweets 
or other texts) and then the qualitative analysis describes the themes 
within each cluster, usually with illustrative quotes (Hamad et al., 2016). 
In another example, Van Huizen and colleagues (2019) quantitatively 
counted the number of multidisciplinary meetings that led to recom-
mendations and then conducted interviews to document the benefits 
and limitations of the multidisciplinary meetings. If they had sought 
to explain the observed frequency, it would have been a measuring → 
generating sequence.

Measuring → generating entails a quantitative measure yielding a finding 
that feeds forward into qualitative speculation about possible explanations. 
For example, studies have begun with measures revealing physician over-
prescribing (Voigt et al., 2016) and low female participation in a swim 
safety program (Gupta et al., 2020); then, qualitative methods were intro-
duced to address the question of “Why?” These studies typically conclude 
with proposed explanations. However, if these explanations are tested in 
subsequent research, then the chain of investigation would become mea-
suring → generating → testing.

Testing → generating is similar to measuring → generating, except it 
starts with a deductive test and then qualitative research is used to explain 
the findings. For example, Mannell and colleagues (2021) began with a 
randomized controlled trial of an intervention and then used a visual par-
ticipatory method to aid the interpretation of the trial findings. Generating 
explanations often follows testing that yields surprising results. For exam-
ple, Wee and colleagues (2016) tested their assumption that distance 
to a primary care clinic was a barrier to cancer screening in Singapore. 
However, inconclusive findings fed forward into interviews that revealed 
distrust and embarrassment as additional barriers to screening.
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Another example of testing → generating is Glăveanu and colleagues’ 
(2019) study of divergent thinking of individuals and dyads. This research 
was conceived as an experiment with individuals and dyads brainstorm-
ing. The aim was to understand the differences in originality, practical-
ity, surprise, and overall creativity between the two conditions (individual 
and social). However, these outcome-based quantitative analyses were 
inconclusive. Accordingly, the authors conducted a qualitative study 
of the video recordings of dyads working together in order to generate 
ideas about what was occurring during the task. This analysis related the 
nature of the proposed idea (e.g., original or not, practical or not) with 
the response it received (positive, negative, indifference). The finding was 
that in the social condition, more practical ideas are better received. This 
“practicality effect,” as named by the authors, was supported by a tempo-
ral quantitative analysis that found originality being high for initial ideas 
and then gradually reduced while practicality remained valued through-
out. This study then suggests that working together does not reduce the 
creativity of ideas as much as it steers creative ideas toward the practical 
rather than wildly original. The design was testing → generating in which 
what initially seemed like an experimental nonfinding was reinterpreted in 
light of qualitative results.

Testing → framing entails testing a model quantitatively and then using 
the model as a frame for a qualitative analysis. This sequence has been 
refined by Seawright (2016), who advocates quantitative testing of causal 
pathways followed by qualitative assessment of the extent to which these 
causal pathways are evident in particular cases. For example, Kreuzer (2010) 
investigated the social conditions conducive to the emergence of propor-
tional representation. He used a regression analysis to develop a model and 
then proceeded with a case-by-case examination to assess whether each 
country evidenced the model.

Exploring → generating arises when quantitative exploratory data analy-
sis yields findings that require an explanation (Tukey, 1977). For example, 
Moore and Gillespie (2014) explored misunderstandings between people 
with brain injury and their caregivers using a survey. They found that peo-
ple with brain injury tended to overestimate their abilities relative to the 
views of their caregivers. Qualitative analysis of verbal comments while 
filling out the survey indicated that caregivers actively encouraged their 
partners with brain injury to feel more capable and thus less of a burden 
than they were actually perceived to be.

Quantitative first sequences begin with a quantitative finding (a mea-
surement, a test result, or an exploratory finding) that a qualitative analysis 
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then describes, frames, or explains. Identifying the underlying sequence of 
questions enables more granular distinctions. For example, using a more 
general quantitative → qualitative conceptualization obfuscates the dif-
ferences between measuring → describing (e.g., illustrating a quantitative 
measure) and testing → generating (e.g., explaining a failed experiment). 

6.2.4  Recursive Designs

Recursive designs entail an analysis that moves back and forth between 
methods. This design is pervasive in qualitative research (e.g., alternating 
between inductive describing and trying various theoretical frames), and it 
also occurs in quantitative research (e.g., moving back and forth between 
measuring and reliability testing when developing a measure). However, 
recursive designs are rare in mixed methods research, perhaps because each 
method tends to have separate datasets, which inhibits moving between 
methods.

Describing →← measuring can occur in intervention research, where the 
focus is on creating change by iteratively describing the situation, inter-
vening, and then measuring the impact. A good example is provided by 
Nastasi and colleagues (2007), who developed a mental health improve-
ment project in Sri Lanka. They designed an intervention and then itera-
tively modified it based on qualitative inductive descriptions of local 
responses and outcome measurement.

Framing →← measuring can occur during the development of a theo-
retically motivated measure, such as when qualitative data are being quan-
tified. This is common in natural language processing when developing a 
textual measure indicative of a concept; the researchers recursively exam-
ine words in context and the properties of the overall measure (Boyd & 
Schwartz, 2021). The aim is to keep the emerging measure grounded in the 
particulars of the phenomenon.

Another example of framing →← measuring is Gillespie and Reader’s 
(2016) development of a publicly available tool for measuring the nature 
and severity of patient complaints about healthcare services. Based on a 
systematic review of the literature (Reader et al., 2014), they identified 
several common categories of complaint. Starting with this framing from 
the literature, they then used iterative qualitative coding of samples of 
complaints to refine the coding scheme, recursively checking the quali-
tative validity and interrater reliability with each round of development. 
The emergent tool was subsequently used in quantitative and qualitative 
research to show the validity of patient-reported insights about healthcare 
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services (Gillespie & Reader, 2018; Reader & Gillespie, 2021). In this 
example, the framing based on the literature, the qualitative and quantita-
tive development, and the findings were all presented in separate research 
articles.

Exploring →← generating sometimes occurs when modeling big qualita-
tive datasets, when the research alternates between exploring quantitative 
associations and generating explanations by examining qualitative particu-
lars. Ideas generated qualitatively can be tested quantitatively in an explor-
atory mode, and quantitative relationships can be validated and explained 
by deep dives into the qualitative data. However, caution is required 
to prevent overfitting – picking up spurious correlations qualitatively 
and subsequently testing them (Calude & Longo, 2017). Confirmatory 
hypothesis testing requires a separate dataset (e.g., a holdout sample of the 
data). Any recursive design that involves hypothesis testing must therefore 
be embedded within a sequential design (i.e., a [generating →← explor-
ing] → testing design).

Recursive designs have the maximum potential for synergy. Instead of 
relying on one-shot mixing (e.g., qualitative → quantitative), recursive 
designs can leverage synergies with each back-and-forth movement. This 
dynamic process is difficult to formalize, reproduce, and write up. The 
social world and the practice of social science are messier than the methods 
of social science (Feyerabend, 2001; Law, 2004), a misperception perpetu-
ated by overly neat write-ups. Indeed, the replication crisis stems in part 
from recursive practices with many degrees of freedom being written up 
as single-shot confirmatory tests (Wicherts et al., 2016). Recursive designs 
have creative potential, but they must be conceptualized, formalized, and 
written up appropriately.

6.3  Integration Synergies

Conceptualizing integration in terms of research purposes gives specific-
ity to the description of research designs, enabling a richer description 
of mixed methods research. For example, instead of describing Nisbett 
and Cohen’s (1996) classic investigation of honor culture in the southern 
United States as alternating between qualitative and quantitative methods, 
we can be more precise about the underlying logic and the interrelation of 
different research purposes. Nisbett and Cohen began by recursively mov-
ing between ethnographic observation (e.g., violent children’s games, no 
holds barred fist fighting) and descriptive statistics (e.g., homicide rates, 
participation in the military). Their abductive leap was to explain these 
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qualitative descriptions and measurements in terms of an honor culture, 
that is, individuals’ willingness to protect their reputation using violence. 
They then tested this theory using both surveys (southerners showed more 
endorsement of violence in response to an insult) and experiments (south-
erners showed more aggression when insulted). Accordingly, this design 
can be described as [describing →← measuring →← generating] → [test-
ing (survey) + testing (experiment)].

Being specific about the research purposes helps to distinguish types of 
synergy. The first phase of Nisbett and Cohen’s (1996) research leverages 
a synergy of recursive generativity. Questions arising from both description 
and measurement spur speculation and the search for additional descrip-
tions and measurements – like a police investigation in search of a pattern. 
The second phase of the research leveraged a synergy of consequent inquiry, 
where the speculations arising from the first phase form a cumulative base 
that is built upon in the second testing phase. Moreover, this second testing 
phase used both surveys and laboratory experiments, thus demonstrating a 
synergy of convergence, where independent methods provide mutually sup-
porting evidence that converges upon an interpretation. Conceptualizing 
integration in terms of research purposes brings the underlying logic of 
these synergies into clearer focus and helps us discuss both specific studies 
and much bigger long-term projects. 

6.4  Creating Mixed Methods

An often-overlooked mark of mixed methods designs is creativity. As a 
methodological approach based on integrating methods and cultivating 
synergies between them, its outcomes should bear the creative marks of 
novelty and appropriateness (Stein, 1953). Yet any research design can 
become conventional and be used unreflectively. Especially in mixing 
methods, there are common combinations (e.g., surveys preceded or fol-
lowed by interviews, experiments being also videotaped) that tend to be 
used unimaginatively. This is why recent discussions about innovation in 
mixed methods research are timely (e.g., Poth, 2018).

The pragmatist proposition of mixing methods to produce synergies is 
grounded in the idea that methods are constantly created and recreated 
to adapt to specific research purposes. The etymological root of the term 
“method” is a way or path; as such, methods can potentially provide many 
diverse paths for addressing research questions. To understand the poten-
tial creativity of these multiple paths, it is necessary to decouple method 
from purpose in the sense that a purpose can potentially be achieved by 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


	 6.5  The Contributions of a Pragmatist Approach	 131

using multiple methods and a method could, when used in the right kinds 
of combinations, serve multiple purposes. This new form of flexibility helps 
us overcome functional fixedness (Duncker, 1945) when it comes to using 
methods for addressing practical problems and creating new knowledge. 
Also, it allows us to theorize the combinatorial dynamic of mixed methods 
by considering how each purpose relates to the other and becomes shaped 
by it (particularly in recursive and integrative designs).

The pragmatist approach to mixing methods supports calls for dialogue 
about mixed methods by Hesse-Biber (2010, pp. 417–418). Mixed methods 
dialoguing is not about winning but promoting conditions for dialogue, 
which will require several ingredients: (1) It is important to bring all stake-
holders with an interest in this field to the dialogue table; we must also 
(2) confront our methodological and methods assumptions; (3) suspend 
immediate judgments; (4) embrace our differences; and (5) practice reflex-
ivity by listening across our differences as a means toward building a new 
set of shared assumptions and, if not, at least a willingness to remain open 
to different points of view.

We should also not lose sight of the fact that different purposes and 
methods are born out of different human interests (Chapter 9), and often, 
the use of mixed methods comes out of a desire to create change, address 
pressing challenges, and drive processes of personal and societal transfor-
mation (Mertens, 2007; Poth, 2018). As such, creativity is called on to help 
researchers find new and innovative ways of aligning their purpose with 
their methodological tools and the kind of impact they want to create in 
the world. Mixing methods is particularly suited to world-making research, 
that is, research that engages with the world, is open to being challenged 
by the world, and aims to feed forward into a better world (Power et al., 
2023). Mixing qualitative and quantitative methods offers good oppor-
tunities for creativity, from new ways to display data (McCrudden et al., 
2021) to new designs. In Chapter 7, we will introduce new ways of display-
ing mixed methods data and propose a new research design based on the 
recursive restructuring of data between qualitative and quantitative forms.

6.5  The Contributions of a Pragmatist Approach

A pragmatist approach to the integration challenge starts with the insight 
that methods, just like theories (see Chapter 3), are tools for action and 
that research itself is a human activity, situated in material, social, and cul-
tural terms. Instead of distinguishing methods from first principles or fol-
lowing a narrow understanding of quantitative versus qualitative research, 
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a pragmatist approach differentiates methods in terms of their research 
purposes or what they help researchers “do.” This clear differentiation 
enables theorization about how these different purposes are integrated. 
In this chapter, we have mapped out common ways of mixing qualita-
tive purposes (describing, framing, generating) and quantitative purposes 
(measuring, testing, exploring) to produce synergies. This pragmatist 
approach to mixing methods makes six contributions.

First, the typology of purposes (Table 4.1) provides guidance on when 
to use qualitative, quantitative, and mixed methods. Scholars have char-
acterized differences in epistemology (Denzin, 2012) and subject matter 
(Shweder, 1996) and distinguished family resemblances (Coxon, 2005; 
Morgan, 2018). But what is needed is a contingency theory of when to 
use qualitative, quantitative, and mixed methods (Johnson et al., 2007). 
To this end, we have argued that qualitative methods are suited to 
describing phenomena, theoretical framing, and generating explanations, 
whereas quantitative methods are suited to measuring phenomena, test-
ing hypotheses, and exploring explanations. Differentiating these purposes 
can guide researchers in selecting the correct methods for their problem 
and aid mixed methods researchers in specifying their integrative strategy 
(Åkerblad et al., 2021).

Second, having clearly defined purposes for qualitative and quantitative 
research gives each approach separate domains of legitimacy. The paradigm 
wars encouraged researchers to choose between qualitative and quantita-
tive research methods (Bryman, 2008), creating ontological uncertainty, 
with each group fearing being supplanted by the other. Grounding meth-
ods in different purposes gives each method clearly defined domains of 
legitimacy. This enables each approach to confidently focus on and refine 
what it does best – without fearing supplantation. Moreover, this creates 
a clear domain of legitimacy for mixed methods research, which arises 
whenever a research problem would benefit from mixing qualitative and 
quantitative purposes.

Third, differentiating qualitative and quantitative research purposes 
provides a more granular understanding of the integration challenge. The 
terms “qualitative” and “quantitative” are routinely used to conceptualize 
integration in terms of simultaneous (qualitative + quantitative), sequen-
tial (qualitative ←/→ quantitative), and recursive (qualitative →← quan-
titative) designs (Creswell & Creswell, 2018; Morse, 1991; Nastasi et al., 
2007). But these terms are problematic because they encompass diverse 
research types and purposes (Coxon, 2005; Krippendorff, 2019), often 
without a proper reflection on how they relate to each other. Unpacking 
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the underlying purposes enables a more precise specification of how meth-
ods combine to become more than the sum of the parts.

Fourth, the existing rationales for mixed methods research (valida-
tion, illustration, explanation, enrichment, etc.; Bryman, 2006; Clark 
& Ivankova, 2016; Greene et al., 1989) can be specified in greater detail. 
For example, instrument development entails both qualitative framing 
and quantitative measuring; illustration entails first measuring and then 
describing; and explaining starts with measuring or testing and then uses 
qualitative methods to generate explanations. Thus, using pragmatism to 
differentiate underlying research purposes contributes theoretical under-
pinnings to the existing and already nuanced rationales for mixed methods 
research.

Fifth, specifying the purposes underlying simultaneous, sequential, and 
recursive mixed methods designs (Creswell & Creswell, 2018; Nastasi et al., 
2007) reveals three distinct sources of synergy. In simultaneous designs, 
the purposes allow similar or partially overlapping research questions. This 
leverages a synergy of convergence, either for validation or for enrichment. 
In sequential designs, the purposes arise in sequence, with the purpose of 
the second study growing out of the findings of the first study. This lever-
ages a synergy of consequent inquiry, because the findings of the second 
study are dependent upon the purpose of the first study. Finally, in recur-
sive designs, both purposes operate together, with each shaping the other, 
such that the questions being addressed by each study evolve in response 
to the other study. This synergy of recursive generativity arises from the 
rapid alternation between purposes and the openness of each method to 
the findings of the other method.

Finally, conceptualizing mixed methods in terms of chaining together 
qualitative and quantitative research purposes fosters methodological 
innovation. Traditional methodologies, particularly within the quantita-
tive tradition, have always been keen to standardize their steps and proce-
dures (see, for instance, discussions of “best practices” in Anguera et al., 
2020) which, on the one hand, allowed researchers to claim “objectiv-
ity” but, on the other, made many of the established methods too rigid 
to be used without modification in the dynamic data landscape of today 
(see Chapter 5). Qualitative methods are traditionally more flexible, with 
considerable ongoing discussions precisely about the role of creativity in 
research (see Wegener et al., 2018). The challenge for mixed methods is 
to navigate this path between standardization and methodological inno-
vation, an issue the field has engaged with seriously since its inception 
(after all, mixing methods and fostering synergies are creative acts). The 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


134	 Mixing Qualitative and Quantitative Methods

pragmatist approach sharpens this innovative potential because it does not 
restrict methodological choices; instead, it focuses on the overarching aim 
of the research and then encourages researchers to work backward in terms 
of what tools are best suited for the given aim. It embraces any method 
that advances the guiding interest.

Alongside these contributions, there are also important limitations to 
consider. The terminology used to specify the six purposes is blunt. We have 
tried to balance accuracy, parsimony, and existing usage. Being primarily 
an analytical tool, the typology of purposes seems to create a discontinuity 
between qualitative and quantitative methods, when in research practice 
there is often a continuum (Johnson et al., 2007; Onwuegbuzie & Leech, 
2005). The typology should be interpreted as “typifying” the extremes of 
both qualitative and quantitative purposes and also of inductive, deduc-
tive, and abductive purposes. Additionally, all paradigms both hide and 
reveal (Shannon-Baker, 2016), and using a transformative or critical realist 
paradigm would have focused on other nodes of integration (i.e., repre-
sentation or causation). The present analysis uses a pragmatist paradigm to 
examine the role of research purposes in mixed methods research in-depth, 
and this approach foregrounds the relation between method and action, 
emergence, and creativity.

In conclusion, qualitative and quantitative methods can be integrated 
to produce insights irreducible to either method because these methods 
serve different purposes that can be synergistically combined. Returning 
to the metaphor of the carpenter’s toolbox, each tool must be evaluated in 
terms of what it does (e.g., the purposes of sawing, sanding, hammering). 
Differentiating these purposes reveals integrative synergies, with superor-
dinate outcomes irreducible to either tool (e.g., sawing → hammering = 
chair). Similarly, the proposed typology of research purposes provides a 
framework for deciding when to use qualitative and quantitative methods, 
for conceptualizing how these purposes can be combined in synergistic 
mixed methods designs, and for adding nuance to descriptions of mixed 
methods research.
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c h a p t e r  7

Multi-resolution Research

There’s something in the very small minutia of life that tells us some-
thing about the big, big picture that we see every day all over the 
place, and so I think the more specific and creative and revelatory you 
are in the micro, the more powerful the macro will be.

Philip Seymour Hoffman

Big qualitative datasets, whether naturally occurring or created, have a 
depth and breadth that are rarely fully exploited. Too often, qualitative 
research focuses only on a small subset, while quantitative research focuses 
only on abstract measures. But big qualitative datasets can offer much 
more: They provide an opportunity to deeply integrate qualitative and 
quantitative methods to analyze the same data.

In this chapter, we develop the pragmatist proposition to recursively 
restructure big qualitative data to enable both qualitative and quantitative 
analyses. Big qualitative data can be transformed into excerpts, categories, 
and numbers, and we advocate recursively restructuring the raw data to 
avail of each. Specifically, we introduce “multi-resolution research” to con-
ceptualize a mixed methods analysis that preserves the links between the 
macro (quantitative) and the micro (qualitative). Multi-resolution research 
is recursive; it uses qualitative analysis to “zoom in” revealing contextual-
ized particulars and quantitative analysis to “zoom out” revealing statistical 
patterns. 

Multi-resolution research is a mixed methods recursive transformation 
design. As with transformation designs, there is a focus on converting 
qualities into quantities, but this process is reversible throughout the anal-
ysis. As with recursive designs, the analysis moves back and forth between 
qualitative and quantitative analyses, but unusually for recursive designs, 
the qualitative and quantitative methods analyze the same data.

This chapter begins with a review of the growing number of empirical 
studies that use qualitative and quantitative methods to analyze the same 
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data, arguing that this emerging method is inadequately theorized. Second, 
we use the mixed methods literature to conceptualize multi-resolution 
research in terms of qualitizing and quantitizing within the analysis phase 
of research. Third, we theorize the gains and losses of imposing different 
types of structure on raw data and argue that moving between data types 
can accrue gains and ameliorate losses. Finally, we introduce two research 
studies to illustrate how multi-resolution research can support abductive 
inference (i.e., theory creation) and increase research legitimacy. The prag-
matist insight guiding multi-resolution research is that all human research 
and conceptualizing is anchored in concrete instances of human practice. 
In multi-resolution research, both the qualitative and quantitative analyses 
are anchored in the same raw data, the records of human practice.

7.1  Mixed Analyses of Big Qualitative Data

Many classic experiments in social psychology combined analyzing the 
data quantitatively to test outcomes and qualitatively to examine pro-
cesses (Moscovici, 1991). Consider Darley and Latané’s (1968) study of 
bystanders in which participants believed they were witnessing some-
one having a seizure. In addition to the experimental results, showing 
that four participants were less likely to intervene than two, they also 
reported the words of participants in the experiment (e.g., “It’s just my 
kind of luck, something has to happen to me!” and “Oh God, what 
should I do?”). These quotes provide insight into the experiment and 
increase the legitimacy of the research. This mixing of experimentation 
with qualitative observation is also evident in Milgram’s (1969) research 
on obedience, Asch’s (1951) research on conformity, and the Stanford 
Prison Experiment (Haney et al., 1973). However, the qualitative element 
that characterized experiments during social psychology’s “golden age” 
has largely disappeared. Experiments conducted online (using vignettes, 
primes, surveys, and reaction times) do not afford the same rich analy-
sis. Accordingly, this approach to mixing methods within experimental 
research is now rarely mentioned in guides for experimental research 
(Stainton Rogers, 2011).

Beyond social psychology experiments, however, combining quali-
tative and quantitative methods to analyze the same data is increasing 
(Onwuegbuzie & Johnson, 2021). In addition to the long history of mixed 
analyses of interview and focus group data (Fakis et al., 2014; Vogl, 2019), 
it has recently burgeoned in big data studies of social media (Andreotta 
et al., 2019; Hamad et al., 2016; Rodriguez & Storer, 2020).
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Mixing qualitative and quantitative analyses in big data research is inev-
itable because the bulk of big data is qualitative data (Salganik, 2019). 
Indeed, qualitative interpretation is routinely used in conjunction with 
computational techniques (Chen et al., 2018) – for example, to identify 
features to measure and model; create human-labeled data used for train-
ing and evaluating algorithms; interpret clustered output from unsuper-
vised techniques; and create textual measures – as researchers recursively 
examine words in context alongside the overall properties of the measure 
(Boyd & Schwartz, 2021).

Qualitative and computational analyses have complementary strengths. 
Computational analysis is more efficient, reliable, and scalable, while man-
ual analysis is more subtle, contextual, and evaluative (Chang et al., 2021; 
Ho et al., 2021; Lee et al., 2020). Automated techniques rely on lexical fea-
tures within the data being analyzed, while manual analysis can interpret 
broader contextual cues beyond the text being analyzed (e.g., common 
sense; Rodriguez & Storer, 2020). Simply put, manual qualitative analysis 
is a high-value limited resource that should be targeted at subtle, contex-
tual, or ill-defined phenomena.

Several step-by-step models have been proposed to support integrating 
computational methods with human interpretation (Andreotta et al., 2019; 
Chang et al., 2021; Shahin, 2016). These are generally two-step models 
that start with computation (e.g., natural language processing of a corpus 
of text) and end with an in-depth qualitative interpretation of excerpts. 
However, despite being useful, these step-by-step models continue to con-
ceptualize quantitative and qualitative methods as separate (as indicated 
by occupying different steps in the process). This overlooks the opportu-
nity for a more thorough integration of qualitative and quantitative meth-
ods afforded by big qualitative data (Guetterman et al., 2015; O’Halloran 
et al., 2021). Outstanding questions include: How can the same raw data 
be structured to enable both qualitative and quantitative analyses? What 
are the benefits and trade-offs of each type of data structure? And if the 
same data can be structured for both qualitative and quantitative analyses, 
what are the synergies of doing both?

7.2  Conceptualizing Multi-resolution Research

Multi-resolution research entails recursive data transformation (i.e., quan-
titizing and qualitizing) occurring during the analysis phase of research. 
This is unusual because, typically, integration occurs after the data analy-
sis, when interpretations are built that integrate the separate qualitative 
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and quantitative analyses (Fetters & Freshwater, 2015b). In contrast, 
multi-resolution research entails integrating methods when analyzing the 
same data.

Data restructuring entails transforming data from one type into another 
(Love & Corr, 2022; Vogl, 2019). There are two types of transforma-
tion (also called “conversion”): quantitizing and qualitizing (Teddlie & 
Tashakkori, 2009). Quantitizing entails converting qualities into quanti-
ties (Sandelowski et al., 2009). It is widespread: In observational studies, 
instances are counted; in field experiments, qualitative changes are catego-
rized and scored; and in survey research, respondents have to convert feel-
ings or experiences into ratings (Wagoner & Valsiner, 2005). Qualitizing 
entails converting quantities into qualities and has received much less 
attention (Nzabonimpa, 2018). Examples of qualitizing include creating a 
narrative summary of quantitative findings, characterizing scores within a 
range as being of a certain type, and reverting a number to its raw qualita-
tive form to assess the validity (Creamer, 2017; van Velzen, 2018; Vogl, 
2019). While quantitizing and qualitizing are opposites, they are combined 
within multi-resolution research. Quantitizing and qualitizing are com-
monly conceptualized as unidirectional, but in multi-resolution research 
they are put in a loop, such that there is a back-and-forth transformation 
between quantitizing (zooming out) and qualitizing (zooming in).

Multi-resolution research instantiates the pragmatist idea of anchor-
ing all data and analysis in what is actually going on (i.e., the raw data). 
Population data and individual cases do not exist on different ontological 
planes; they are the same, except they are viewed at different scales (i.e., 
a single case up close or many cases at a distance). In this sense, multi-
resolution research aims to cut across assumptions that disconnect the 
micro and the macro; it aims to see the micro in the macro and the macro 
in the micro.

Although multi-resolution research entails a recursive research design, it 
is atypical. Most recursive research designs entail moving between separate 
qualitative and quantitative datasets (e.g., Christ, 2007; Kerrigan, 2014; 
Nzabonimpa, 2018). A defining feature of multi-resolution research is that 
both qualitative and quantitative analyses are performed on the same dataset. 
This opens up a new type of synergy, because each datum (quantitative or 
qualitative) can be recontextualized into either its qualitative or quantita-
tive form. Thus, the analysis moves recursively between assigning numbers 
to meanings and reverting the numbers to the underlying meanings.

Multi-resolution research recursively restructures data to gain the ben-
efits of both exploratory and sequential designs (Creswell & Creswell, 
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2018). Exploratory sequence designs start with a qualitative analysis and 
then use the findings to guide the quantitative analysis; the qualitative 
method explores the phenomenon, and the quantitative measures or tests 
it. Explanatory sequence designs start with a quantitative analysis and then 
use the findings to guide the qualitative analysis; the qualitative analysis 
generates explanations for the quantitative findings. In multi-resolution 
research, both sequences occur: The quantitative analysis is grounded in 
qualitative details, and the qualitative analysis is situated within the larger 
quantitative patterns (e.g., frequencies, changes, associations). By recur-
sively switching back and forth between qualitative and quantitative analy-
ses, both exploratory and explanatory sequences are unlocked, enabling 
rapid iteration and development.

A benefit of multi-resolution research is that it integrates qualitative 
and quantitative methods at the level of data. Being anchored in the same 
data means that movement between analyses is frictionless (i.e., all quali-
tative data can be restructured as quantitative data and vice versa). Thus 
any discrepancies or tensions between the analyses will be more likely to 
be genuine – because they cannot be byproducts of data being collected 
at different times, in different contexts, or with different people (which 
might occur when mixing methods based on different datasets). Moreover, 
this frictionless movement between quantitizing and qualitizing enables 
recursive back and forth (in contrast to two-step qualitative–quantitative 
sequences), which, in turn, can enhance the creativity and legitimacy of 
the research. 

7.3  Quantitizing and Qualitizing

All data in social science begin as traces of human activity (e.g., a measure-
ment, observation, recording, document, artifact, or digital trace). This 
raw data can be structured (survey responses, experimental outcomes) 
or unstructured (recordings, transcripts, photographs). In either case, 
they usually require some structuring to become suitable for analysis (see 
Chapter 5). Multi-resolution research requires raw data that can be trans-
formed into both qualitative and quantitative forms. We propose that this 
unstructured raw data can take three broad forms: excerpts, categories, and 
measures. We argue that these data types are not opposed or incompatible; 
instead, they can be based on the same underlying raw data.

Qualitative and quantitative data are often juxtaposed as fundamen-
tally different types (e.g., Creswell & Creswell, 2018; Morgan, 2007) or 
even incommensurable (Guba & Lincoln, 1994). Qualitative data, it is 
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argued, pertain to qualia, experiences, and meanings, while quantitative 
data pertain to quanta, frequencies, and statistical associations (Shweder, 
1996). Although there is a difference between the quality of a red flower 
and a numeric representation of the flower (e.g., a beauty rating or its 
numeric values used by a computer), there is also a connection (which can 
be more or less valid). Indeed, oversharp distinctions between qualitative 
and quantitative data have been widely criticized (Bazeley, 2017; Coxon, 
2005; Creamer, 2017). The main issue is that the distinction often does not 
hold in practice.

In qualitative research, there is often an element of quantification in fre-
quency claims. Phrases such as “most interviewees,” “some interviewees,” 
“few interviewees,” and “no interviewees” are widespread (Hammersley, 
1996; Morgan, 2018). Such opaque phrasing does not undermine qualita-
tive research or show that it is a poor attempt at quantification. Instead, 
quantitative claims often provide valuable background for interpreting 
qualitative data. Another more fundamental blurring within qualitative 
research is that most recent qualitative data are digital data (i.e., 0s and 
1s combined to produce images and text). Thus, the image viewed on the 
computer screen is a numeric representation. This digitization of quali-
tative data enables researchers to search, sort, and filter qualitative data 
with increasing precision. It will also, we suspect, increasingly blur the 
lines between research based on qualitative interpretation and quantitative 
algorithms.

In quantitative research, qualitative elements are also widespread. 
Quantitative research often begins by converting qualitative phenomena 
(e.g., events, behaviors, feelings) into numbers (Berka, 1983; Trochim & 
Donnelly, 2021). Survey respondents quantify vague and ambiguous feel-
ings using verbal anchors such as “sometimes” and “rarely” (French et al., 
2007; Wagoner & Valsiner, 2005). Validation of quantitative measures 
also often relies upon qualitative judgment. For example, survey measures 
and textual measures are often generated and evaluated through qualitative 
assessment (e.g., expert raters, concept sorting, face validity checks, exit 
interviews; Gobo et al., 2022). Even in big data analysis, there is often a 
qualitative element, such as when supervised learning uses human-coded 
data as a gold standard or in interpreting the output from unsupervised 
algorithms (Kowsari et al., 2019).

The practical challenge of distinguishing qualitative and quantita-
tive methods has prompted calls to abandon this oversharp and unhelp-
ful dichotomy (Knappertsbusch, 2020). However, this would be rash 
(Morgan, 2018). Instead, we build upon the idea of data as a process 
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(Chapter 5) in order to reconceptualize the distinction. Qualitative and 
quantitative data are not ontologically different types of data; they are not 
opposed or incommensurable. Instead, they are two different transforma-
tions of the same raw data and, thus, two ways of looking at the data.

We propose that all quantitative data are theoretically (even if rarely 
practically) revertible to a qualitative form. Equally, we propose that all 
qualitative data are theoretically (even if not sensibly) convertible into a 
numeric form. To say that this bidirectional transformation is always pos-
sible is not to say that it should always be done. Some data are not suited 
for quantification and vice versa. Our argument is only that when suit-
able, zooming in and zooming out on the same data (i.e., bidirectional 
quantitizing and qualitizing) can add transparency, rigor, and validity to 
research, enhancing the opportunities for surprise and thus potentially 
spurring scientific progress.

Researchers increasingly need to choose how to structure their data 
(Chapter 5). Traditional methods (e.g., interviews, surveys) produced data 
with a structure that afforded specific analyses (e.g., thematic analysis, cor-
relations). Thus, traditionally, choosing a method of data collection was 
implicitly also choosing a method of analysis. However, naturally occur-
ring data afford multiple analyses. Big qualitative data can be used for both 
qualitative and quantitative analyses. Thus, these new sources of data force 
researchers to question what structure should be imposed on the data. 
And, if multiple structures are possible, then why not recursively restruc-
ture the data so as to avail of the full depth and breadth of the data?

Table 7.1 conceptualizes how human events are transformed into three 
broad data types: excerpts (e.g., quotes, images), categories (e.g., counts of 
excerpts), and measures (e.g., survey scales, textual measures). Each type of 
data has trade-offs. The framework specifies the added value provided by 
each data type and thus facilitates conceptualizing how using multiple data 
types can offset losses and accrue gains.

Events refer to what actually happened: either naturally occurring events 
(e.g., people talking, posting, behaving) or induced by the research (e.g., 
talking in an interview, selecting options in a survey). Each event “has an 
infinity of aspects or properties” (James, 1890, p. 332) and could be the 
basis for an infinity of analyses (e.g., a single utterance can be analyzed for 
content, context, pitch, pragmatics, motivation, cognition, addressivity, 
originality). These “predata” events are maximally rich, contextual, and 
particular; they are the world-as-it-is before being sampled, recorded, or 
curated. Indeed, events cannot be analyzed directly. Any analysis requires 
converting these events into raw data (e.g., a transcript of the talk, a record 
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Table 7.1  Transformations of records of human activity

Events
Activity that is either naturally occurring (talking, photographing, 
posting on social media, purchasing) or research-induced (interview, 
survey, experiment)

Raw data
Traces of events that are potentially analyzable and can be 
unstructured (documents, photographs, interview transcripts, social 
media posts) or prestructured (survey responses, experimental 
outcomes)

Data type Excerpts Categorizations Measures

Transformation Selection Categorizing Scaling
Definition Excerpts are 

selections of 
records that 
illustrate a concept 
(e.g., qualitative 
coding).

Categorizations impose 
clearly defined 
inclusion and 
exclusion criteria to 
yield in/out category 
membership.

Measures convert 
records into ordinal 
(e.g., ranking from 
most to least), 
interval (e.g., 
5-point scale), or 
ratio (e.g., amount) 
variables.

Example A quote from a  
social media post

Social media posts 
categorized by topic

The sentiment of 
social media posts

Gains Particular (excerpts 
are a subset of the 
original records) 
and contextual 
(excerpts can be 
viewed in the 
context of the 
original record)

Enables statements of 
equality (= and ≠), 
and thus counts and 
modes that can 
reveal differences 
between groups and 
changes over time

Enables mathematical 
operations (< and > 
for ordinal; + and 
– for interval; and * 
and / for ratio) and 
thus statistical 
modeling and 
generalization

Losses Selective and put the 
broader data in the 
background (e.g., 
unclear sampling, 
risk of 
cherry-picking)

Loses some 
particularity and 
context, 
homogenizes 
differences within 
the category, and 
accentuates 
differences between 
categories

Generic (scores risk 
being disconnected 
from records) and 
decontextualized 
(difficult to retrieve 
the context for the 
score)

Illustrative 
analyses

Qualitative analysis, 
either bottom-up 
(e.g., grounded 
theory) or 
top-down using 
theoretical 
concepts

Counts, frequencies, 
mode, 
crosstabulations, and 
chi-square

Quantitative analysis, 
exploratory data 
analysis, 
confirmatory 
hypothesis testing, 
and statistical 
modeling

Multi-resolution 
research Zooming in (qualitizing) Zooming out (qualitizing)
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of what was done). Any conversion of events into raw data necessarily 
entails a loss of resolution and a “conquest of abundance” (Feyerabend, 
2001). Like Procrustes – who made every passerby fit his bed, either by 
stretching or amputating them – data collection forces the richness of lived 
life into a template (e.g., a transcript, record, digital trace, or document).

Raw data are the traces or records of human activity collected for 
research. Traditionally they have been prestructured during the data 
collection process as either qualitative (e.g., interviews, focus groups) or 
quantitative (e.g., Likert ratings, experimental outcomes) and thus afford-
ing only one type of analysis. However, naturally occurring data (i.e., the 
records and digital traces that are a byproduct of human activity) do not 
have any predefined structure. Naturally occurring data have high validity 
(it is part of what happens in society), but because it was not collected for 
research, it can be messy (unclear sampling, missing entries, and ambigu-
ous). Accordingly, naturally occurring raw data require significant process-
ing to become suitable for research. Consider a social media post, where 
the event is the person writing the post and the raw datum is the digital 
trace of the post: An excerpt could be selected and analyzed qualitatively 
for subtle signs of emotion, it could be reduced to one of five categories 
of emotion, or it could be measured using a sentiment algorithm. Each 
analysis entails a transformation and thus has both gains and losses. We 
propose that choosing between them is a self-imposed constraint; recur-
sively restructuring the data enables all analyses and thus unlocks the full 
potential of the data.

Excerpts refer to a selection of raw qualitative data that forms the basis 
for an in-depth interpretative analysis (e.g., an image, a quote, a video 
segment). Excerpts are created when the researcher selects portions of raw 
data that best demonstrate a central theme or theoretical idea. Examples 
include identifying third-turn repairs in conversation (Schegloff, 1992), 
analyzing multivoicedness in texts (Aveling et al., 2015), and examining 
creativity in social interaction (Hawlina et al., 2019). Selecting excerpts 
entails a loss of data; not all the raw data can be selected, decisions need 
to be made about what is included and excluded, and another researcher 
might make different selections. Moreover, some concepts are inher-
ently ambiguous, contextual, or multidimensional, what Cartwright and 
Bradburn (2011) term ballung concepts (the German word for cluster or 
congestion). For example, concepts such as “culture,” “power,” or “prac-
tices” are useful but also challenging to definitively and exhaustively iden-
tify in excerpts of raw data. Thus, despite being useful, it can be hard to 
justify why one excerpt was selected from the larger dataset (Gillespie & 
Cornish, 2014; Morse, 2010).
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Categorizations entail rigorous operationalization with precise defini-
tions and distinct inclusion and exclusion criteria. It is a more formal and 
conclusive process than selecting excerpts. All categorization is based on a 
judgment of equivalence (= and ≠). Everything within a category is equal, 
and everything outside the category is different. Examples of categoriza-
tion include the topic of a news article, incidents in a complaint, people 
in a picture, and whether a product review is positive or negative. It is 
impossible to rank or order categorizations (e.g., topics, incidents, and 
people cannot be scaled without additional data). However, it is possible 
to count occurrences of a category. For example, one can count how many 
social media posts are related to topic X? How frequently does a speaker 
switch topics? Are the number of mentions of X increasing? One drawback 
of categorizations is that they necessarily obfuscate distinctions within cat-
egories (e.g., one can count people or countries, but no two people or 
countries are equivalent).

Measures entail linking the empirical qualities of a phenomenon with a 
conceptualization of what is being measured (Zeller et al., 1980). Different 
phenomena afford different types of measurement. For example, phenom-
ena with zero values are measured using ratio scales (e.g., time taken, num-
ber of correct answers). Phenomena without zero values but with equal 
intervals are measured using an interval scale (e.g., date, location). And 
phenomena without a zero value and with unequal intervals are measured 
using ranks (e.g., preferring apples to oranges or agreement on a Likert 
scale). Finally, some phenomena are unsuited to measurement (Berka, 1983; 
Zeller et al., 1980), such as categorical phenomena (group membership), 
ballung concepts (e.g., heuristics, culture, power), and phenomenological 
experience (e.g., qualia, the taste of coffee). Powerful mathematical opera-
tions are gained by turning raw data into measurements (e.g., the ability to 
add, subtract, and multiply), but there is always a loss of specificity (subtle 
differences between units and intervals are obscured). Additionally, the 
transformed scores may become separated from the underlying raw data 
if the operationalization is not aligned with the phenomenon (e.g., power 
could be measured using assertive language, but this would miss many 
structural and material features of power).

These three types of data structure are evident in Milgram’s (1969) 
classic experiment on obedience to authority, in which participants were 
instructed to shock a confederate learner. The events were participants’ 
activities within the experiment – and no two participants behaved exactly 
the same way. The raw data were photographs, observations, transcripts, 
and audio recordings. These raw data captured some of the uniqueness 
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of each participant’s trajectory, such as the hesitations, stress behaviors, 
and utterances. Excerpts selected particular incidents (e.g., attempts at 
resistance, moments of obedience) and afforded qualitative analysis 
(e.g., how some acts of resistance were prompted by religion or growing 
up in Germany). These excerpts could be analyzed using ballung con-
cepts such as obedience, power, authority, agency, politeness, resistance, 
and expectations within an experiment (Kaposi, 2017). Categorization 
was used to count the number of obedient participants (i.e., complied 
with the experimenter’s request to continue to the maximum level of 
shock). This yielded the core finding, namely, that 66 percent of par-
ticipants were obedient. However, while useful, such counts conceal the 
fact that each individual obeyed and resisted in their own unique ways. 
Measurement of obedience was done using the magnitude of the shock 
delivered (0–450 volts). This ratio metric is helpful (e.g., it allows us 
to analyze the minimum obedience, the average obedience, or regress 
variables on obedience), but it ignores discontinuities, like the crucial 
time at 150 volts when the confederate learner asked to leave the experi-
ment. The question is not whether excerpts, categories, or measures are 
the “best,” but what do the various data transformations (all built on the 
same raw data) reveal and conceal? Moreover, how might these different 
approaches to data structuring be coupled to provide more valid, reli-
able, and insightful findings?

Conceptualizing how raw data are converted into the three basic data 
structures helps explain what is gained and lost with each type of transfor-
mation. Excerpts gain contextual detail, enabling the analysis of specific 
data points in the context of the raw data. However, in isolation, excerpts 
have unknown sampling and frequency (e.g., potential cherry-picking; 
Morse, 2010). Categories gain the ability to count frequency (e.g., changes 
over time, differences between groups). However, these gains come at the 
expense of homogenizing differences within each category. Measures gain 
advanced mathematical operations (e.g., statistical modeling) and the abil-
ity to detect subtle patterns that are not easily evident in isolated excerpts 
(e.g., a bias across a population). However, measures force all their phe-
nomenon onto a linear scale that may not be appropriate (e.g., some con-
cepts are multidimensional and do not easily conform to the measurement 
assumptions). Recursive data restructuring aims to accumulate the advan-
tages of each data structure while counteracting the losses. Because the 
same raw data can be converted into different types of data, affording dif-
ferent types of analysis, the idea is to move back and forth between these 
data types and associated forms of analysis.
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Moving back and forth between different data types can also leverage 
mixed methods synergies. A common rationale for conducting a mixed 
methods analysis is that it yields synergies, where combining the analyses 
produces findings that are more than the sum of the parts. For exam-
ple, mixing methods can offset weaknesses, provide a fuller analysis, aid a 
process analysis, provide explanations, and increase credibility (Bryman, 
2006; Greene et al., 1989). Moving back and forth between different data 
structures, we argue, combines many established mixed methods synergies 
into two overarching benefits: (1) facilitating abductive inference and (2) 
increasing legitimacy. The following two sections will conceptualize and 
illustrate each of these synergies.

7.4  Abduction: Puzzle-Solving Investigation

One of the main rationales for using mixed methods is that it is more likely 
to produce creative insight (Greene et al., 1989). This creativity might 
explain why the practice of mixed methods research sometimes diverges 
from the planned research because the methodological synergy gains its 
own momentum (Bryman, 2006). Indeed, it has even been suggested 
that the write-ups of mixed methods research rarely convey the creative, 
nonlinear, and problem-solving nature of mixed methods research (Gobo 
et al., 2022; Poth et al., 2021). At the heart of mixed methods research is 
creating something irreducible to either method (Fetters & Freshwater, 
2015a) – and formalizing and documenting this process are challenging.

There is much more literature on testing theories than on creating theo-
ries worth applying or testing (see Chapter 4). Methodology tomes have 
focused on induction (generalizing from data) and deduction (extrapo-
lating from theory), rather than abduction (creating plausible theories). 
Abduction entails going beyond the data and existing theories to postu-
late a new explanation that can make sense of observations (Peirce, 1955; 
Tavory & Timmermans, 2014). Abduction is simultaneously central to 
many of the greatest scientific breakthroughs and also difficult to formal-
ize. At best, there are heuristics for sensitizing researchers to the emergence 
of new theories. Specifically, McGuire (1997) recommends saturating one-
self in the phenomenon of interest (i.e., having a grounded understand-
ing of what is going on) and seeking out disruptive data, logical tensions, 
and empirical surprises (i.e., embracing contradictions as the gateway to 
insight).

Multi-resolution research spurs abductive inference because it retains 
access to the contextual particulars (i.e., excerpts of raw data), foregrounds 
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tensions between particulars and generalities, and supports exploring plau-
sible explanations. Being able to zoom down into the particulars, in terms 
of what went on (i.e., videos of the experiment, high-scoring sentences 
in text analysis, and outlying cases in a regression) enables contextual, 
subtle, and empathetic understanding. Also, juxtaposing qualitative and 
quantitative analyses of the same data increases the potential to discover 
meaningful puzzles and tensions (rather than being the artifacts of datasets 
collected at different time points or in different contexts). Finally, moving 
back and forth between the qualitative particulars and general findings 
enables a problem-solving approach to discrepancies, as tensions can be 
investigated by moving to a new type, or resolution, of data structure.

A study by de Saint Laurent and colleagues (2021a, 2022) on Covid-19 
memes is an example of how recursive data restructuring can spur abduc-
tion. The project analyzed memes shared during the 2020 outbreak on a 
Reddit community (r/CoronavirusMemes) to understand what represen-
tations of the crisis they conveyed and what function the memes served.

Data. Nearly 35,000 memes were collected between January 23 and May 
17, 2020. Considering the frequency with which memes were posted, as 
well as the upvotes for each meme, a subsample of 1,560 memes was cre-
ated to examine: (1) how the emerging representations of the pandemic 
were anchored in more familiar objects (e.g., the Spanish flu); (2) how 
these representations were objectified in concrete artefacts (e.g., the image 
of the coronavirus); (3) what social groups were represented (e.g., political 
figures); and (4) the aims of the meme (e.g., humor or giving advice).

Analysis. The coding frame was based on a recursive process involving 
the three authors and two research assistants. Two hundred seventy-six 
memes were selected and used for this purpose, following the same criteria 
as the 1,560 memes set that was eventually subjected to content analysis; 
this qualitative analytical process of constructing a code book involved 
connecting theoretical constructs with new and surprising elements 
found in the data, resulting in a multidimensional coding frame. Once 
the entire sample of 1,560 memes was coded, various types of quantitative 
analysis were performed in order to study the evolution of the memes over 
time, what drove their success, and the associations between themes and 
functions.

Augmented coding. It is challenging to scale up in-depth qualitative anal-
ysis to handle large datasets. To solve this issue, a computer application 
was developed in Python to facilitate using the coding frame (see Figure 
7.1). The application displayed the meme to code, tick boxes correspond-
ing to the various categories in the coding frame, and a section for notes. 
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Figure 7.1  Computer-aided qualitative coding
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The application and the resulting coding frame were an innovative use of 
computational means to enhance manual coding. This coding-augmented 
qualitative analysis enabled the researchers to refine the coding frame and, 
in a recursive manner, the overall analysis.

Findings. Some of the main findings related to the fact that the pandemic 
was most often objectified (i.e., represented in concrete terms) by display-
ing protective measures (e.g., social distancing) and the transmission of the 
virus (e.g., coughing, Figure 7.1). Memes also commonly referred to popu-
lar culture to anchor new meanings about a largely unknown, at the time, 
biological entity into an existing system of images, beliefs, and under-
standings very familiar to social media users. When it came to processes 
of identification, most memes depicted the self, the in-group, or people 
presumed to be most similar to the intended audience of internet users. 
Combining the in-depth qualitative and quantitative analyses also yielded 
some surprising abductive findings, especially regarding the political con-
notations of memes. While memes are often seen as primarily humorous, 
the quantitative analysis showed that political themes and critiques were a 
central part of the life of the Reddit community. However, it was zooming 
in on memes capturing political themes that revealed complex narratives 
beyond the depiction of specific politicians (for instance, some referred to 
supporters of different politicians, depicting them as gullible or even as 
dangerous). This led the researchers to the notion of role (e.g., Persecutor, 
Victim, Hero) in order to analyze the relationships between people or enti-
ties depicted in memes. The researchers then created a framework of roles 
(e.g., adding the role of the Fool) based on recursive moving between the 
individual memes and macro trends (e.g., sufficient frequency, coherent 
clustering).

Discussion. Within the research process, there was a continuous move 
back and forth between individual memes, the coding frame, and the larger 
dataset, which had been systematically coded. This zooming in on qualita-
tive particulars and zooming out on macro trends gave the researchers con-
fidence in the validity of their coding (e.g., by paying particular attention 
to counterexamples) and boosted their abductive insight. Abductive rea-
soning was fostered during the investigation by uncovering findings that 
challenged existing views of the pandemic (see also De Rosa & Mannarini, 
2020). Individual memes that were surprising were used to challenge the 
statistical patterns, but also the quantitative findings helped to interpret 
individual memes. This recursive movement led to new insights about the 
characters and, at a deeper level, the roles portrayed in the memes. A typol-
ogy of roles was developed, including the Persecutor, Victim, Hero, and 
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Fool. This typology recursively looped back into the data to prompt new 
questions: What kind of scenarios does the interaction between these roles 
reveal? What kinds of narratives do these roles create? These questions 
recursively fed into a novel analysis of the narrative content of these inter-
net memes (de Saint Laurent et al., 2022).

7.5  Legitimacy: Doubly Constrained Interpretation

Recursively restructuring qualitative data can increase the legitimacy of 
findings by constraining interpretation. Both qualitative and quantita-
tive analyses aim to constrain interpretation with empirical data, yet 
both have been criticized for having too many degrees of freedom. For 
example, excerpts can be selectively presented to suit a given interpreta-
tion (i.e., cherry-picking; Morse, 2010). Equally, quantitative measure-
ment has many opaque degrees of freedom in cleaning data and choosing 
tests (Wicherts et al., 2016). Further constraining the degrees of freedom 
in both qualitative interpretation and quantitative analysis would produce 
more rigorous findings. Recursive data restructuring achieves this by con-
straining interpretation at both qualitative and quantitative levels.

Recursive data restructuring creates extra rigor by doubly constrain-
ing interpretation. The research is constrained by the quality criteria for 
both qualitative (i.e., the data should be credible, contextual, and richly 
described) and quantitative (i.e., the analysis should be reliable, valid, and 
generalizable) methods. Interpretations must convincingly operate both 
at a statistical level and at the level of specific cases (Seawright, 2016). 
Multi-resolution research thus uses the full qualitative depth and quanti-
tative breadth of the data to constrain findings. The alternative is to base 
interpretation on a thin slice of the data (e.g., only excerpts, categories, or 
measures), which fails to leverage the full potential of the data.

This double qualitative–quantitative constraint is illustrated in a study 
reported by Noort and colleagues (2021c) that examined people withhold-
ing safety concerns, termed safety silence. In contrast to the vignette and 
survey methods that dominate the literature on voicing safety concerns 
(Noort et al., 2019a), the research team used a novel experimental para-
digm in which participants interacted in-person with a confederate while 
confronting a safety issue (Noort et al., 2019b).

Data. Participants (n = 404) were asked to take part in a brainstorming 
task on the creative uses of a plank. The plank was about a meter long and 
could support only thirty kilograms. After listing their creative ideas, par-
ticipants were asked to evaluate ideas ostensibly suggested by the previous 
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participant. For each idea evaluated, the research assistant (the confeder-
ate) tested the idea in practice. All participants evaluated the same ideas, 
including a dangerous suggestion to use the plank as a footbridge between 
two chairs. What would the participants say when the research assistant 
(who weighed about sixty kilograms) finished assembling a wobbly foot-
bridge and then began to walk across it?

Analysis. The quantitative analysis tested hypotheses using MANOVAs. 
The variables were survey measures, experimental outcomes, and textual 
measures of the participants’ talk. In addition, all the participants’ talk was 
recorded, transcribed, and made publicly available through an interactive 
visualization (Noort et al., 2021b). The visualization was created in Python 
using Scattertext (Kessler, 2017).

Visualization. Figure 7.2 is a static screenshot of an interactive visual-
ization of participants’ talk during the experiment. The figure combines 
categorizations (voice/silence, concerned/unconcerned), measures (how 
likely each word is to belong to each category), and excerpts (word use in 
context; the static plot only shows words, but, in the interactive plot, when 
clicked on, the words are shown in context). The figure plots the words 
that were most typical of participants who were concerned and voiced 
(top-right), concerned and silent (bottom-right), unconcerned and voiced 
(top-left), and unconcerned and silent (bottom-left). Words in the middle 
of the visualization were equally present across the categorizations.

The interactive visualization enables browsing participants’ dialogue, 
and clicking on a word (or searching for it) displays the word use in 
context (split by the experimental outcome, voice/no voice). Thus, the 
visualization jointly displays excerpts, categories, and measures, enabling 
both the researchers and readers of the research to interrogate the full 
depth and breadth of the raw data. With advances in visualizing qualita-
tive data, there is much potential for such mixed methods visualizations 
that reveal macro statistical patterns while keeping close to the raw data 
(Guetterman et al., 2015; O’Halloran et al., 2018; Sinclair & Rockwell, 
2016).

Findings. Over half of the participants did not speak up about safety 
concerns despite being concerned. However, these concerned–silent par-
ticipants (bottom-right of the figure) were not silent; they spoke with hesi-
tation (“maybe,” “guess,” “uhm,” “oh,” “ah”). In contrast, participants 
who were concerned and voiced (top-right) referenced the safety critical 
information (“thirty,” “kg,” “maximum”) and were assertive (“be careful,” 
“because”). These qualitative particulars increase the validity and legiti-
macy of the findings.
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Figure 7.2  A screenshot of the interactive visualization showing that the word “thirty” was the most frequent among concerned–voicing 
participants and showing sentences in which the word “thirty” is used by participants who voiced or did not voice their concerns
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Post hoc analysis, moving back and forth between the macro patterns 
and the qualitative particulars, yielded additional insights. The concerned–
voicing participants often hesitate just prior to speaking up (“However, 
er. I think this is er just stands thirty kilograms,” “But uhm… yeah I 
think it does. But I think it is not too safe”). This yields the abductive 
insight that hesitation might not be the opposite of assertively speaking 
up, but, instead, it might be the initial stage of speaking up, indicating 
either cognitive load or a communicative signaling discomfort. These early 
hesitations are, arguably, a form of “muted voice” (Noort et al., 2021c). 
This abductive insight adds legitimacy because it shows what is going on 
in particular cases, keeping the analysis close to the raw data. Also, the 
legitimacy is boosted because the same patterns were demonstrated both 
quantitatively (using participant statistics) and qualitatively (using freely 
browsable text). 

Discussion. The ability to interrogate the verbatim transcripts of people 
voicing concerns (or not) within an experimental design reveals the poten-
tial synergies of mixing methods to analyze the same dataset. The same 
qualitative textual data can be analyzed as measures (likelihood of being 
said), categories (voice, silence), and excerpts (words in context). This 
increases the legitimacy of the research because (1) the interpretation has 
to account for qualitative particulars alongside quantitative patterns and 
(2) the resultant visualization is open to public scrutiny, with the verbatim 
transcripts being a powerful resource for anyone who wants to make a 
challenging interpretation. So far, calls for open data have focused on shar-
ing numeric data (Shrout & Rodgers, 2018), but it is also increasingly pos-
sible to share the qualitative data that underpins the quantitative data (e.g., 
transcripts of what was said or done within an experiment; Glăveanu & 
Gillespie, 2021). Open data, which include the raw data linked to excerpts, 
categories, and measures, add legitimacy to the research through transpar-
ency and empowering secondary interpretations.

7.6  Data Requirements

Recursive data restructuring requires the qualitative and quantitative anal-
yses to be applied to the same dataset. The simplest case is when exactly 
the same data are being used, for example, analyzing a corpus of text both 
qualitatively and quantitatively (e.g., when online posts are analyzed both 
quantitatively and qualitatively; Gillespie & Reader, 2022). More complex 
cases entail pairing qualitative and quantitative data by events or people. 
For example, quantitative metadata about geographic location could be 
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paired with social media posts (same event), or a postexperiment inter-
view could be paired with outcomes from the experiment. In the earlier 
example of the safety silence experiment, the experimental outcomes are 
paired with what participants said during the experiment. In all these cases 
of paired data, one can still zoom out to view overall patterns (geographic 
location, experimental outcomes) and zoom in to analyze specific excerpts 
(posts, utterances). However, if the qualitative and quantitative data are 
paired merely by topic (not data, events, or people), then they are unsuit-
able for recursive data restructuring. If data are only paired by topic (i.e., 
quantitative survey and qualitative interview on the same topic), then there 
is no way to transform one into the other (e.g., a one-to-one correspon-
dence between survey responses and the interview excerpts is missing). 
Moreover, discrepancies might be artifacts of the different contexts and 
data collection procedures. In contrast, when the data are tightly paired, 
there are common data against which discrepancies can be reconciled.

Recursive data restructuring also requires data that meet the quality cri-
teria for both qualitative and quantitative research (Buckley, 2018). From 
a qualitative standpoint, the data should comprise contextualized raw data 
(e.g., quotes, images, documents) that are credible, dependable, and afford 
thick description. From a quantitative standpoint, the data should be from 
a sufficiently known population and of sufficient scale and standardization 
to enable robust measurement. The data used in social research usually 
meet one or the other criteria but rarely both.

Most of the data created by researchers do not meet the requirements 
for recursive data restructuring because they are usually a thin slice (e.g., 
excerpts or measures). However, it is possible to create suitable data using 
traditional methods. Traditional qualitative methods (e.g., interviews, 
focus groups, observations, and video recordings) produce qualitative data 
that can be quantified, but they can be used in multi-resolution research 
only if there is a large volume of data – more than is traditionally used 
in qualitative research (Fakis et al., 2014; Vogl, 2019). Equally, one can 
add qualitative data collection to traditionally quantitative methods. 
For example, one can add talk-aloud protocols during survey comple-
tion, open-ended survey questions, video recordings during experiments, 
and postexperiment interviews to create tightly paired data (Moore & 
Gillespie, 2014; Niculae et al., 2015; Psaltis & Duveen, 2006).

In contrast, a lot of naturally occurring data are already suitable for 
multi-resolution research. Naturally occurring data exist independently 
of any research process and have not been prompted by the researchers. 
Instead of being elicited, they are part of the ongoing social processes in 
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the world (i.e., instead of being reports about the world, they enable obser-
vations of the world). Naturally occurring big qualitative data are rapidly 
expanding and ideally suited to recursive data restructuring. Such data 
include online reviews (e.g., Glassdoor, TrustPilot, Care Opinion, Yelp), 
videos (YouTube, Vimeo), social media (Reddit, Twitter, TikTok), docu-
ments (formal complaints, earnings calls, incident reports, customer call 
transcripts), political speeches, cockpit voice recordings, parliamentary 
debates, closed-circuit television footage, and public inquiry data. These 
naturally occurring qualitative datasets are messy, but they have high 
validity because, in a pragmatist sense, they are what is going on.

7.7  The Benefits of Multi-resolution Research

Data have typically been either quantitative (e.g., population level) or 
qualitative (e.g., case study). However, with the growth in big qualitative 
data, we can access data that afford both quantitative population level and 
qualitative case study analyses. These big qualitative datasets force us to 
choose the data structure and subsequent analysis; the data were not made 
for either type of analysis and can be processed to enable both. We propose 
that no data structure is optimal in itself. Instead, we recommend leverag-
ing the full breadth and depth of the data by recursively restructuring the 
data to move between excerpts, categories, and measures of the same data. 
Measurements can reveal differences, changes, comparisons, and statisti-
cal models. Excerpts reveal validity, contextual nuance, and challenging 
outliers. By analyzing only one slice of the data (i.e., excerpts, categories, 
or measures), the analysis is caught in an increasingly artificial trade-off 
between qualitative depth and quantitative breadth.

Expectations for research quality are rising. Large volumes of qualitative 
data are becoming easier and cheaper to record, transcribe, and analyze. 
Computing innovations allow for the analysis, visualization, and dissemi-
nation of deeply integrated qualitative and quantitative data side by side 
(Andreotta et al., 2019; Buckley, 2018; Chang et al., 2021; Shahin, 2016). 
Accordingly, the choice between depth (qualitative) and breadth (quan-
titative) is increasingly anachronistic; we should expect research to have 
both depth and breadth.

The advent of big qualitative data is also raising the bar for data qual-
ity regarding size, validity, and naturalism. However, these potentialities 
can be achieved only with a mixed methods approach. Computational 
approaches to qualitative data cannot supplant traditional qualitative 
methods (Bennett, 2015). Although, algorithms can reliably identify 
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objects, actors, actions, quotations, sentiment, and various themes, human 
interpretation is required to frame questions, ensure validity, interpret 
findings, and understand limitations. In short, it is necessary to combine 
computation and interpretation to seize the potential of big qualitative 
data (Bazeley, 2017; Ho et al., 2021). Our point is that for big qualitative 
data, this combination of methods should occur at the level of data, with 
the same data being recursively transformed between qualitative and quan-
titative forms. 

7.7.1  Increasing the Legitimacy of Quantitative Research

Recursive data restructuring can improve the legitimacy of quantitative 
research, which is currently grappling with the replication crisis (Shrout 
& Rodgers, 2018). Many experimental findings, especially in social psy-
chology, do not replicate when tested independently (Open Science 
Collaboration, 2015). One reason for this problem is that there are many 
degrees of freedom in data collection, curation, and analysis (Wicherts 
et al., 2016). Recommendations to reduce the degrees of freedom include 
preregistering research, supporting replications, and making data open 
access (Shrout & Rodgers, 2018). Recursive data restructuring, we pro-
pose, can also further constrain the degrees of freedom by making visible 
the qualitative data that underpins the quantitative findings.

All quantitative research entails quantifying qualities. The risk is that 
the numeric values become disconnected from the phenomenon being 
measured. Accordingly, the best practice is to revert quantitative measures 
back to the qualitative data to ensure validity (Berka, 1983; Zeller et al., 
1980). Recursive data restructuring takes this idea further, arguing that as 
far as possible quantitized data should be revertible to its qualitative form 
throughout the analysis and dissemination. This possibility of reverting 
measures to the underlying qualitative data has only recently become pos-
sible due to technological advances in collecting, storing, analyzing, and 
visualizing digital data.

Traditionally experimental and quantitative research has not recorded 
qualitative data; the numbers have been extracted at source (e.g., in 
experimental outcomes or rankings on a Likert scale). But as the costs 
of recording, storing, and analyzing data reduce, it is possible to include 
qualitative data. Surveys could include open-ended questions, talk-along 
interviews (Moore & Gillespie, 2014), and talk-aloud protocols (French 
et al., 2007; Wagoner & Valsiner, 2005). Equally, experiments that involve 
social interaction can include audio or video recordings of participants 
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in the experiment (e.g., participants interacting, screen recordings), thus 
making the interactions that underpin the experimental findings analyz-
able (Psaltis & Duveen, 2007). The benefit of deepening the data in this 
way is that it would enable replications and reinterpretations (Glăveanu & 
Gillespie, 2021).

It is important to note that recursive data restructuring should not 
be used simultaneously with confirmatory hypothesis testing. Recursive 
analysis is an exploratory method, focused upon generating theory, find-
ing explanations, and ensuring validity. Exploratory research is fundamen-
tally different from confirmatory research (Stebbins, 2001; Tukey, 1980) 
and the data used for each should be kept separate. Exploratory research 
entails freely trying out various analyses on the data to find a good fit. 
Confirmatory research entails stating a hypothesis before analyzing the 
data. If recursive analysis is combined with confirmatory testing, then the 
recursive analysis should either be done on a training dataset (kept separate 
from the testing dataset) or be done on data after the confirmatory tests 
have been run. If confirmatory analysis were done on the same data as used 
to develop the hypothesis recursively, there would be a risk of overfitting, 
where the findings are peculiar to features of the dataset and thus fail to 
generalize.

7.7.2  Increasing the Impact of Qualitative Research

Recursive data restructuring can also make qualitative research more rigor-
ous, efficient, and transparent. Qualitative research has been criticized for 
using small samples (Chang et al., 2021), “cherry-picking” excerpts (Morse, 
2010), and lacking clarity on the sampling of excerpts. Augmenting quali-
tative research with computational analysis can address these challenges 
(Fielding, 2012; Leeson et al., 2019).

There are many software packages for qualitative research, but to date 
they have been elaborate filing systems for keeping track of manually 
labeled excerpts of text, image, or audio (Renz et al., 2018). In the near 
future, it is expected that this software will begin to incorporate more 
algorithms to boost qualitative analysis. First, algorithms are equivalent 
to humans for basic thematic analysis, and as such, this may become an 
automated first step in qualitative analyses (Chang et al., 2021; Ho et al., 
2021; Lee et al., 2020). Second, search algorithms have improved signifi-
cantly, such that text, image, and video can be searched reliably. These 
new search algorithms can return semantically similar results (i.e., beyond 
narrow word-matching) with surprising accuracy (Neuman, 2016). Again, 
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it is expected that these advanced search algorithms will become embed-
ded in qualitative research software, enabling searches for more subtle and 
analytic concepts – or having identified a particular excerpt, the algorithm 
will return excerpts that are semantically, compositionally, structurally, or 
visually similar. In these ways, there is likely to be a meeting of qualita-
tive interpretation and advanced computational analysis that will embed 
recursive data restructuring in mainstream software.

Automating basic analyses would enable qualitative research to become 
more ambitious, tackle larger datasets, and provide more rigorous ratio-
nales for choosing excerpts to analyze in detail. Augmenting qualitative 
research with algorithms would reduce the burden on analysis and thus 
free up humans for in-depth and contextual interpretation – which is 
where the human element adds most value. The algorithms would be like 
tireless research assistants, working ceaselessly behind the scenes to ana-
lyze enormous amounts of data and produce comprehensible intermediate 
overviews that form the basis for in-depth manual interpretation (Janasik 
et al., 2009; Wiedemann, 2013). These algorithmic assistants would find 
similar excerpts, quantify the frequency of a certain type of excerpt, sug-
gest patterns, and produce visualizations that enable the analysis to work 
on recursively restructured data – moving freely between the macro pat-
terns and the micro details.

7.7.3  The Micro in the Macro and the Macro in the Micro

Human behavior has a fractal quality, revealing complexity at multiple 
levels of resolution. Charles Eames and Ray Eames (1977) made a short 
film zooming out from a couple having a picnic in Chicago to the edge of 
the known universe and then zooming back into the molecules within the 
man’s hand, revealing patterns at the subatomic, atomic, cellular, human, 
planetary, solar system, and galaxy levels. Equally, zooming in and out of 
human behavior reveals patterns at different resolutions of analysis. For 
example, an utterance can be analyzed as the embodied production of 
sounds, as individual words, as a semantic web of associations, as conse-
quential within a pragmatic context, as part of a genre, and as part of an 
institutional, cultural, or historical pattern. Recursive data restructuring 
aims to reconnect these levels of analysis.

We often talk about “levels” in social research (e.g., cognitive, indi-
vidual, group, institutional, societal). But these levels are a simplifying 
heuristic. There is no ontological split between the individual and society; 
society is made up of individuals, and individuals are deeply societal. Our 
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talk about levels can create problems: It obscures the way in which these 
so-called levels are not merely interdependent but actually one and the 
same. A statistical analysis of a text corpus is not on a different level to a 
qualitative analysis of one excerpt within the corpus; both pertain to the 
same data and, as such, are different views on the same underlying raw 
data. Recursive data restructuring, and the metaphor of zooming in with 
qualitative analysis and zooming out with quantitative analysis, enables 
one to study the social world as simultaneously micro and macro. For 
example, we can study excerpts within the context of macro discourses and 
macro discourses as comprising specific excerpts.

Multi-resolution research builds on the core pragmatist insight that all 
knowledge is anchored in human activity (Chapters 1, 2, and 3). Data 
are produced by transforming human activity into something suitable 
for analysis (Chapter 5). It follows that human activity can be converted 
into data for both qualitative and quantitative analysis. The abduc-
tive insight that guides multi-resolution research is converting the same 
events into multiple types of data suitable for multiple types of analysis. 
Multi-resolution research shows us that the taken-for-granted distinction 
between population-level research and case studies is an artificial byprod-
uct of methods that have been unable to do both simultaneously.

In multi-resolution research, the micro and macro are examined as the 
same phenomenon viewed at different resolutions or scales; they are not 
two separate but “connected” phenomena. This insight about the macro 
and the micro being the same is obscured if raw data are thinly sliced 
into either excerpts, categories, or measures. Our traditional approach to 
separating qualitative and quantitative methods has made it difficult to 
conceptualize the macro in the micro and vice versa (Cornish, 2004). That 
is to say, the so-called disconnect between the micro and macro levels is 
an unhelpful byproduct of separating qualitative case studies from quan-
titative population studies. The methodological split between qualitative 
and quantitative methods has supported an unnatural carving of nature, 
separating the particular from the general. Multi-resolution research, via 
recursive data restructuring, seeks to make the micro (e.g., excerpts) and 
the macro (e.g., statistical patterns) ontologically whole – as two views of 
the same raw data.

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


161

c h a p t e r  8

Ethics

A moral law, like a law in physics, is not something to swear by and 
stick to at all hazards; it is a formula of the way to respond when 
specified conditions present themselves. Its soundness and pertinence 
are tested by what happens when it is acted upon.

Dewey (1929, p. 222)

Ethical concerns permeate a pragmatist approach to methodology. We 
have already discussed ethical issues in Chapters 1, 3, 4, 5, 6, and 9. This 
is because, as Dewey’s quote suggests, pragmatism is focused on action 
in and on the social world (Kilpinen, 2009). Whether we are planning a 
holiday or conducting research, human action is embedded in a field of 
norms, values, and standards. In so far as human action is consequential 
for other people, it is also moral. Thus, in so far as human action con-
tributes, even in a small way, to the future of human relations, it requires 
responsibility.

Social science research has become increasingly aware of ethical issues 
since the mid-twentieth century. There are increasing guidelines covering 
an increasingly broad range of research contexts. This includes, for instance, 
the ethical standards set up by the American Psychological Association as 
well as international standards set up, for example, by the Declaration 
of Helsinki. The general principles of the former are (1) beneficence and 
nonmaleficence; (2) fidelity and responsibility; (3) integrity; (4) justice; 
and (5) respect for people’s rights and dignity (American Psychological 
Association, 2023). The Declaration of Helsinki focuses more broadly on 
medical research involving human subjects. It starts from the premise that 
the health and well-being of participants are of paramount importance and, 
as such, that research should be guided by safeguarding the participant’s 
interests (World Medical Association, 2022). These interests are served by 
following established research practices, including informed consent, pri-
vacy, confidentiality, and the right to withdraw. Consent forms typically 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


162	 Ethics

list these rights and ask participants to acknowledge that they have been 
informed about the study and agree to participate.

The challenge, however, is how to move beyond ethics as “box ticking,” 
a bureaucratic exercise that asks researchers to comply with formal require-
ments without necessarily engaging them in moral inquiry and delibera-
tion. While the standards listed earlier are useful and morally sound (who 
would disagree with the idea of prioritizing a participant’s health and sense 
of well-being?), they are rarely foregrounded for researchers or participants 
unless the investigation deals with a controversial topic or vulnerable pop-
ulations. These guidelines preexist the encounter between researcher and 
participants and, beyond signing the consent form at the outset, rarely 
appear again in the research process. Pragmatism, with its emphasis on 
consequences, reflexivity, and sensemaking, insists that ethics is not a sepa-
rate moment in research but an integral part of it (Baker & Schaltegger, 
2015; Simpson & den Hond, 2022). Ethical deliberation should permeate 
the entire research process, from setting the aims to the consequences of 
the findings.

As such, pragmatism invites researchers to go beyond thinking of ethics 
only (or mainly) in terms of data collection and storage (through informed 
consent, confidentiality, right to withdraw, deleting data after the study, 
etc.). While these standards are important, the rituals associated with sat-
isfying them (and, by extension, satisfying ethics review boards often faced 
with difficult tasks) risk becoming empty of meaning, in the worst case, or, 
at the very least, make researchers miss valuable opportunities for deeper 
forms of questioning (Schrag, 2011). For example, what do the partici-
pants, in contrast to the ethics committee, think about the research? Who 
is the knowledge created for? What does the knowledge “do”? What kinds 
of interests does it serve? Does the investigation promote prediction and 
control, or does it also empower its participants? Might there be unin-
tended consequences of the research?

These questions should be central to any research project, from its con-
ception and execution to its dissemination and impact. Unfortunately, it is 
much more likely for engaged ethical reflections to be part of doctoral dis-
sertations (especially in the qualitative research tradition) than to appear in 
articles reporting empirical studies. The latter typically only briefly men-
tion International Review Board approvals or the national or international 
guidelines followed, with little reflection on how ethics shaped the aims 
and approach of the research. The roots of this problem run deep. They 
concern a specific view of the relationship between science and ethics that 
pragmatist thinkers and researchers are eager to challenge.
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In essence, a false opposition has been constructed between scientific 
discovery and the need to protect human subjects, a dichotomy that often 
places researchers in the uncomfortable position of negotiating what they 
see as competing pulls (Brendel & Miller, 2008). This view stems from 
the implicit assumption, in positivism, that scientific work should be 
“objective” and detached from “biased” human interests and concerns (see 
Chapters 2, 3, and 9). On the contrary, ethics foregrounds the individuals 
involved and rejects “an amoral position where ‘facts’ become separated 
from ‘values’, and are reduced to data, to variables whose numerical values 
are more important than their practical meanings” (Simpson & den Hond, 
2022, p. 139). And yet, research participants have rarely been included in 
discussions about ethics (e.g., providing feedback on the ethical aspects of 
the study they participated in). In contrast, from a pragmatist standpoint, 
participants are on the front line of research ethics because they have the 
clearest view of the ethical implications of the research on those who par-
ticipate in it. The point is that ethical concerns are too often reduced to 
a narrow version of “protecting human subjects” or the well-known “duty 
of care,” which can be perceived as constraining by researchers, even lead-
ing them to abandon potentially impactful research. “Doing” science and 
being ethical risk being perceived as conflicting constraints rather than 
integrated practices and concerns.

Pragmatists are keen on dismantling this false opposition and bringing 
together science and ethics as part of a unitary process of inquiry, discov-
ery, and moral deliberation. To achieve this, however, we need to consider 
research ethics as more than a series of guidelines and obligations. In the 
pragmatist tradition, ethics is conceived

as a spirit of open inquiry and practically focused reasoning about ethi-
cal dilemmas. It can be described as a ’bottom up’ approach to ethics in 
which moral and philosophical thinking is generated in response to (and 
is intended to resolve) day-to-day dilemmas. … Pragmatic research eth-
ics strives to carefully identify and analyze competing values in practical 
contexts of … research, recognizing that moral trade-offs, pitting scien-
tific validity and subject protection, are inevitable. (Brendel & Miller, 
2008, p. 25)

In this chapter, we develop the pragmatist proposition that social research 
creates both power and responsibility – that ethics is an integral part of any 
research process, beginning to end, and that a pragmatist stance widens 
the role of ethics and shifts the focus from ethical boards and researchers 
to board, researchers, participants, and other stakeholders. We will also 
argue that moral inquiry is enhanced when using multi-resolution research 
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given that it presents us with unique opportunities in both research and 
ethical terms.

The chapter is structured as follows: First, we frame the larger debate 
concerning universalism versus contextualism in ethics, largely mirroring 
the one between positivism and relativism in science. We propose that 
pragmatism transcends this dichotomy as well by considering the role of 
general (and particular) ethical norms and values in context. Then, we 
outline briefly what the pragmatist approach to ethics is founded on before 
discussing the ways in which ethical concerns and forms of reasoning 
accompany every phase of a research project. The practice of deception, 
widespread and controversial in social and psychological research, provides 
a case study. Finally, we end with considerations regarding mixed methods 
and multi-resolution research and their ethical commitments before offer-
ing some concluding thoughts.

8.1  Framing the Debate

The assumed opposition between science and ethics persists because of 
an oversharp distinction between objective “facts” versus human “values.” 
The history of ethics is marked by numerous attempts to establish uni-
versal normative principles rather than operate with context-based moral 
judgments. From Plato to Kant, the main task has been to rationally derive 
moral guidelines that, once properly justified, could be applied across all 
contexts and situations. The alternative was considered to be irrational and 
dangerous: the fragmentation of ethics into a myriad of personal beliefs 
and self-serving conceptions. The normative approach inspired, among 
others, the creation of general ethical guidelines for researchers and their 
promotion by national and international bodies. According to Altman 
(1983, pp. 227–228), some key assumptions behind universalist ethics 
include the following:

	1.	 There is some unique set of principles that specifies ethical conduct 
for any individual in any historical period.

	2.	 There is some unique set of principles that specifies for all historical 
periods the ethical social order.

	3.	 The task of fully justifying a set of ethical principles must proceed 
from an ethically neutral starting point.

The normative approach embraces universalism and rejects relativism in 
ethics (see also Chapters 2 and 3). Universalists judge the morality of other 
people’s actions from an outside position by referring to transcendent 
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ethical principles. The reason is that the origin of moral beliefs, be it God 
or Reason, is immovable and all-encompassing. Relativists, in contrast, 
“claim that because individuals are socially constructed, the types of people 
produced in these different cultures differ so widely as to render such judg-
ment impossible” (Butt, 2000, p. 86); they see moral values as essentially 
constructed. As such, ethical principles – and especially dealing with ethi-
cal dilemmas – require interpretation and a great deal of local knowledge. 
One should not try to judge others “from the outside,” without trying to 
understand their position and worldview from the inside. The risk with 
this position, as Butt also notes, is that what is moral or immoral becomes 
a question of societal practices. This can become problematic, for example, 
when dealing with something like universal human rights. Should they be 
pursued with no consideration for historical differences and local knowl-
edge? Relativists would not necessarily argue against extending human 
rights, and certainly neither would pragmatists (Hoover, 2016), but their 
approach would be guided by doubt and questioning rather than an unex-
amined reliance on norms.

Pragmatists are promoters of moral deliberation and, as such, might 
seem to be on the side of relativism rather than universalism in ethics. 
Yet it would be wrong to assume this. In fact, the uniqueness of the 
pragmatist standpoint is that it tries to integrate normative-universalist 
and contextual-relativist positions. Pragmatism tries to move the debate 
beyond these oppositions by proposing moral pluralism (Graham et al., 
2013). In contrast to both universalists and relativists, pragmatists privilege 
the voice of the participants in the research (and, more broadly, those who 
will be on the receiving end of the knowledge produced). When giving 
these stakeholders a voice in research ethics, it is expected that their ethical 
judgments will be shaped by their culture and norms (i.e., aspects of rela-
tivism), but there will also be absolute constraints that researchers cannot 
ignore (i.e., aspects of universalism).

One of the main problems with universalism is that once a commitment 
is made to general principles, then anything that opposes or questions 
those principles considered “right” risks being deemed unfounded or even 
unethical; otherwise, the principles themselves must be revised. One of the 
main problems with relativism is overlooking how important the notion 
of universal values is for local discussions of ethics. In practice, universal 
and contextual arguments are brought to bear on any ethical delibera-
tion, and precisely the interplay and articulation of these positions lead 
to nuanced, ethical, and workable conclusions. This pragmatist position 
is useful for Institutional Review Board discussions of specific research 
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proposals (Brenneis, 2005). These boards are necessarily guided by some 
general ethical principles, reminiscent of universalism, while their reason 
for existing is an understanding that each research project has some unique 
elements and, as such, needs to be considered in its own right. It is pre-
cisely this openness to debate and discussion that is at the heart of pragma-
tist ethics. This enables ethics to adapt and respond not only to changing 
practices of research but also to changing cultural norms. However, in 
addition to this, pragmatists also emphasize that these debates should not 
be isolated to ethics boards or researchers but should also involve research 
participants and other stakeholders.

Johansen and Frederiksen (2021) refer to a pragmatic-dualist approach 
to research ethics. Similarly, Morgan (2014b, p. 142), aiming to reach a 
synthesis leading to “ethical solidarity,” writes about pragmatic humanism 
as an approach concerned

with cultivating a sensitized mindset (in those who are willing to listen) to a 
deeper consideration of the sameness that can be found even within our dif-
ferences, and in particular, of the sameness that exists in our shared capacity 
to suffer, to cause suffering, and also to relieve suffering.

What matters most are not universal principles or local values but sensitiv-
ity to human interests and giving stakeholders voice within discussions of 
ethics. A focus on our shared humanity can be such a starting point, one 
which places differences against a background of commonalities. Bringing 
research stakeholders into the discussions about ethics may reveal that 
there is less opposition between science and ethics than has hitherto been 
assumed.

8.2  Pragmatism and Ethics

One of the aims of pragmatism is to transcend unhelpful dichotomies. We 
carry this aim forward by seeking to transcend the structured–unstruc-
tured data dichotomy (Chapter 5) and the qualitative–quantitative meth-
ods dichotomy (Chapters 6 and 7). The divides between science and ethics 
and, within ethics, between normative-universal and contextual-relativist 
standpoints are other dichotomies that we want to challenge. Instead of 
reinforcing the old terms of these debates, a pragmatist approach shifts the 
focus from ethical principles to the processes through which they emerge, 
clash, and transform – from universal laws to how power and responsibility 
manifest in research practice. Such critical reflection is possible only when 
people are presented with moral dilemmas whereby two or more courses 
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of action are imagined as possible. Thus, at the heart of this enacted ethics 
is the experience of doubt.

“Wherever there is doubt,” Simpson and den Hond (2022, p. 140) note, 
“there will also be a moral choice to be made; the resultant action is deemed 
moral if the situation is transformed and growth results.” In other words, 
the ultimate criterion for assessing what is “good” and “bad” considers 
the entire situation, the actors and actions involved, and their short-term 
and long-term consequences. Morality does not reside in prejudgment but 
precisely in the acts of choosing, deliberating, and doubting (Senghor & 
Racine, 2022). In a broader sense, such actions are based on expectation 
and, thus, by definition, on uncertainty. Ethics does not deal in certain-
ties because it considers the future of human action and its fundamen-
tally uncertain consequences (see Chapter 9). The morality of any act (just 
like the truth value of knowledge) is in the future: what it does, who is 
impacted by it, and what future it contributes to. This makes the work of 
Institutional Review Boards and ethics committees even more challenging. 
They are tasked with prejudging something that has not occurred, and 
while there are actions whose consequences are almost certainly negative, 
many occupy a much greyer area when it comes to anticipated futures. 
This raises the prospect of evaluating ethics not only before a research proj-
ect is conducted but also at the end of it, when the actual consequences 
on participants can be assessed (later in this chapter, we will discuss using 
postassessments for research that entails deception).

Assessing the risks associated with research activities is an essential part 
of the process. Normative universalism tries to eliminate risk by resting on 
immovable laws; relativism avoids it by refraining from reaching a final eth-
ical conclusion. Pragmatism, in contrast, engages the risk head-on: It brings 
participants and stakeholders who experience the practical consequences of 
the research into the discussion to make an informed, but necessarily uncer-
tain, assessment of the ethical implications of the research. It embraces the 
fact that “moral trade-offs between competing values may entail nuanced 
and fallible judgments” (Brendel & Miller, 2008, p. 25). Also, just like 
actions are shaped by failures and obstacles, ethical reasoning needs to be 
flexible enough to shift direction and learn from the ever-present possibility 
of getting things wrong. The fallibility of ethical judgments is not a sign of 
weakness or an indication that they should be abandoned; on the contrary, 
it reflects the condition of human action as always anticipating and con-
structing a future that should never be taken for granted.

This open-endedness makes it difficult to construct a unitary or singu-
lar pragmatist ethical theory. In fact, given that the pragmatist does not 
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follow antecedent principles and rejects the logic of foundationalism – 
rather building the foundations in the actual interaction, in the practical 
consequences of what is being done as well as by following closely human 
action in its diversity – the lack of consensus is not surprising. In the words 
of Serra (2010, p. 7), “instead of proposing a specific theory, pragmatism 
describes itself as a method for understanding better – or reconstructing – 
already existing theories, and more generally, as a method that enables 
greater awareness of our actual moral life.” Pragmatist ethics offers a way of 
dealing with ethical questions, not necessarily answering these questions.

It is perhaps more appropriate, then, to discuss the ethical theory of 
specific authors. To take a concrete example, John Dewey’s work inspired 
numerous (neopragmatist) elaborations. For instance, Fesmire (2003, p. 4) 
emphasized Dewey’s interest in the moral imagination and his thesis that 
“moral character, belief, and reasoning are inherently social, embodied, 
and historically situated” and that “moral deliberation is fundamentally 
imaginative and takes the form of a dramatic rehearsal.” Since the impact 
of action is, at least in part, in the future, we need the help of imagination 
in order to build anticipations of what is to come (Zittoun & Gillespie, 
2018). We can also imaginatively rehearse actions and their consequences, 
something that should not be the solipsistic activity of isolated research-
ers but a topic of discussion and collective deliberation. Serra (2010) 
points out that, for Dewey, ethical reflection starts whenever the person 
encounters morally problematic situations, those that have incompatible 
ends and, thus, require reflexivity and choice. “Moral experience is bound 
to not knowing what to do among several demands” (Serra, 2010, p. 4). 
Importantly, these acts of deliberation are not intrapersonal as much as 
they are interpersonal, communicative, and socially engaged. “In deliber-
ating, we not only imagine and reflect on the consequences for ourselves 
but also try to figure out the responses of others” (Serra, 2010, p. 5). This 
is where imagination and perspective-taking become important for ethical 
conduct by facilitating the “playing out” of impulses, courses of action, 
and potential outcomes. Deliberation is dramatic and active; it is not a 
cold mathematical calculation; it is personal, embodied, and empathetic. 
Ethics is lived through rather than detached from everyday living and its 
myriad of experiences, including the experience of research.

A more radical stance on this is provided by Emmanuel Levinas, who, 
although not a pragmatist, did privilege the face-to-face moment of inter-
action. Levinas (1991) argued that ethics begins by being confronted with 
the actual face of the other, making it lived and personal rather than 
detached and abstract. While other philosophers put Truth first, Levinas 
put ethics first. He argued that our responsibility for one another comes 
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before questions of ultimate truth. We are, he argued, created through 
social interaction, and as such, there is nothing before encountering the 
other. These relations to each other, he argued, are the basis of ourselves, 
and without these ethical interdependencies, and taking responsibility for 
these interdependencies, truth has no value for humans. One key insight 
that Levinas provides is that the Other always exceeds Self. The Other has 
a perspective that can never be fully understood by Self (see the idea of 
surplus of the Other in Gillespie, 2003). This means that devolving eth-
ics entirely to an ethics committee, which is not impacted by either the 
research process or outcome, could give false security. The ethics com-
mittee cannot fully know the participants in the research or the people 
impacted by the knowledge. In short, Levinas’ ideas prompt us toward 
engaging more actively with our participants and end-users of knowledge 
or stakeholders in a research project – to give them voice in assessing the 
ethicality of the research.

While there might not be any definitive pragmatist theory of ethics, 
there is enough “family resemblance” between the thinking of pragmatists 
and neopragmatists to allow the abstraction of some general features of the 
overall approach. For example, LaFollette (1997) identified four key char-
acteristics of pragmatist ethics: (1) It employs criteria without being criteri-
ological; it refers to moral principles but foregrounds deliberation; (2) it is 
objective without being absolute; it tries to separate what is ethically good 
and bad but admits fallibility in the process; (3) it recognizes that ethi-
cal judgments are relative without being relativist, because ethical judg-
ments need to engage lived contexts but also compare across contexts; and 
(4) it is pluralist without being indecisive; pragmatism recognizes moral 
differences but also tries to decide about them based on open dialogue 
(see also Serra, 2010). These four characteristics overlap with what Arras 
(2001) described as “freestanding pragmatism” in ethics. This entails (1) 
contextualism, namely, reasoning about ethical dilemmas in context; (2) 
instrumentalism, namely, focusing on practical outcomes; (3) eclecticism, 
namely, using multiple theoretical approaches in ethical decision-making; 
(4) theory independence, or the avoidance of “top-down” deliberation; 
(5) reflective equilibrium, or the continuous reexamination of one’s own 
assumptions; and (6) searching for consensus through inclusive delibera-
tion. For both LaFollette and Arras, ethics is neither an individual nor 
an institutional practice. Ethical judgments occur in a space created by 
human actions and interactions involving various actors, interests, experi-
ences, and expectations. This plurality invites a reflective stance on the 
morality of specific research activities and what is understood by ethics in 
each given context.
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What are the strengths and weaknesses of this broad pragmatist stance? 
Because pragmatism has its roots in an empirical and experimental 
approach to knowledge construction while, at the same time, acknowl-
edging the relation of knowledge with human interests and concerns, it is 
well placed to navigate the ethics of research. The activity of Institutional 
Review Boards could undoubtedly be enriched by taking a pragmatist 
stance. One of the main challenges comes from fully grasping the context 
around moral deliberation: Who is part of this context? Whose interests 
are being represented (or made invisible)? Why are participants and other 
stakeholders so rarely involved in discussions about ethics? How can we 
ultimately decide where to draw the line in our ethical analysis, and when 
to end our ethical deliberation? (See also Altman, 1983.) For instance, 
Mead (1934, p. 387) wrote that “when we reach the question of what is 
right … the only test … is whether we have taken into account every 
interest involved.” The interests involved depend upon the consequences, 
and the consequences are in the future and inherently uncertain (although 
we can have more or less confidence), and as such, it is impossible to fully 
take account of all the interests involved before the consequences are real-
ized (see also Chapter 9). Saying that the outcomes of this process vary, 
pragmatically, context to context, might not suffice. At the same time, we 
should avoid developing a fatalistic or agnostic outlook on ethical decision-
making. There will always be unanticipated consequences (Merton, 1936), 
and the risk of “getting things wrong” (as with any human activity) is 
ever-present. The quality of an ethics preprocess depends on whether the 
relevant stakeholders have been taken into account – which is most easily 
achieved with genuine stakeholder participation.

8.3  A Pragmatist New Look at Research Ethics

How do these different pragmatist ethics (in plural) apply to research? 
How can we translate an open system into a list of guidelines, even if 
advisory rather than mandatory? Brendel and Miller (2008) offered a use-
ful proposal in this regard, namely, a set of guidelines for a pragmatist 
approach to ethics in research. Their context is clinical research, but their 
guidelines are broadly applicable:

	1.	 The importance of focusing on case-by-case moral problem solving 
to balance the drive toward scientific discovery with the need to 
protect human subjects in clinical research.

	2.	 A conceptualization of ethical principles in clinical research as a set 
of working hypotheses – rather than pre-determined, fixed moral 
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rules – about how to promote research while protecting human 
subjects in concrete situations.

	3.	 The need for open-minded engagement of ethical inquiry with the 
specific contextual details of proposed research projects.

	4.	 Acknowledgment of the fallibility of principled judgments about 
clinical research and of the appropriateness of revising basic 
assumptions, decisions, and policies based on new information and 
analysis, including experimental evaluation.

	5.	 The importance of open-minded debate and deliberation, as well as 
respect for minority viewpoints, amongst a diversity of individuals 
reviewing clinical research proposals. (Brendel & Miller, 2008, pp. 
25–26)

We uphold all these general guidelines and consider them essential for 
research with human participants in any field; what could be added to 
them is an “ethics from the inside” approach in which the perspective 
and interests of those involved or impacted by the research come to the 
fore. Taken together, these principles show that ethical concerns are not 
reserved for specific “moments” within the research process like data col-
lection and data reporting. There is much more to ethical engagement 
than considering what kind of information participants are given, what 
debriefing is set in place, or how confidentiality is safeguarded, as impor-
tant as these concerns are. Within pragmatism, ethics permeates the whole 
process of research, from why the topic is chosen out of the infinity of pos-
sible topics to the guiding questions and interests to how the findings are 
built upon theoretically and practically.

The typical image of the “trade-off” between science and ethics is 
replaced here by a unifying goal of producing knowledge that works for 
the humanity and dignity of those involved and, thus, that improves the 
human condition. For pragmatism, there is no trade-off because truth and 
values are assessed in the same way, namely, in terms of consequences. 
The trade-off, if we are to speak of one, is not between science and ethics. 
The only trade-off is between the interests of self and others (i.e., when the 
interests of different groups are in conflict or the consequences of the 
research for self and others are markedly different). This is why pragma-
tist researchers reflect on much more than what kind of methodological 
devices are reliable, valid, or trustworthy. They start by considering what 
the study and its conceptual framing “do” in relation to how we consider 
human beings. Are participants depicted as agentic or nonagentic, cre-
ative or uncreative, active or passive? Are the findings going to be used 
to empower or control others? Does the study add or take away from the 
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complexity of human existence? Will the research produce knowledge that 
empowers people? Or that makes them predictable and controllable – lim-
iting some people’s degrees of freedom while increasing the action capacity 
of others (e.g., companies, groups in power)?

Research ethics often focuses on the duties and responsibilities of the 
researcher (i.e., how, for example, duty of care is framed). Pragmatism 
shares this concern for consequences (i.e., mental, physical, and well-
being impacts of the research on participants), but it also encourages us to 
respect the human dignity and agency of research participants, topics that 
are not always at the forefront of how we design and conduct research. The 
broader implication is that humans are intrinsically creative and reflective, 
and as such, it is ethically questionable to treat them as mere data points 
without any concern for the motivation and context of their participation 
in research. This goes well beyond informed consent and points to a more 
profound notion of accountability in research (Bauer & Gaskell, 2000). It 
also connects to empowerment and the need for researchers to reflect more 
deeply on what kind of human interests are advanced or hindered by their 
studies (see Chapter 9).

The pragmatist proposition guiding our conceptualization of research 
ethics is that all social research entails both power and responsibility. The 
power of the researcher comes from their role in designing the research sit-
uation and inviting participants to comply with his or her instructions. It 
also derives from the knowledge being produced; useful knowledge holds 
power as it creates change. Whether this change is positive or not raises the 
second issue, that of responsibility. Responsibility is associated with the 
consequences of the study, for researchers and participants, consequences 
that follow from how the study is designed and carried out. Researchers 
must make many ethical decisions along the way, with imperfect infor-
mation and uncertain outcomes, but decisions that can nonetheless be 
informed by using stakeholders to stimulate self-reflection. In the end, 
whoever is impacted by the knowledge produced within the study has a 
stake in the process. Pragmatism invites us to consider this aspect as an 
ethical dilemma in and of itself and, as with any dilemma, to use it as an 
opportunity for rethinking our assumptions and questioning our commit-
ments. In the words of Johansen and Frederiksen (2021, p. 280):

Dilemmas regarding research ethics cannot be contained in a sentence or 
two in the introduction or conclusion of a research paper stating that proper 
research ethics have been observed. Research ethics are not some append-
age that can be identified, prepared and implemented once and for all. On 
the contrary, they are an epistemological condition embedded in the whole 
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research project – from introductory considerations about theme and issue 
to the concluding thoughts about facilitation and dissemination. They must 
be considered and reconsidered, negotiated and re-negotiated, throughout 
the entire research process.

These dilemmas are not always the most obvious. For example, a salient 
dilemma might be whether subjecting research participants to moder-
ate stress is compensated by the usefulness of the knowledge obtained. 
However, sometimes the unproblematized aspects of research might carry 
significant ethical implications. For example, the way a research question 
is set carries specific assumptions, some of which concern research par-
ticipants (e.g., their abilities, knowledge, interest, and level of agency). 
The way participants are approached and incentivized to participate in 
the research project betrays assumptions about what might motivate them 
and how these motivations can be used to persuade them to take part 
in the study. The coding frames employed by researchers capture their 
expectations about the data and about what is important to them, which is 
rarely the same as what is important to their participants. Even the analy-
sis performed involves choices such as emphasizing unity or variability, 
highlighting positive or negative aspects, and displaying trust in the par-
ticipants’ accounts or suspicion. Last but not least, writing up a piece of 
research involves choices, especially about what is to be included and to 
be left out of the account, including which participant perspectives are 
“important” or “valuable” and need to be foregrounded as part of the find-
ings. Writing up the research also brings into focus the potential uses and 
abuses of the research findings and entails choices about how to frame 
these. Other dilemmas, like the use of deception, present researchers with 
both explicit and implicit moral dilemmas and, as such, present an inter-
esting case study to demonstrate the utility of a pragmatist approach. 

8.4  The Case of Deception

Deception has posed a long-standing dilemma for research, especially in 
social psychology. Many of the classic experiments on obedience (Milgram, 
1969), conformity (Asch, 1955), bystander effects (Darley & Latané, 1968), 
and the power of the situation (Haney et al., 1973) used deception, and 
it is difficult to imagine how these studies could have been conducted 
without deception. These studies produced much concern at the time 
(Baumrind, 1964), and subsequently, deception in experiments was cur-
tailed (American Psychological Association, 2010; British Psychological 
Society, 2010).
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The debate about using deception in research continues today 
(Baumrind, 2013; Just, 2019; Weiss, 2001). The core problem with decep-
tion is that it violates the foundational idea of informed consent: How can 
participants consent to be deceived? If they are told about the research, 
then they will not be deceived. But if they are not told about the decep-
tion, then they cannot give consent. Accordingly, one might assume that 
research using deception is at an impasse.

The pragmatist response to this impasse focuses on the participants who 
have gone through the research and thus experienced its consequences. 
Instead of getting consent before the deception, the idea is to obtain con-
sent after the deception. Crucially, this entails giving participants the 
power to halt the research if they believe it to be unethical. In this sense, 
each participant endorses the next participant to go through the research. 
From a pragmatist standpoint, these participants are particularly well 
placed to assess the ethics of the research because they have experienced 
the research. Moreover, giving participants the power to halt the research 
genuinely empowers them, such that they are more likely to be treated 
with respect in the research and fully debriefed.

One example of this pragmatist approach to the ethics of deception is 
research on cyranoids, namely, people who speak words given to them by 
a hidden other in real time (Gillespie & Corti, 2016). In the classic vari-
ant of this research, run by Milgram (1992), participants were asked to 
interview a boy aged eleven. Unbeknownst to the participants, there was 
a university professor (Milgram) who heard their questions and told the 
answers to the boy via a concealed wireless transmission to the boy’s ear. 
The boy was trained to repeat the words heard fluidly, even when he did 
not understand the content of the words. How would the interviewers 
assess the depth and breadth of the boy’s conversational skills? Milgram 
found that the physical appearance of the boy (age eleven) was more pow-
erful in determining attributions than the content of what the boy said 
(the words of a professor).

In replications and extensions of this cyranoid research (Corti, 2015; 
Corti & Gillespie, 2015a, 2015b, 2016), the ethical problem of deception 
was addressed by giving each participant in the research the right to halt 
the research. After participants were debriefed, they were asked if they 
would object to someone else like themselves taking part in the study 
and being deceived, just like they had been deceived. The participants’ 
responses were revealing: They acknowledged that they had sometimes felt 
awkward during the experiment, but they also appreciated the importance 
of understanding how appearance shapes our judgments. In the end, no 
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participant halted the research. Moreover, some participants thanked the 
researchers, saying that they had learned about their own biases (Corti, 
2015).

This approach to ethics is pragmatist because any research, no matter 
how carefully it has been mapped out ethically, can have unintended con-
sequences (Merton, 1936). Just like there can be no guarantee in advance 
that our theories or knowledge will work (see Chapter 3; Peirce, 1955), 
equally, there can be no guarantee in advance of research that the conse-
quences will be ethical for all participants. Accordingly, just like pragma-
tism puts the truth in the future, it equally puts the ethicality of research 
in the future. This, of course, is not to say that there should not be prior 
ethical scrutiny – there should. Ethics committees utilize prior experience 
to make informed expectations about how the research will be received 
and the potential consequences it might have. Rather, it is to say that 
the “final” arbiter of whether the research is ethical is in the actual conse-
quences – not the expected ones.

This pragmatist approach to the ethics of using deception in research 
(which could, of course, be extended to all research) illustrates a key prag-
matist move: to champion the people directly impacted by the research. 
By giving these participants the power to halt the research, one is empow-
ering participants. When participants are thus empowered, the debrief and 
the explanation of the motivation and rationale for the research cease to be 
a formality; they become an earnest, even existential, activity. In line with 
Levinas’ (1991) ethics, this locates ethics in the point of contact between 
the researcher and the participants. It builds on broader ethical and safety 
thinking because it allows each research participant to “stop the line” (Bell 
& Martinez, 2019). Thus, it keeps the research, throughout the data collec-
tion process, on alert for deviations from the expected impact on partici-
pants; it remains open to the possibility of surprise and disruption.

8.5  Ethics in Mixed Methods Research

Mixed methods research entails mixing various ethical commitments. 
Each method, and especially its application, presents the researcher with 
specific opportunities and challenges in the moral domain. Besides gen-
eral guidelines formalized by national and international bodies, different 
methods bring their own ethical requirements. For example, experiments 
are grounded in control and standardization, and as such, they call for 
a deeper reflection on what kind of impact the control exercised by the 
experimenter might have over the participants. Beyond highly visible and 
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ethically questionable studies like Zimbardo’s Stanford Prison Experiment 
(Perlstadt, 2018), we need to acknowledge the power of experimental 
authority in every single study of this kind and how it impacts participants. 
Interviews, in contrast, are more accommodating of participants’ interests 
because they have less standardization and more openness to participants’ 
own views. And yet, even in interviews, there is a power dynamic and a 
struggle for meaning and recognition (Tanggaard, 2007). In observational 
studies, there is much variability in how researcher and participant inter-
act, depending on whether the observation is overt or covert, participatory 
or not. Specific ethical issues in observational methods relate to the trust 
built between the observer and the observed and avoiding the numerous 
ways in which this trust can be broken. Last but not least, doing research 
with online data raises its own series of ethical dilemmas, key among them 
being the difficulty (sometimes impossibility) of gaining informed consent 
(Eynon et al., 2008). Naturally occurring data can be public, but this does 
not automatically mean it is ethical to use these data for research.

Mixed methods research often combines one or more of the afore-
mentioned methods and others (see Chapter 6) and thus brings together 
different ethical concerns. Mixed method studies are acknowledged for 
increasing the complexity of ethical decision-making while, at the same 
time, offering a wider range of flexible tools for tackling ethical dilem-
mas in multifaceted real-world contexts (Preissle et al., 2015). In recent 
years, there has been growing interest in how mixed methods researchers 
discuss their ethical decisions and the distinctive reflexivity that mixed 
methods research might foster. A systematic review of these issues by Cain 
and colleagues (2019) found, disappointingly, that researchers do not tend 
to discuss ethics topics at length within mixed methods research. When 
they do, discussions of ethics fall under four main categories: (1) ethics as 
defined by an Institutional Review Board; (2) data quality as a measure of 
ethics; (3) ethics as defined by theory; and (4) social justice-minded eth-
ics. The first two can be considered surface considerations given that they 
transfer ethical responsibility onto others, in the form of either institutions 
or data themselves. The last two, however, point to the role of theory and 
social impact, the latter resembling pragmatist criteria. The authors called 
for more transparency in reporting on ethics and more reflexivity in moral 
decision-making, linking these with the credibility and legitimation of the 
research itself.

Worryingly, studies have found that many mixed methods investigators 
do not consider their ethics training useful for planning, conducting, and 
reporting their research (Stadnick et al., 2021). These findings raise the 
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important issue of how to prepare mixed methods researchers to recog-
nize, seize, and address ethical dilemmas. In the absence of such training, 
researchers might not notice when such dilemmas present themselves and 
misguidedly see themselves as better at managing them than they are. A 
more substantial ethics education for mixed methods researchers should 
include five issues.

First: one should know one’s epistemological position and the epistemologi-
cal underpinning of using different methods in specific ways. Epistemology is 
deeply intertwined with ethics (see also Chapters 1 and 2), given the fact 
that it organizes our worldview and addresses key questions, such as what 
counts as valid, reliable knowledge. Pragmatism connects its theory of 
truth and its ethics by pointing to the consequences of our actions. In con-
trast, epistemologies like positivism contribute to the perceived separation 
between science and ethics, discussed at the outset of the current chapter.

Second: one should consider the ethical implications of theories and concep-
tual frameworks. Mixing methods often, but not always, leads to mixing 
theories as well. Given that, as we argued in Chapter 3, theories are similar 
to maps or models, this means that researchers either work with a more 
complex and detailed guide or are confused by what different maps are 
telling them about the data and their interpretation. In pragmatism, theo-
ries are not abstract constructions but tools that help researchers discover, 
select, and act in relation to the phenomena they are interested in, and 
therefore, ethical questions follow logically. For instance, theories assist 
researchers in making specific analytical choices: When does the phenom-
enon of interest start or end? What counts as data and what is irrelevant 
information? What records should be kept and transformed for analysis 
and what can be disregarded? Which participants should be included and 
excluded in the research? These questions involve ethical reasoning because 
they relate to participants’ participation, representation, and visibility.

Third: one should reflect on the ethical dimension of research questions, 
especially when these questions are very different from each other within 
the same mixed methods study. In Chapter 4 we proposed a typology of 
questions that differentiated between and within qualitative and quantita-
tive approaches to the data. This typology showed that there is more to 
scientific research than induction and deduction because it emphasized 
the role of abduction and the creativity involved in coming up with new 
questions. These questions need to be considered in terms of soundness, 
feasibility but also impact, and ethics.

Fourth: moving from raw to various forms of transformed data, and back 
again, poses its own ethical dilemma. This is because, as shown in Chapter 4, 
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structuring data involves simplifying, summarizing, or categorizing exist-
ing data. Particularly when working with data that reflect human perspec-
tives or experiences, structuring should be guided by ethical concerns as 
to how these perspectives and experiences are represented and what might 
be lost when focusing on data at only one stage in their transformation 
process. Conducting research with big qualitative data presents us with 
its own challenges, described in more detail toward the end of Chapter 4.

Finally: mixing methods can lead to synergistic effects also in the area of eth-
ics. It does not suffice to avoid complexity by following, separately, the eth-
ical guidelines for each method; the combination might have unexpected 
consequences and help researchers implement traditional ethics advice in 
a new key. For example, experimentalists can gain a new understanding 
of trust by conducting interviews or can appreciate the role of consent 
differently when combining their study with online or internet research. 
Of course, there can be a tension and even conflict between the moral 
demands of different methods. But these are opportunities to become 
reflective and creative in dealing with moral dilemmas. 

8.6  Ethics in Multi-resolution Research

Multiple resolution research presents us with an interesting case for ethics 
because the ethical demands placed on researchers are different in quanti-
tative and qualitative studies. In quantitative research, the need for control 
and even deception comes to the fore (see the earlier discussion of ethics; 
Weiss, 2001), while in qualitative research, ethics often focuses on how 
participants are portrayed and how much room there is for their “voice” 
(Ashby, 2011). Pushed to the limit, some recommend that studies use no 
deception or as little as possible (Just, 2019) and are very critical of find-
ings from prior research that do not meet contemporary ethical standards 
(Baumrind, 2013). For qualitative studies, a radical proposal is to give par-
ticipants the power to veto either part of the data or the interpretation 
derived from the data they provided (see the discussion of participant vali-
dation in Bauer & Gaskell, 2000). At the very least, participants should 
be asked whether the perspectives they offered were understood correctly 
or whether the researcher misunderstood their views. On a practical level, 
this means creating channels of communication between researcher and 
participants that allow participants to be part of the research process after 
data collection has been completed. Such longer-term relations between 
researcher and participants contribute to building trust (Christopher 
et al., 2008) and ensuring that the research and its outcomes do not have 
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a detrimental impact on participants, and maybe even have a positive 
impact.

As shown throughout this book, in multi-resolution research we need 
to balance multiple constraints; in particular, multi-resolution research is 
doubly constrained by the demands placed on it by both quantitative and 
qualitative research. In being so, it needs to find new and innovative ways 
for solving some traditional tensions between these two types of research. 
Take, for instance, the issue of surprise. The quality of qualitative stud-
ies is judged, at least in part, by whether the analysis managed to add to 
or trouble the initial assumptions of the researchers (something Gaskell 
and Bauer, 2000, refer to as “local surprise”). In contrast, quantitative 
research is pushed toward adopting practices like preregistration, that is, 
specifying and submitting one’s research plan and expected findings to a 
registrar (Nosek et al., 2019). This is useful for clearly separating hypothesis-
generating (exploratory) from hypothesis-testing (confirmatory) research 
and reducing uncertainty and surprise in the latter (which is the bulk 
of studies conducted within an experimental paradigm). Pragmatically, 
multi-resolution research requires navigating this tension and being able 
to foresee – and perhaps preregister – certain aspects of the study while 
making sure that the generative dynamics coming out of zooming in and 
out of the same corpus of data, and the “surprises” associated with it, 
are not stifled by open science practices (Kaufman & Gla ̌veanu, 2018). 
Fundamentally, multi-resolution research remains an exploratory type of 
design and any kind of confirmatory or hypotheses-testing practices are 
limited in scope and value.

Doubly constrained ethics refers to balancing different and sometimes 
conflicting ethical demands that arise out of analyzing data both quantita-
tively and qualitatively. These demands include, among others, a concern 
for issues of voice and representation (a marker of quantitative stud-
ies) alongside standardization and making meaningful analytical cuts (a 
marker of quantitative research). Some of these constraints apply at differ-
ent moments of the research cycle; for instance, widening participation is 
important during data collection, while analytical frames are devised before 
or during data analysis. Other times, some of these demands might seem 
incompatible. For example, the requirement of allowing the voice of the 
participants to be heard – the basis of calls for “thick description” (Geertz, 
1973) – could conflict with the need for bold analytical distinctions or 
quantification. We could move even further in this regard and, following 
a pragmatist stance, we could imagine giving participants a veto on how 
they are portrayed in research. Multi-resolution research considers these 
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trade-offs pragmatically and asks for the researcher to constantly engage 
in reflective deliberation as to the costs and benefits of each methodologi-
cal decision taken. Fortunately, because of the recursive and multiscalar 
nature of multi-resolution research, what appear as trade-offs when one 
has to choose between either a qualitative or quantitative approach turn 
into an exercise of establishing priorities for a given segment of the study 
(with the possibility of reversing these priorities in another). Pragmatically, 
we should develop and use theory without foundational assumptions, and 
therefore, we should be able to use different, even incompatible, theo-
retical and ethical frames within the same research project to genuinely 
expand the range of ethical insights we use for one and the same study.

The presence of constant deliberation in multi-resolution research offers 
researchers the opportunity to think about ethical issues in deeper and 
more comprehensive ways. In doing so, they will necessarily have to con-
sider the interests being served by the production of knowledge and raise 
the important questions of “who is the study for” and “what does the study 
do.” Does the study impoverish or enrich our view of people as engaged, 
agentic, and reflective? Thus, the implications of multi-resolution research 
go beyond the validity, reliability, or surprise embedded in one’s find-
ings and address, at a broader level, what kind of image of fellow human 
beings, human interactions, and human society we are advancing through 
our studies, theories, and methodological innovations. One could criticize 
research for oversimplifying humans, for denying the richness of human 
experience and diversity, for “mechanizing” humans, and prioritizing 
control over agency. Such impoverishing models of human beings do not 
do justice to them, suppress all sorts of diversity, and feed forward into 
building impoverishing and even oppressive institutions, which, in turn, 
shape the kind of people we become. In contrast, research that empowers 
both researcher and participants is based on a commitment to difference, 
agency, and fairness. Pragmatism fosters research that does not merely 
describe social life but is reflective about being an intervention in social 
life. Such research begins by recognizing that all social research implies 
both power and responsibility.

8.7  Conclusion

Pragmatist approaches to research ethics aim to transcend unhelp-
ful dichotomies by focusing on the development of research that serves 
human purposes (Wicks & Freeman, 1998). By considering the interests 
at stake and the action-based nature of scientific inquiry, pragmatists 
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envision research as an inherently ethical activity (Simpson & den Hond, 
2022). At the same time, the emphasis is placed on moral deliberation and 
decision-making rather than an appeal to fixed and absolute moral laws 
that should govern human behavior, including in research. Pragmatism 
focuses on who is impacted by the research, the stakeholders, and it gives 
them an important role in assessing the ethicality of research.

Currently, the ethicality of research tends to be assessed by researchers 
and ethics committees (which may have lay membership but rarely any 
actual research participants). By involving research participants and other 
stakeholders in deliberating the ethical dilemmas posed by research, we can 
distribute agency within the entire research system. Social research entails 
both power and responsibility, but these should not be concentrated at one 
point in the system. By giving voice to participants, we would be empow-
ering not only them but also researchers themselves. What might seem like 
a reduction of researcher agency is actually an opportunity for authentic 
forms of dialogue and moral deliberation. Researchers would be the first 
to benefit from such engagement, given the fact that ethical dilemmas 
are, as discussed earlier, both social and contextual. They would develop 
a deeper and richer understanding of the research situation and, with it, 
a more diverse set of perspectives from which to conduct research that is 
ethically anchored in substantial issues. In this way, research, including its 
ethical dimensions, is not conducted by the researcher on but with human 
participants. Bringing research participants into the decision-making will 
help researchers create knowledge that is useful beyond academia.

The metaphor of building knowledge without foundations (introduced 
in Chapter 2) is applicable to research ethics. Like a ship that is patched at 
sea, our ethical guidelines are keeping us afloat, and should not be aban-
doned, but they also need patching as we encounter new contexts and 
challenges. As Serra (2010, p. 11) writes: “[T]he task of a pragmatist ethics 
… is not to provide final solutions, but rather to indicate that it is only 
via the testing and communication of experiences that the superiority of 
one moral idea over another can be demonstrated.” This is not a rela-
tivistic stance; it is a progressivist stance. Although our ethical consider-
ations will never be perfect, they can always be better. Research ethics is 
always uncertain – until after the research is completed. The final arbiter, 
or truth, of ethicality lies with the participants (who are heterogeneous, 
culturally embedded, and changing). A pragmatist approach to ethics 
brings together researchers, participants, and all people impacted by the 
knowledge, by focusing on the consequences of the research (for partici-
pants, stakeholders, the researchers, and society). This approach fosters 
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hope, “an optimism about the possibilities for the future and a disposition 
to experimenting with alternative ways of living that hold some promise to 
better realize human aspirations” (Wicks & Freeman, 1998, p. 130). Thus, 
for pragmatism there is no opposition between truth and ethics: Both are 
evaluated by the same criteria, namely, whether they create a better world, 
enrich humanity, and expand possibility.
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c h a p t e r  9

Expanding Human Possibilities

Knowledge falters when imagination clips its wings or fears to use 
them. Every great advance in science has issued from a new audacity 
of imagination. What are now working conceptions, employed as a 
matter of course because they have withstood the tests of experiment 
and have emerged triumphant, were once speculative hypotheses.

Dewey (1929, p. 294)

In this last chapter, we raise what typically is an opening question: What 
is the purpose of research? Of course, what is meant by purpose here goes 
well beyond the aims, objectives, research questions, and hypotheses in 
any given study (Doody & Bailey, 2016). These are all generally made 
explicit (see Chapter 4). What is less explicit is the reason we engage in 
research; what is research for? For some, this interrogation could sound 
trivial: Through research, we gain knowledge about ourselves and the 
world (discovering Truth). If this knowledge is valid, then research is 
a worthy achievement in and of itself. But what exactly counts as valid 
knowledge, and how do we judge it so? The positivist view, dominant 
in many areas of the human and social sciences (even if not always con-
vergent with the thinking of early positivists; Bailey & Eastman, 1994), 
is that research’s true purpose is to reveal what is the case and do so by 
organizing the messiness of life-as-we-find-it and abstracting, from it, a 
transcendental and universal Truth. To this end, positivist research tries 
to rise above the changing realm of human needs, values, and biases. In 
contrast, constructionist research prefers to dwell within the messiness of 
human life and anchors all knowledge to human contingencies (Holstein 
& Gubrium, 2013). This implies a plurality of truths, potentially as many 
as there are perspectives in and on the world.

Pragmatism avoids the pitfalls of considering research either as the dis-
covery of objective Truth or the multiplicity of subjectivities. Research 
is not merely an exercise of knowing the world (or one’s version of it) 
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but one of world-making and future-building (Gergen, 2015; Power et al., 
2023). This does not mean that every piece of research gets to change the 
world, yet doing research means engaging in human, most often collabora-
tive, activity that transforms the present given an anticipated future. This 
future not only includes the acquisition of new knowledge, it considers its 
impact, use, and renewal. When we understand research as an activity, we 
acknowledge its material, social, cultural, and political embeddedness. The 
perspectives enacted and coconstructed during the research process are not 
the God’s eye view of positivism nor the relativism of constructionists. For 
pragmatism, perspectives are bound to positions in the world and actively 
construct the world (i.e., change it) through dialogue, interaction, and 
position exchange, all of which are possibility-expanding processes. In this 
chapter, we develop the implications of our final pragmatist proposition 
that social research should aim to expand human possibility.

We will argue, with Dewey (1929), that research depends on and should 
foster human imagination, agency, and possibility. These creative elements 
permeate the research cycle, from epistemology to data analysis. In this 
chapter, we will trace the role of possibility in human research, from human 
interests through methodology and into the overall aims of social research.

9.1  Human Interests

A pragmatist discussion of research purposes starts from human interests. 
Human interests refer to people’s needs and wants. People’s actions in 
the world are initiated by their interests and aim to satisfy their interests. 
Social research, as an activity, is motivated by the interests of researchers, 
funders, and governments. From a positivist standpoint, the connection 
between human interests and research is problematic because it under-
mines assumptions about impartiality, objectivity, and absolute certainty. 
From a constructionist standpoint, this is further evidence of research serv-
ing vested or idiosyncratic interests. Between the Scylla of naïve realism 
and the Charybdis of extreme relativism, pragmatists turn the problem of 
human interests into a guiding light for social research.

From a pragmatist standpoint, truth that is independent of human 
interests (if it could exist) would be meaningless and uninteresting. Any 
truth that is not “for us,” that serves no human purpose and contributes 
nothing to our future, is simply inconceivable. In James’s words:

The trail of the human serpent is thus over everything. Truth independent; 
truth that we ‘find’ merely; truth no longer malleable to human need; truth 
incorrigible, in a word; such truth exists indeed superabundantly, but then 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


	 9.1  Human Interests	 185

it means only the dead heart of a living tree … grown stiff with years of 
veteran service and petrified in men’s regard by sheer antiquity. (James, 
1907, pp. 64–65)

The beating heart of knowledge is at the intersection with human interests. 
It is these interests that make knowledge important, interesting, and use-
ful. There is no “useful” without a guiding interest. Instead of suppress-
ing human interests, pragmatism builds them into knowledge production 
to such an extent that they become the criteria for evaluating knowl-
edge. Does the knowledge work? Does it fulfil the goal? Does it satisfy 
the interest that fueled the research project? In this way, the problem of 
human interests is transformed into the solution to both naïve realism and 
extreme relativism. The question is not “is this true” but, instead, whether 
this enables us to act more effectively (Rorty, 1999). The knowledge that 
enables us to land on the moon, run the Internet, and handle a pandemic 
is true in so far as it works. Equally, anti-vaccine beliefs are false in so far 
as they will not serve the human interest of avoiding infection – although 
it might serve other interests (de Saint Laurent et al., 2021b).

Habermas (1968) analyzed the human interests underlying the produc-
tion of knowledge. In a radical move, criticizing the focus on creating reli-
able knowledge (as knowledge independent of human activity), Habermas 
proceeded to classify knowledge in terms of the interests that it addresses. 
Thus, he marks an important shift in focus from “how do we know this 
knowledge is accurate?” to “what interests are being served by this knowl-
edge?” His theory identifies three basic human interests.

Technocratic interests are served by knowledge that predicts, guides 
interventions, and, in general, acts upon the world, including other peo-
ple. For example, big data can be aggregated to create predictive models, 
based on vast numbers of correlations, without any clear theory (Coveney 
et al., 2016), and these models can serve technocratic interests (includ-
ing surveillance; Andrejevic, 2014). Technocratic interests do not require 
understanding, merely prediction and control. In the social sciences, tech-
nocratic interests often entail one group (e.g., companies, governments, 
health services) creating knowledge to predict the behavior of another 
group (e.g., consumers, citizens, patients) and sometimes to change it for 
personal advantage (increasingly with advanced computational techniques; 
Hunter, 2018). Many popular theories in social science serve technocratic 
interests (e.g., nudge theory; Thaler & Sunstein, 2009), even when the 
outcomes are intended to benefit society. 

Hermeneutic interests are served by knowledge that provides under-
standing, makes phenomena explicable, and, in short, tells a good story. 
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This interest seeks insight into the world, history, and the human condi-
tion (Brockmeier & Meretoja, 2014; Martin & Sugarman, 2001). From 
a hermeneutic standpoint, purely predictive models (e.g., based on big 
data) will be unsatisfying and uninsightful because they cannot explain 
the “why” of human activity (Coveney et al., 2016; Wise & Shaffer, 2015) 
or help us to make sense of the future (Jäger, 2016). Pure prediction fails 
because it bypasses interpretation – data are considered to contain, within 
themselves, the “finding” or “result” the researcher is looking for when, 
in reality, any act of research should be an act of making new meaning. 
Knowledge answering to hermeneutic interests does not need to predict or 
control anything; it only aims to explain in human terms, such as through 
narrative and metaphor (see Chapter 3; Bruner, 1990).

Emancipatory interests are served by knowledge that enables people to 
act, especially upon themselves (rather than other people). Emancipatory 
research leads to personal transformation and/or the transformation of 
one’s world. Habermas (1968) argued that emancipatory knowledge entails 
reflective reason grasping itself as interested and attempting to transcend 
its own limitations. He gave the example of psychoanalysis, which pro-
vided people with concepts that could be used to liberate themselves from 
their unconscious tendencies (Madison, 2005). Another example is what 
Paolo Freire (1970) referred to as conscientization, namely, the liberating 
act of coming to terms with one’s (sometimes oppressed) position in the 
world and striving toward a better, more equal, and just future. From an 
emancipatory standpoint, a big data predictive model could be emancipa-
tory if it was put in the hands of people who used it to better predict and 
thus master their own behavior. Any knowledge can be emancipatory if it 
liberates people from their biases, habits, or societal condition (Mantelero, 
2018; Montiel & Uyheng, 2022).

Habermas emphasized the emancipatory interest, which he saw as arising 
in the reflective act of reason grasping itself and thus transcending the very 
interests it started from. He believed that the emancipatory interest, driven 
by critical reflection, can produce nonideological knowledge (Habermas, 
1989). This might sound like an overly optimistic aim for research, given the 
cultural, historical, and political dimensions of scientific knowledge. The 
emancipatory interest should not be considered an end state but a means 
for developing studies that consider the hopes, needs, and life contexts of 
those involved in the research. It is research that foregrounds awareness, 
critical thought, and ethical concerns. Last but not least, it is research that 
produces knowledge for the sake of people rather than for the sake of 
knowledge itself. This does not mean that technocratic or hermeneutical 
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interests are not valuable. Indeed, in trying to build something efficiently, 
we might need to increase control or be ready to predict the outcomes of 
our actions. At the same time, emancipatory interests should allow for a 
hermeneutic analysis of the situation before trying to implement change. 
The overarching point is that researchers should be aware of, and critically 
reflect on, the main interests that guide their research.

From a methodological standpoint, there is no one-to-one correspon-
dence between the human interests being pursued and the methods used 
(Bauer & Gaskell, 2000). Although technocratic interests gravitate toward 
quantitative methods, so that the insights scale to larger groups, qualitative 
methods can also be employed for this purpose. For example, during the 
colonial era, qualitative anthropological studies were used for intelligence 
gathering on subjugated populations (Gosden, 2004). Today, qualitative 
studies could be employed to understand what people like or do not like 
about e-cigarettes (Pokhrel et al., 2015) and thus better target advertis-
ing. Equally, although hermeneutic and emancipatory interests gravitate 
toward qualitative methods, quantitative methods can be used (e.g., quan-
titative changes in how people use language; Moretti, 2013) and provide 
emancipatory insights (e.g., documenting inequality and social immobil-
ity; Breen & Jonsson, 2005).

To some extent, the human interest underpinning a particular research 
project is revealed by the topic and declared aim of the study. For instance, 
research questions (see Chapter 4) that aim to measure, examine associa-
tions, or establish cause and effect typically follow a control and prediction 
logic specific to technocratic interests. But these might be secondary out-
comes of the study itself, with the researcher primarily motivated to under-
stand a set of events (hermeneutical) or give voice to participants rarely 
represented in research (empowering). Conversely, questions oriented 
toward uncovering human experience, a key aim in qualitative studies, 
may be only superficially hermeneutical if they are motivated by a desire 
to better predict how people will behave in a given context (technocratic).

The picture becomes even more complex when we consider mixing 
methods because different human interests can be served by various sub-
components or substages of the research, regardless of whether there is 
an overall interest that guides the entire investigation. This reflects the 
synergistic quality of mixing methods (see Chapter 6) and can lead, for 
example, to technocratic and hermeneutic concerns being subordinated to 
emancipatory aims or the other way around (for a discussion of paradig-
matic perspectives in this type of research, see Shannon-Baker, 2016). Such 
potentially entangled interests should prompt mixed methods researchers 
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to be extra reflective about their topic and methodological choices (Cain 
et al., 2019; Feilzer, 2010). Using mixed methods, especially in a recur-
sive manner (i.e., quantifying and qualitizing the same raw data; Chapter 
7), can stimulate this reflection because the raw data usually reflect the 
interest of the people being studied (e.g., their words verbatim) while the 
highly transformed data increasingly reflect the interests of the researchers 
(e.g., codified or quantified using the researchers’ chosen constructs). Thus 
moving between these data transformations ensures that these interests are 
forced into contact. Moreover, such recursive transformations mean that 
the interests embedded in the raw data cannot be completely forgotten, 
but they remain salient and evident throughout the analysis process. A 
pragmatist standpoint does not prescribe which interest to pursue but it 
does demand reflexivity about the interests at stake.

9.2  Hierarchies of Knowledge and Interests

A question that students of research methodology sometimes ask is: 
Which is the best method to use? Teachers are quick to point out, in line 
with pragmatist views, that this question is incomplete without specifying 
“best for what.” And yet the positivist tradition does imply a hierarchy of 
methods, knowledge, and human interests. While the social sciences use 
a wide array of methods (e.g., randomized control trials, narrative analy-
sis, experiments, experience sampling, and computational text analysis), 
they are not all considered equal. Some methods are viewed as intrinsically 
“better” than others. This approach proposes “hierarchies of evidence” 
that rank methods in terms of their rigor, reliability, and validity (Elamin 
& Montori, 2012; Evans, 2003). Usually, meta-analyses and systematic 
reviews are at the top of the hierarchy, closely followed by randomized 
control trials. Further down are descriptive studies with decreasing sample 
sizes and case studies at the bottom. While these hierarchies have been 
criticized for devaluing qualitative research and overvaluing quantitative 
methods (e.g., Creswell et al., 2007), a pragmatist lens provides additional 
insight into why these hierarchies are problematic.

From a pragmatist standpoint, different research methods are suited not 
only for different problems but also for different interests. For example, 
randomized control trials often serve a technocratic interest in determin-
ing precisely which specified intervention (e.g., a medicine, vaccine, or 
nudge) is effective in producing a predetermined outcome for a specific 
population (Birnie et al., 2015; Wilson et al., 2017). This method effectively 
answers questions such as: Should medicine X be approved by regulators? 

https://doi.org/10.1017/9781009031066 Published online by Cambridge University Press

https://doi.org/10.1017/9781009031066


	 9.2  Hierarchies of Knowledge and Interests	 189

Is medicine X more effective than medicine Y for condition Z? Does hav-
ing chocolate near the checkout counter increase chocolate purchases? Are 
people more likely to agree to organ donation if they have to opt out 
compared to opting in? Randomized control trials are particularly effec-
tive in the social context of “evidence-based policy” because they adju-
dicate between interventions. They aid policymakers in deciding which 
medicine, intervention, or policy is likely to have the desired outcome 
(Sanderson, 2002). But there is more to human life than evidence-based 
policy (for a critique, see Greenhalgh & Russell, 2009).

Many valuable bodies of knowledge have developed without ran-
domized control trials (Cornish & Gillespie, 2009). Theories of self-
presentation (Goffman, 1959) and language use (Schegloff, 2007) are 
insightful, revealing the incredible subtlety of human interaction. Their 
validity hinges upon good description and astute interpretation. A ran-
domized trial in these domains would add little because the aim is herme-
neutic understanding. Feminism does not rely upon experimental trials, 
yet it contributes to society by answering to an emancipatory interest 
(Fahy, 1997). Heuristics for living with mental illness (e.g., using head-
phones to block out hearing voices, reminder technologies for dementia; 
Gillespie et al., 2012; Shergill et al., 1998) are also emancipatory. They 
are documented and circulated as potential resources, and it makes little 
sense to experiment to determine which is “best” because some work fully 
for some people but not for others. Similarly, we do not use experiments 
to determine which carpentry tool or mnemonic heuristic is “best” and 
remove the rest. The diversity of tools and heuristics is valuable; it is the 
fertile soil for future developments and a resource we can use for adapting 
to unforeseen contexts.

A pragmatist approach recognizes the diversity of human interests and 
values the diversity of methodological tools. However, it is critical of uni-
versal hierarchies (of evidence, knowledge, or interests). It asks the ques-
tions: Why have randomized control trials been conceptualized as superior 
to research focusing on the tactics of daily living and cultural critique? 
What purposes does this hierarchy serve? What do these hierarchies imply 
about the relation between research, methods, and human existence?

The hierarchy of evidence idea reveals that there is a hierarchy of human 
interests; it suggests that contemporary science is in the service of tech-
nocratic interests, not hermeneutic, and much less emancipatory inter-
ests. Positivism, grounded in the technocratic interests of prediction and 
control (Merchant, 2015), is widespread and assumes that predictive tools 
like experiments define what science is (Hendrick, 1977). Hermeneutic 
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traditions, often associated with qualitative and constructionist approaches, 
had a resurgence during the heyday of postmodernism, in the late 1980s 
and 1990s (with earlier roots in the more materialist approach of Berger 
& Luckmann, 1966), but have come under considerable criticism recently 
in the wake of post-truth scholarship (D’Ancona, 2017; McIntyre, 2018). 
Emancipatory research, while far from dominant, has been growing, fueled 
by Marxist, feminist, and postcolonial, and decolonial critiques (Sandoval, 
2013). Nevertheless, these emancipatory approaches struggle against the 
hierarchies of knowledge that enshrine the positivist interests of prediction 
and control.

Health psychologists have filled many library shelves with technocratic 
research, for example, on whether attitudes predict smoking, exercise, tak-
ing medication, ethical consumption, and so on. This research shows that 
despite well-intentioned attitudes, behavioral follow-through is more chal-
lenging (e.g., De Leeuw et al., 2008). The neglected emancipatory ques-
tions that need to be asked are: What heuristics do people use to change 
their behavior? How can health psychologists create empowering heuris-
tics to enable people to follow through on their attitudes? How can people 
be supported to design their lives so that their behavior can be consistent 
with their attitudes? And, more structurally, how can we collectively design 
societies to support human health and wellbeing? For example, might the 
societal structures of consumerism be fueling the growing epidemic of per-
fectionism (with the associated tendencies toward anxiety, self-harm, and 
suicide) among young people (Curran, 2023)? These health-related ques-
tions do not depend on control and prediction or on understanding lived 
experience. What motivates (or demotivates) actions in this area reflects 
people’s networks of participation and the agency they derive from them 
(see Campbell & Jovchelovitch, 2000).

Similarly, social psychologists have spent much effort examining the 
technocratic conditions for creating persuasive messages (e.g., Bergkvist 
& Zhou, 2019; Chaiken, 1979). Obviously, this research is beneficial to 
commercial and political interests. The neglected emancipatory questions 
include: What discursive tactics do people use to resist peer pressure and 
speak up? What heuristics and tactics could be created that might sup-
port people in critically evaluating and resisting persuasive advertisements? 
What knowledge might enable employees, politicians, and even regulators 
to speak up about problems? And, more structurally, what are the social 
and societal conditions that empower people to speak up about problems 
and voice concerns? What are the societal and organizational supports that 
enable people to listen to and act upon concerns raised? Again, these are 
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uncommon research questions because they address a nonprioritized set of 
emancipatory human interests. They also challenge a long-standing nega-
tive bias when it comes to social psychological research that is extensively 
invested in the study of the loss of agency (e.g., conformity and obedience, 
the bystander effect, crowds and deindividuation, the automatic nature 
of stereotypes) rather than how individuals, groups, and societies gain 
agency, including as part of the research process (e.g., Christens, 2019; 
Trott, 2019).

In summary, the research questions we ask reveal the interests we serve. 
There is an infinity of research questions – no question is self-evident. All 
research questions entail a choice. We can choose to ask different questions. 
Instead of asking primarily “does X predict Y?” and “how can we make 
people do Z?” emancipatory questions ask “what do people want to do?” 
“what are their problems of living?” “what would enrich their lives?” and 
“how can we enable people to do what they want to do?” The point is not 
to replace technocratic questions and interests altogether but to realize that 
many other valid research questions and interests exist.

A pragmatist approach does not advocate for hermeneutic or emancipa-
tory interests over technocratic interests; this would uphold an inverted 
hierarchy but a hierarchy nonetheless. Pragmatism only insists that diverse 
human interests are at the heart of knowledge production. And, with this 
realization, we are forced to address the challenge at the center of all sci-
ence: Choosing one question out of an infinity of possible questions entails 
prioritizing one interest over others. This challenge cannot be addressed 
within science (i.e., science cannot tell us which questions to ask; see 
Chapter 4). There is no “True” interest or research question we should 
pursue. The choice of a research question is an ethical choice. Our choice 
reveals what we want to do, whom we want to empower, and what type of 
society we want to create.

9.3  Empowering Human Activity

Pragmatism accepts the contingency and uncertainty of knowledge 
(Dewey, 1929; Rorty, 1989). The only facts we have belong to the past; 
the future is an expectation that will become a fact, whether surprising or 
expected (Miller, 2010). Knowledge is our attempt to generalize past expe-
rience into useful expectations (Peirce, 1955). Knowledge is our attempt to 
guide human action into a fundamentally uncertain future. However, this 
fundamental uncertainty does not mean that we should give up on know-
ing or become skeptical of it. Useful knowledge can reduce future surprises 
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and make the future more, rather than less, expected, even if never entirely 
predictable. In this sense, there is a close affinity between pragmatism and 
recent propositions that all life (from cells to humans to societies) aims at 
surprise reduction and, thus, at maximizing expectation (Friston, 2010; 
Friston et al., 2012). From a pragmatist standpoint, studying human action 
means engaging with the future-making and world-building potentialities 
of individuals and societies. It implies research that is sensitive to uncer-
tainty, contingency, and surprise. We live in irreversible time (Valsiner, 
2014), in a world made and remade through differences (Glăveanu & 
Gillespie, 2014), material engagement (Malafouris, 2019), and dialogues 
with alterity (Marková, 2016).

Human beings are actively constructing the future, both for themselves 
and others. Reducing surprise is not merely a cognitive act. We build shel-
ters, check the weather forecast, and put on sun cream to avoid the surprise 
of sunburn (see also the role of anticipation; Poli, 2017). That is to say, the 
future we encounter does not merely happen, it is also something that we 
contribute to making (Thompson & Byrne, 2022; Wenzel, 2022). We are 
not passive in the face of the future – we use knowledge to prepare our-
selves for various eventualities. This is not to say that we are always in con-
trol of the future we create; even our unintended actions contribute to the 
future we encounter (Gillon, 2001; Merton, 1936; Tenner, 1996). We are 
often in the predicament of being responsible for a future that we did not 
intend to make. But, again, the lack of certainty, the disjunction between 
expectation and the reality of our future situation, should not lead us to 
abdicate responsibility. We can create knowledge that enables us to under-
stand the consequences of our actions better and thus be more respon-
sible (Baldwin, 1979; van der Duin, 2019). Our knowledge is necessarily 
imperfect, but it is better than nothing, and it is incrementally improv-
ing (including through scientific research and the Popperian principle of 
falsification; Popper, 1969). Creating useful knowledge – the pragmatist 
marker for truth – entails not only making the future less surprising but 
also enhancing human coordination, empowering human action, and cre-
ating ideas, situations, and resources that bring out the best in humanity.

The pragmatist emphasis on the relation between action, knowledge, 
and responsibility invites a reflection on morality. From a pragmatist 
standpoint, to the extent that knowledge is consequential it is also moral 
(Brinkmann, 2010). Knowledge is necessarily moral because changing 
the possibilities for action changes the status quo (Mach et al., 2020). If 
knowledge makes a difference for human life, then it is not merely a mat-
ter of Truth, it is also a matter of what future we want to create (i.e., the 
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“Truth” of climate change, medical error, and famine are determined by 
human choices). This leads to the idea that we can evaluate knowledge not 
in terms of whether it is True but in terms of whether it enriches our col-
lective future (de Saint Laurent et al., 2018). Thus, the discussion of human 
interests in this chapter goes beyond choosing between questions or meth-
ods; it fundamentally concerns the kinds of futures we envision, cultivate, 
and enact through doing social research. Is it the causal and orderly world 
of technocratic interests, focused on control and efficiency? Or are we cul-
tivating intersubjectivity and lived experience, such that the future is built 
on understanding oneself and others? Or, yet, are we supporting agentic 
action in which participation is empowered for the construction of inclu-
sive, just, and equitable futures?

As researchers, we hold additional responsibility for the world we live 
in and the world we bring into being through knowledge production 
(Glerup et al., 2017; Leonelli, 2016). Even the smallest decisions we take 
in a research process contribute to this future in the making, whether we 
are aware of it or not, whether this is the future we intend or not. Gergen 
(2015) argued against a mirroring view of knowledge and for a more active 
future-making paradigm. Instead of observing reality to report on it “as 
is,” he proposed we see research as a value-based exploration of what could 
be. The question is, then, what exactly do we want this world to be like? 
Science is a methodology that can make the world more predictable (tech-
nocratic interests), understandable (hermeneutic interests), and actionable 
(empowerment interests). But science cannot tell us what we should try to 
predict, understand, or act upon. Science is a method that cannot be used 
to determine the goals it should be directed toward. Deciding what to do 
with science is a decision that lies outside of science, in ethics, common 
sense (Marková, 2016), or public deliberation (Christiano, 1997). Science 
can help us achieve goals, but there is no scientific determination of which 
goals we should pursue; that is a choice and, thus, a moral decision.

9.4  Methodologies of the Possible

We have argued for a pragmatist approach to key methodological issues 
such as epistemology, theory, questions, data, analysis, and ethics. It is 
important to emphasize that pragmatism, at heart, entertains any approach 
to these issues that makes a contribution. Pragmatism is inherently plural-
istic (deVries et al., 2017; Melles, 2008). It does not take a fundamentalist 
stance on any of these issues; the only thing it will not relinquish is the 
focus on the consequences. Pragmatism not only evaluates knowledge in 
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terms of its consequences but it also conceptualizes methodology as a way 
to make new knowledge that opens up new (and hopefully desirable) con-
sequences. This pluralistic approach to methodology opens new possibili-
ties for research.

Possibilities come out of differences and dialogues of perspective 
(Glăveanu, 2020a; Glăveanu & Gillespie, 2014). We are all positioned 
in the world in material, social, cultural, and historical ways, and we 
develop perspectives on self, others, and society from the different posi-
tions we occupy (Gillespie, 2012; Martin & Gillespie, 2013, 2020). Equally, 
researchers are positioned in a material sense when conducting a study – 
from the tools used to the way in which bodies, roles, and places are 
engaged during an investigation – where they acquire different knowledge 
and identities based on the projects they work on and the institutions they 
belong to, each one with its own rights, responsibilities, and power rela-
tions. Importantly, researchers also occupy symbolic positions from which 
they enact symbolic perspectives on the problem at hand. These perspec-
tives can be understood in general terms (e.g., theory, epistemology, and 
human interests) or specific ones (e.g., the way key constructs are defined, 
variables measured, and conclusions drawn). This is where methods 
emerge as both enablers and constrainers of possibility. When adopting 
a specific method, the researcher commits, at least to some extent, to its 
premises, approach, and worldview (Christ, 2013; Kuhn, 1962; Marková, 
1982; Mulej, 2007). Each method is a perspective that highlights specific 
qualities of the data, context, or findings and brings them to the fore. At 
the same time, it works to obscure other qualities and insights that would 
have become apparent to a researcher using a different method. Some pos-
sibilities are gained, some are lost (see Chapter 7 for the gains and losses 
of transforming data into excerpts, categories, and numbers). No method 
encapsulates the Truth; each method is incomplete but each can also be 
useful.

Possibility expands when a person, or a researcher, takes distance from 
and steps outside a singular perspective (Gillespie, 2007b, 2018). New 
possibilities arise in the space between perspectives or methodological 
approaches. This does not mean abandoning any particular perspective 
or method altogether. It is the capacity to relate the space of possibili-
ties (and constraints) specific to one data type, method, or approach with 
alternatives that is crucial. Going back to pragmatist theory, it is an act of 
repositioning and, more specifically, exchanging positions (Gillespie, 2012; 
Gillespie & Martin, 2014) that holds the key to understanding the dynam-
ics of the possible. In practical terms, this means moving between physical, 
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social, and symbolic positions in ways that enrich one’s perspective and 
understanding of the situation. Each movement can potentially leverage 
new insight into the problem at hand. For example, in the game of hide 
and seek, mastering the two positions (hiding, seeking) and their associ-
ated perspectives and being able to even hold them simultaneously (i.e., 
hiding with the view of the seeker in mind, and the other way around) is 
crucial for a player’s success. And children learn to play hide and seek by 
alternating between doing hiding and doing seeking (Gillespie, 2006b). 
Agency and creativity within the game come not from taking the role and 
the associated perspective of either the hider or the seeker but from inte-
grating both.

In methodological terms, this means that new spaces of possibilities 
open not only when we use multiple methods in the same research proj-
ect – the metaphorical equivalent of occupying multiple positions – but 
especially when we can seamlessly move between these methods and the 
perspectives they offer. Multi-resolution research (Chapter 7) is meant to 
achieve precisely this aim. Within it, while distinct analytical steps can still 
be differentiated, what matters more is the repositioning offered by zoom-
ing in and out of the same dataset, the simultaneity of grasping overall 
patterns (zooming out) and individual detail (zooming in). The recursive-
ness vis-à-vis the data, reminding of position exchange, is a feature embed-
ded in multi-resolution research. It scaffolds possibility-enabling processes 
within research by fostering repositioning via position exchange (e.g., mov-
ing between qualitative and quantitative positions in relation to the same 
raw data) and dialogues of perspective (e.g., showcasing potential tensions 
between raw and transformed data). At the same time, multi-resolution 
research is not a specific form of analysis. Thus, it is less prescriptive than 
most other methods, and in the spirit of pragmatism, it allows research-
ers the freedom to choose between specific analytical tools regarding their 
data, problem, and question. This increased agency evokes empowerment 
as a human interest when applied to the choice of methodology. Whether 
the exact topics under investigation help or empower people depends, of 
course, on each project. However, by offering the opportunity to retrieve 
the particular within the general (and the general in the particular), multi-
resolution research makes it easier to recover participant voices, stories, 
and experiences and let them support, nuance, and often contradict the 
overall pattern, thus increasing the chances of discovering surprise and 
having our expectations disrupted.

An overarching theme running through each chapter of this book is the 
idea that differences (between theories, questions, methods, and research 
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traditions) can expand the possibilities for research. Whether discussing 
epistemology, theory, data, or analysis, the emphasis falls on how diverse 
perspectives can be brought together and how this dialogue of difference 
can enable creative synergies. Pragmatism is inherently pluralistic, and 
while such pluralism can make some researchers recoil with the fear that 
“anything goes,” pragmatism cuts through with a clear-headed focus on 
consequences.

Chapter 1 outlined seven propositions for a pragmatist approach to 
methodology in social research – each developed further in the subse-
quent chapters. This pragmatist approach starts with action and its con-
sequences. From the start, what is specific for human action is that it can 
have multiple motivations and be guided by various interests and con-
cerns (see also Boesch, 1991). Research is no exception, and any viewpoint, 
datum, or analysis is welcomed if it can contribute to the problem at hand; 
there is no fundamentalism beyond the commitment to being useful and 
making a contribution. However, to fully appreciate the consequences of 
knowledge necessarily requires engaging with the perspectives of multiple 
stakeholders (e.g., research colleagues, participants, ethics committees, and 
institutions). Human possibility is expanded not by being trapped in one 
perspective but by evaluating the consequences of knowledge from a diver-
sity of standpoints.

Chapter 2 developed the epistemological proposition that truth is in 
its consequences. Historically, the debate has been between, on the one 
hand, realist and positivist views and, on the other hand, construction-
ist, relativist, and postmodern views (Jovchelovitch, 2019). Pragmatism 
emerges, historically and methodologically, as a third epistemology that 
avoids the pitfalls of a transcendental Truth and hopelessly subjective and 
fragmented truths. Pragmatism focuses on the future rather than only the 
present or past; it focuses on the world as it becomes, and not only the 
world as it is or was. Simplistically, positivism is an epistemology anchored 
in the past; it emphasizes underlying causes as the push from the past. It 
uses the metaphor of the universe as a mechanical clock set in motion by 
initial conditions. Constructionism is an epistemology anchored in the 
present. It risks trapping researchers in an eternal present of subjective 
experience without being able to say anything confidently about the past 
or the future. Pragmatism is an epistemology anchored in the future; it 
takes ideas and expectations from the past, acts in the present, and evalu-
ates everything by the consequences in the future.

Chapter 3 developed the proposition that theories are tools for action. The 
idea is that theories crystallize past experiences into guides or maps to the 
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future, which can be more or less useful. From a pragmatist standpoint, we 
use theories to make the world more predictable, hospitable, and action-
able. Theories are lenses through which we make sense of ongoing events 
and the data derived from them; theories lean into the future (Davis, 2021). 
This pragmatist realization is empowering because it enables researchers to 
take advantage of moving between the bricolage of theoretical positions 
to acquire more tools to act on their data. From a pragmatist standpoint, 
theories are rarely competing alternatives (e.g., to be tested between) and 
are more often akin to a collection of tools, with each tool being use-
ful in certain cases. Instead of separating theory from data collection and 
analysis, as is common, pragmatism sees the value of theory throughout 
the research process. Placing the researcher at a meta-level and, as such, 
developing theories about one’s own theoretical tools and constructs can 
be empowering by creating a much-needed space for choice and delibera-
tion about theories and methods.

Chapter 4 developed the proposition that research is as much about creat-
ing questions as answering questions. To this end, we outlined a typology of 
research questions and conceptualized these questions as bridges between 
theories and research practice. If theories are tools, then research ques-
tions connect these tools to the particularities of the problem at hand. 
Following the pragmatist principle of plurality, in this typology, quantita-
tive and qualitative lines of questioning are not only intrinsically diverse 
but they can and do often complement each other, supporting theoretical 
development and empowering researchers to create new questions (Fetters 
& Molina-Azorin, 2017b). What is possibility-enabling at this level is the 
capacity to mix and match research questions, aware of the different human 
interests and theoretical commitments they embody. This is empowering 
for researchers to the extent to which they can then innovate at the level 
of method and pragmatically adapt their analytical procedures to the new 
questions being created. Creating new questions entails being open to sur-
prise and being sensitive to disruptive data. We argued that one way to 
search for such disruptions is to move back and forth between theories, 
methods, and modes of analysis. Tensions revealed by such movement 
are the seeds of possibility – new theories, questions, and paths of action.

Chapter 5 developed the idea of data as a process. In contrast to static 
classifications of “types” of data, we examined different “states” of data. 
The idea is that raw data can be transformed into different types of data, 
and thus they can be continuously restructured into multiple types. 
Data emerged, thus, as a process rather than a fixed state, very much in line 
with the pragmatist emphasis on repositioning in order to develop new 
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perspectives. And, indeed, working with data has different affordances 
depending on where these data are in their transformation (Hogan, 2015). 
Most of all, the reversibility of data transformations reflects the principle 
of position exchange and, as such, has the potential to expand researcher 
agency. But, of course, there are also powerful constraints on data collec-
tion, including data accessibility, that can hinder possibilities in this area. 
Data have been described as the new oil, and thus companies increasingly 
want exclusive access to the data they collect. Often researchers are locked 
out under the guise of protecting personal data. This undermines the pos-
sibility of researchers scrutinizing how these data, concealed within the 
corporate vaults, are (and could be) used.

Chapter 6 developed the proposition that qualitative and quantita-
tive methods are synergistic. Mixed methods research is a clear example 
of “methodologies of the possible” because of the creative synergies that 
can be produced. The literature on mixing methods is vast and contin-
uously expanding (Molina-Azorin & Fetters, 2022), and, at its core, it 
offers researchers an expanded horizon of possibilities regarding topics 
under study, methodological procedures, and the depth and usefulness 
of research findings. Often driven by a pragmatist type of logic, even if 
only implicitly, mixed methods cut across old divides, especially the one 
between qualitative and quantitative data and analyses. Although mixed 
methods research often fails to yield synergies, when it does, the results can 
be dramatic, with each method reinforcing, enriching, and even challeng-
ing the other. The key theoretical issue for mixed methods research is the 
integration challenge (Fetters & Freshwater, 2015a), namely, the challenge 
of specifying how mixing methods can yield outcomes that are more than 
the sum of the parts. We showed how a pragmatist approach can contrib-
ute to this debate, by showing how qualitative and quantitative research 
have different purposes and how these purposes can be combined in syn-
ergistic and empowering ways.

Chapter 7 developed the idea of analyzing big qualitative data both 
qualitatively and quantitatively. The key insight here is that big qualitative 
datasets do not have a fixed data type; they can be converted into both qual-
itative (e.g., excerpts) and quantitative (e.g., numeric) forms. Recursively 
repositioning vis-à-vis the raw data can improve rigor, spur theoretical 
development, and expand the possibilities for analysis. Zooming in and 
out of the same body of data provides more legitimacy to the findings 
while, at the same time, increasing the possibility of abductive insights 
(Mitchell, 2018). This intrinsic creativity of multi-resolution research, in 
terms of its outcomes, resonates with the agency of researchers applying 
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this new methodology. This is because, besides some general guidelines, 
multi-resolution research does not overconstrain the types of analyses 
(quantitative or qualitative) that can be applied to the data. At the same 
time, working with data at different stages of structuration allows for the 
kind of repositioning that is fundamental for agency and possibility. This 
opens the ethical question of whether the new possibilities experienced by 
researchers are translated into expanded fields of opportunities for partici-
pants or other stakeholders.

Chapter 8 elaborated on the pragmatist proposal that social research cre-
ates both power and responsibility. A pragmatist approach to ethics moves 
away from universal principles toward contextual moral deliberation. This 
view reveals the deep connections between pragmatism and democracy as a 
sociocultural practice (Brinkmann, 2013; Caspary, 2000). From this stand-
point, the emphasis is placed on dialogue and participation rather than pre-
established and decontextualized moral laws, something that is also at the 
heart of emancipatory human interests (i.e., being able to understand and 
value marginal perspectives and local knowledge, and measure them against 
their consequences for individuals, groups, and society). Conducting social 
research requires engagement with issues of participation, deliberation, and 
responsibility. If we bring futures into existence through our research and 
methods, we hold responsibility for how these futures affect others, not 
only in the short term. Ethics is, thus, not a one-time concern, typically at 
the start of the research process, but an ongoing practice of reflection on the 
present in the horizon of multiple possible futures.

Finally, we get to the uniting proposition of this chapter, that social 
research should aim to expand human possibility. Pragmatism views science 
as a means to create useful knowledge. What counts as useful, however, 
is determined by the guiding research interests (e.g., technocratic, her-
meneutic, or emancipatory). No scientific method can determine which 
interest social researchers “should” pursue; it is a choice. Our choice, along 
with the early American pragmatists, is unashamedly emancipatory: social 
research should be used to increase people’s capacity to act, to improve 
lives, to make the future more predictable and desirable, and to be reflec-
tive about who is using which knowledge to do what to whom.

9.5  Conclusion

In this final chapter, we argued that social scientists are not mere servants 
of Truth, they are social, cultural, and political actors making choices, 
following human interests, and advancing toward their preferred futures 
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(Voros, 2003). Research is never the neutral pursuit of Truth, regardless of 
how much realists and positivists would want it to be. But neither is it the 
mere cataloging of subjectivities and social conventions, as it is sometimes 
portrayed by constructionists. From a pragmatist standpoint, research is 
an activity animated by human interests that is part of the activities of 
today that will shape the lives of tomorrow (McNamee, 1988; Schratz & 
Walker, 2005).

Given that “knowledge is power” (Mead, 1936, pp. 350–351), we should 
also evaluate it in terms of the interests advanced or hindered by it. Is 
the research producing effective, insightful, or emancipatory knowledge? 
Pragmatism invites us to reflect on this question but does not determine 
what interests we should pursue. For some, this might be a glaring hole 
at the heart of classical pragmatism. In trying to avoid hierarchies and 
dichotomies, pragmatism also avoids prescribing courses of action and 
considers each human interest potentially useful, depending on what we 
might want to achieve with it. How should we decide which interest to 
follow? Are all of them equally valid? What if the interest motivating the 
research leads to the domination of others or environmental destruction? 
Where do we draw the line? Faced with the multiple global challenges of 
today, it seems irresponsible not to take a stand on this issue.

The early positivists, such as Comte (1858), recognized these issues. 
Comte saw the transformative potential of social science for society but 
argued that it needed to be given direction by a secular religion that itself 
was outside science. The pragmatists, in contrast, put their faith in democ-
racy (Addams, 2002). This link between democracy and science is odd for 
many realists, but, from the standpoint of pragmatism, which sees no clear 
separation between values and knowledge, it is essential (Brinkmann, 2013; 
Putnam, 1995). Social science needs steering in terms of what questions to 
ask, what interests to enhance, and how to evaluate the consequences of 
the knowledge produced. It is only through deep democracy, permeating 
the public sphere and institutions, that the interests of the many can be 
addressed and the most broadly beneficial consequences of knowledge can 
be achieved.

In this book, we have developed pragmatism into a possibility-
expanding approach to methodology. The pragmatist insight is to use 
consequences to bypass relativism and reconceptualize all knowledge as 
moral. This approach is grounded in notions of difference, plurality, and 
dialogue. The strength of this approach lies in the value of considering 
traditional topics such as epistemology, research questions, data, analyses, 
and human interests as intrinsically plural. There is no universally better 
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question to ask or method to use; creativity and agency are embedded in 
the myriad of choices researchers have to make along the research process 
(see also Wegener et al., 2018). Mixing methods, an eminently pragmatist 
exercise, is especially amenable to reflection, deliberation, and discovering 
new synergies and possibilities.

A pragmatist approach to refining our methodologies of the possible 
can help social researchers to seize the emerging potentials created by the 
exponential increase in new forms of data and, in particular, big qualitative 
data (see Chapter 5). Besides the opportunities and challenges associated 
with using this mainly – for now – public resource, there are a few meth-
ods out there that can use these data to reach useful and meaningful con-
clusions. Moreover, any single method, in isolation, risks giving us only 
a partial picture when it comes to this kind of data (think, for instance, 
about the advantages and disadvantages of natural language processing 
vs. discourse analysis). Possibilities abound when it comes to creatively 
devising new tools for research, and this book advanced one such idea in 
the form of multi-resolution research (Chapter 7). Such methodologies 
have the potential to create more valid and robust findings that are useful 
because they are simultaneously connected to particulars while also lever-
aging vast quantities of data.

Although we were not born into a universe with the simple certainties 
often craved (Dewey, 1929), we have the potential and the responsibility 
to improve the world we find ourselves in. What is often sought “behind” 
human experience needs to be created through human experience. 
Certainties, agency, and social justice are made, not found. Pragmatism 
entails a project of world-making (Gergen, 2015; Power et al., 2023). It 
eschews grand plans and simple narratives in favor of concrete incremen-
tal improvements to the human condition (Dewey, 1910a). A pragmatist 
approach to research methodology starts from where we are, with the 
world as we find it, and aims to improve upon it. As James eloquently 
wrote, the world is “unfinished, growing in all sorts of places, especially in 
the places where thinking beings are at work” (1907, p. 116). To support 
this collective project, the role of research is not simply to describe the 
world as it is but to help imagine the world as it could be.
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