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ESSENTIALLY CONVEXOID OPERATORS 

TAKAYUKI FURUTA 

Let H be a separable complex Hilbert space and let B(H) denote the 
algebra of all bounded linear operators on H. Let w be the quotient 
mapping from B{H) onto the Calkin algebra B(H)/K(H), where K(H) 
denotes all compact operators on B(H). An operator T G B{H) is said 
to be convexoid [14] if the closure W(T) of its numerical range W(T) 
coincides with the convex hull co a(T) of its spectrum a(T). T Ç B(H) 
is said to be essentially normal, essentially d , or essentially convexoid if 
ir{T) is normal, G\ or convexoid in B(H)/K(H) respectively. 

In this paper we introduce some essentially generalized growth con
ditions associated with unitary p-dilations defined by B.Sz.-Nagy and 
C. Foias [27] [28] and we improve the result of [28]. Subsequently we 
give some characterizations of essentially convexoid operators, one of 
which improves the result of [23]. As some applications of these charac
terizations we introduce a new subclass of the class of essentially con
vexoid operators and we show some characterizations of operators 
belonging to this new subclass. Moreover we consider operators implying 
a slight "humble" spectral mapping theorems closely related to [1] and 
we show some theorems based on the results of [11] [12], one of which 
generalizes the result of [22]. Finally we consider essentially p-convexoid 
operators as an extension of ordinary essentially convexoid operators. 

The author would like to express his gratitude for the referee's kind 
suggestions on improving the first version of this paper. 

1. Introduction. For an operator T 6 B(H)\ let ae(T) denote the 
essential spectrum of T, that is, <re(T) is the set of all complex numbers X 
such that T — X is not a Fredholm operator, i.e., T(T) — X is not inver-
tible in the Calkin algebra B(H)/K(H) by Atkinson's result and the 
essential spectral radius re(T) denotes the spectral radius of ae(T). 

The Weyl spectrum <a(T) of T is defined by the set of all complex 
numbers X such that T — X is not a Fredholm operator of index zero. 
The essential numerical range We(T) of T is defined as follows: 

We{T) = {<t>(TT(T)):0 varies over the state space of B(H)/K(H)}. 

It is well known [2] [26] that 

ae(T) C co(r) C cr ( r ) , 
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We(T) is the compact convex set containing <re(T), 

We(T) = n * W(T + K) and 
co(r) = nK°(T + K) 

where the intersection is taken over all compact operators K. T G B (H) 
is said to be essentially convexoid [18] if We{T) = co <re(T) where co S 
means the convex hull of a set S. Let e(C) denote the set of all essentially 
convexoid operators. Similarly e(G\) denotes the set of all essentially G\ 
operators. It is known that the Calkin algebra B(H)/K(H) is a C*-
algebra and hence there exists a Hilbert space H0 such that B(H)/K(H) 
is isometrically isomorphic to a closed self adjoint subalgebra of B(Ho), 
i.e., that v\B{H)/K{H) —•> B(H0) be an isometric isomorphism. It is 
also known that We(T) = W(VT{T)) and ae(T) = <J(VTT(T)) [4] [23]. 

The class Cp (p > 0) denotes the set of all operators with unitary 
p-dilation [27] [28]: there exist a Hilbert space K containing if as a sub-
space and unitary operator U on K such that 

T"h = PPUnh for all h € H (n = 1, 2, . . .) 

where P is the orthogonal projection of K onto H. 
Sz.-Nagy and Foias have characterized Cp(p > 0) ; for example, 

THEOREM A [27]. I Ç Cp if and only if T has its spectrum in the closed 
unit disk and the following (Ip) holds: 

{for 1 < |/x| < oo if p = 2 

a.) iiw-n-iisCT-f L 1 < W S L 4 , / p > 2 . 
\ p — Z 

THEOREM B [28]. T Ç Cp (0 < p < 2, p ^ 1) if and ow/y if the fol
lowing (Ip') holds: 

(I/) HO*/-DM I £ iTTij 11*11 

/or ^ |/x| < oo and h £ H. 
Ip - 2 

An operator radius wp(T) of T is defined as follows [15]: 

(1.1) w p ( r ) = inf {w:w > O . r T G Cp}. 

wp(T) is a non-increasing function of p; in particular, W\(T) = \\T\\, 
w2(T) = w(T), the numerical radius of T, and wœ(T) = r (T) , the 
spectral radius of T respectively [15]. Moreover in [15] Cp is charac
terized by 

(1.2) Cp= {T:wp(T) ^ 1}. 

An operator T is said to be p-oid [8] [9] if wp(T
k) = (wp(T))k (k = 

1 ,2 , . . .) and for each p ^ 1, T is p-oid if and only if wp(T) = r{T). 
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Clearly 1-oid is normaloid and 2-oid is spectraloid [14] (recall that T is 
normaloid if | |r | | = r(T) and spectraloid if w(T) = r(T)). T is said to 
be essentially p-oid, essentially spectraloid and essentially normaloid if 
T(T) is p-oid, spectraloid and normaloid respectively. 

We shall define essentially generalized growth conditions associated 
with unitary p-dilations as follows. 

Definition 1.1. An operator T is said to satisfy the condition e(p — G\) 
for (M, N) (in symbols, T € e(p - &) for (M, N)) if T satisfies the 
following inequality: 

(1.3) WP(T(T - M)-1) S l/d(n, M) for all complex M G N 

where M and N are two closed bounded sets such that N D M D ae(T) 
and wp(ir(T)) is defined by 

(1.4) WP(T(T)) = miKwp{T + K) 

where the infimum is taken over all compact operators K, that is, the 
numerical radius WP(TT(T)) is defined for ir(T) in the Calkin algebra. 
T G e(p - Gi) for AT denotes T G e(p - Gx) for (M, M). 

Similarly to Definition 1.1, we define T G (p — d ) for (Af, iV) if 

w p ( ( r - M)_ 1) ^ V ^ ( M , M) for all complex JU G N 

where M and iV are two closed bounded sets such that N D i f D <*(T) 
[12]. Also r G (p - Gi) for M denotes T £ (p - Gx) for (AT, Jlf ). 

The main concern of this paper is to show that the natural definition 
for the numerical radius wp(ir(T)) in the Calkin algebra has properties 
analogous to those presented for B(H) in [12], that is, to give some 
characterizations of essentially convexoid operators by using the theory 
of unitary p-dilations and to show some applications of these charac
terizations. 

2. Characterizations of essentially convexoid operators. First, 
we improve the result [26, Theorem 2] and we give several characteriza
tions of essentially convexoid operators. 

THEOREM 2.1. For a given T G B(H) and a closed convex set X in the 
complex plane, the following (a), (0) and (7) are equivalent. 

(a) X D We(T); 
(13) for all p ^ 1 and all closed bounded sets Y 3 X, T G e(p — G\) for 

(X, Y); that is, 

wp(w(T — M)_ 1) ^ 1/^(M> X) for all complex p. G Y; 

(7) there exist p such that 1 g p < 00 and bounded closed set Y such that 
Y D X and T G e(p - &) for (X, Y); that is, 

wp(w(T — /-t)-1) ^ l/d(M> X) for all complex \i G Y. 

https://doi.org/10.4153/CJM-1981-021-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-021-x


260 TAKAYUKI FURUTA 

In order to prove Theorem 2.1 we need the following lemma. 

LEMMA 2 1 Let v\B(H)/K(H) -+B(H0) be an isometric isomorphism. 
Then 

(a) WP(PW(T)) ^ wp(T) for all 0 < p g oo 

(b) for 0 < p ^ oo , wP07r(r)) g WpOr(r)) ; 

in particular 

wp(vir(T)) = wp(7r(r)) for 0 < p ^ 2 and p = oo. 

Proof, (a) Recall that and *> is an isometric isomorphism, and 
||̂ 7T(7")|| = ||7r(r)||. By the absolute homogeneity of wp(vw{T))} we have 
only to show that wp(T) ^ 1 implies WP(VT(T)) g 1. We divide the case 
0 < p ^ oo into the following cases. 

(i) 0 < p < 2 (p ^ 1). wp(T) ^ 1 if and only if T G Cp, so that T 
satisfies (Ip') in Theorem B and 

||M - vr(T)\\ = ||M - T ( D I I ^ IIM - r | | 

holds by the isometricity of v, hence vir(T) also satisfies (I/), namely, 
VT{T) 6 Cp, i.e., wp(vir(T)) ^ 1. 

(ii) 2 ^ p < oo . wp(T) ^ 1 implies that T satisfies (Ip) in Theorem A 
and a(T) C D (the closed unit disk). <T(VT(T)) = ere(r) [4] and ae(T) C 
<T(T), SO that 

<T(VT(T)) Ca(T) CD. 

On the other hand, we have 

|| (M - *x(r)M| = ||(M - ^(r))-1!! =g ||G* - r)-»||, 
whence VIT(T) £ C„ by Theorem A, that is, w„(vir(T)) ^ 1. 

(iii) p = 1. 

IMDH = ikCOH <; ||n|. 

(iv) p = oo. 

w „ ( ^ ( r ) ) = r(,7r(r)) = r e ( D ^ r ( D = «/œ(r) . 

Hence we have finished the proof of (a). 

We need the following to show the latter half of (b). 

THEOREM C [3]. For each T £ B(H)} there exists a K0 6 K{H) such 
that 

\\T + Ko + \\\ = \\T(T + X)|| for all complex X. 

(b) We have only to show that WP(TT(T)) ^ 1 implies wp{vir(T)) ^ 1 
since the absolute homogeneity of wp(vir(T)). And 

WP(T(T)) = miKwp(T + K) ^ 1 
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implies that, for an arbitrary e > 0, there exists a compact operator K0 

such that 

wp(T + K0) ^ 1 + 6. 

By (a), 

WP(PT(T + K0)) g 1 + €, 

that is, wp{vir(T)) ^ 1 + e and e is arbitrary, so we have 

WP{VTT{T)) S 1. 

For the latter half of (b) we have only to show the opposite inequality 
for 0 < p g 2 and p = oo. 

(i) 0 < p < 2 (p T̂  1). Assume WP(PTT(T)) ^ 1, then this implies 
vir{T) Ç Cp and by Theorem B, vir(T) satisfies (lp

f). By Theorem C, 
there exists a compact operator Ko such that 

||M - MT)\\ = ||M - AT)\\ = \\n - (T + Ko)\\ 

for all M» so that T + K0 satisfies (Ip')> hence T + K0 6 Cp by Theorem 
B, and so wp(T + K0) ^ 1. By the definition of wp(ir(T)), 

wp(ir(T)) = iniKwp(T + K) S wp(T + K0) g 1, 

whence the proof follows by the absolute homogeneity of WP(T(T)). 

(ii) p = 1. ||7r(r)|| = ||*>7r(r)|| is already well known. 
(iii) p = 2. w2(Tr(T)) = w2 (W ( T) ) follows by continuity from (i). 
(iv) p = oo. wœ(vir(T)) = r(vir{T)) = r e ( r ) since <T(VT(T)) = <r«(r) 

and 

wœ(ir(r)) = i n f ^ ^ r + X) = i n f x r ( r + X). 

On the other hand re(T) = infx r (T + K) [24, Lemma 2.2], so that we 
have 

wœ(pT(T)) = wœ(w(T)). 

Consequently we have finished the proof of Lemma 2.1. 

We need only the first half of (b) to prove Theorem 2.1, but we cite 
the latter half of (b) for the sake of completeness. 

In order to prove Theorem 2.1, we cite the following result, which 
improves the results of [19] and [21]. 

THEOREM D [12]. If X is a closed convex subset of the complex plane, 
then X 3 W(T) if and only if there exist p such that 1 ^ p < oo and a 
closed bounded set Y such that T Ç (p — G\) for (X, Y); that is, 

wp((T - M) - 1 ) S l/d(n, X) for all complex y. (2 F. 
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Proof of Theorem 2.1. X Z) We(T) implies 

\\T(T - M)-1!! ^ l/dfa,X) 

for all complex /x g X [26, Theorem 2], so that (ex) implies (0) since 
WP(T(T)) is a decreasing function of p. (0) =» (7) is obvious. Finally 
assume (7), that is, there exist p (1 ^ p < 00 ) and a closed bounded set 
F such that F D X and r G e(p - d ) for (X, F). Then, by (b) of 
Lemma 2.1, we have that there exist p (1 ^ p < 00 ) and closed bounded 
Y such that F D I and VK{T) £ (p — Gi) for (X, F), whence we have 
X D W(VT(T)) by Theorem D and the proof of (a) follows by the rela
tion We(T) = W(vir(T)) [23], so the proof is complete. 

Remark 2.1. It is important to stress that p 7̂  00 in (7), since (7) for 
p = 00 only ensures that X D ae(T). 

Next we show Theorem 2.2 and Theorem 2.3, which are both charac
terizations of essentially convexoid operators. 

THEOREM 2.2. Let T G B(H). T is essentially convexoid if and only if 
there exist p such that 1 ^ p < 00 and a closed bounded set Y containing 
co (re(T) such that T £ e(p — Gi) for (co <re(T), Y); that is, 

(2.1) WP(TT(T - M)_ 1) ^ l/d(/i, co ae(T)) for all complex p £ F. 

THEOREM 2.3. L ^ T G B(H). The following conditions are equivalent. 
(a) T is essentially convexoid. 
(b) 77£ere exists a compact operator Ko such that the following (2.2) 

holds: 

(2.2) W(T + Ko) = co a(T + K0) = co ae(T). 

In other words, T + K0 is convexoid and co a(T + K0) C co a(T + K) 
holds for all compact operators K. 

(c) There exist p such that 1 ^ p < 00, a compact operator K0 and a 
closed bounded set Y containing co a(T + K0) such that the following (2.3) 
holds: 

(2.3) wp((T + Ko - JU)-1) ^ l/d(p, co a e ( r ) ) /or a// complex p g F. 

(d) T — p. is essentially spectraloid for all complex p. [23]. 
(e) T — p is essentially spectraloid for all complex p whose absolute 

value is sufficiently large. 
(f) The following e(2 — 0) holds: 

e(2 - 0) Re £ e ( e 'T ) = ]£« (Re e<T) /or all 0 ^ 0 ^ 2T 

where^e (S) = co o-c(5) and e(2 — 0) is equivalent to 

co Re <re(e
ieT) = co crg (Re e ' T ) for all 0 ^ 6 ^ 2TT. 
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Proof of Theorem 2.2. Take X = co ae(T) in Theorem 2.1. Then we 
have co ae(T) D We(T) and the reverse inclusion relation always holds, 
so the proof is complete. 

Before we prove Theorem 2.3, we cite the following results. 

THEOREM E [7]. For T 6 B(H), there is KQ G K(H) such that 
W(T + K0) = We(T). 

THEOREM F [7]. / / T is essentially convexoid, then there exists K0 6 
K(H) such that T + K0 is convexoid. 

In [7] Theorem E is shown by using Theorem C and [26, Theorem 4]. 

Proof of Theorem 2.3. (a) <=> (b). Let T be essentially convexoid. Then, 
by Theorem F, there exists a compact operator K0 such that T + K0 is 
convexoid and (2.2) holds and this proof is contained in the one of 
Theorem F and we cite it for the sake of completeness. By Theorem E 
and the hypothesis 

W(T + Ko) = We(T) = co ae(T) C co a(T + K0) 

C W(T + Ko) 

so that T + Ko is convexoid and co a(T + K0) = co ae(T), hence we 
have (b). Conversely, assume that (2.2) holds. Since 

co ae(T) C We(T) and We(T) = HK W(T + K) 

always hold, we have 

W(T + Ko) = co a(T + Ko) = co ae(T) C We(T) 

C W{T + Ko) 

whence We(T) = co ae(T), and so T is essentially convexoid. 
(b) <=$ (c). Assume (b). As T + K0 is convexoid, there exist p such 

that 1 ^ p < oo and a closed bounded set Y such that 

T + Ko e (P - £i) for (co a(T + K0), Y) 

by Theorem D and (c) follows by the assumption co <r(T + Ko) = 
co <re(T). Conversely assume (c). Then we have co <re(T) D W(T + Ko) 
by Theorem D. On the other hand 

co ae(T) C co a(T + KQ) C W(T + K0) 

is always valid, and hence (2.2) holds. 
(a) <=> (d). This was shown in [23]. 
(a) <=> (e). It is shown in [11] [12] that T is convexoid if and only if 

T is spectraloid for all u whose absolute values are sufficiently large, so 
the proof is an immediate consequence of the relations We(T) = 
W(PT(T)) [23] and ae(T) = <T(VT(T)) [4]. 
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(a) <=> (f). As a self adjoint operator is always essentially convexoid, 
e(2 — 6) implies 

Re {*"£< (T)} = Ze (Re e»T) = We(Re * ' T ) 
= ReWafc 'T) = Re{e 'W e ( r )} 

for any 0 ^ d ^ 2w, this relation yields We(T) = Se(T) and the reverse 
relation is obvious. Hence the proof is complete. 

Remark 2.2. Since coco(T) = co ae(T) [5, Corollary of Theorem 2.4] 
and (b) of Theorem 2.3, we note that if there exists a compact operator 
KQ such that T + K0 is convexoid and œ(T) = o-(T + K0), then T is 
essentially convexoid. In fact it is shown in [25, Theorem 4] that there 
exists a compact operator KQ such that a(T + i£0) = «(T) . 

Remark 2.3. Given T £ B(H), does there exists a i£0 G -RT(iî) such 
that for any complex polynomial p(z)} \\p(T + K0)\\ = \\P(TT(T))\\? This 
is an unsolved problem and recently much interest has been centered 
about the above one. In the special case p(z) = z + M for all complex /x, 
the affirmative solution has been recently announced in Theorem C [3]. 
However if we put p{z) = (z — ju)-1 instead of the polynomial p(z), 
then does 

HT + Ko - n)-^ = I k ( r - M ) - 1 ! ! 

hold? This is also an unsolved problem. Compare (2.1) of Theorem 2.2 
with (2.3) of Theorem 2.3. Then WP(T(T - M) _ 1) a n d w p ( ( r + K0 - M)"1) 

are closely related to the above unsolved problem even if p = 1. 

Remark 2.4. We choose Y = co a(T + i£0) in (2.3) of (c). Then (2.3) 
is equivalent to the existence of p such that 1 ^ p < oo and 

T + Ko G (p - Gi) for (co <re(T), co <r(T + K0)). 

Remark 2.5. It is shown in [23] that T is essentially convexoid if and 
only if T G e{\ — G\) for co a-e(T) and also T is essentially convexoid if 
and only if T G £(2 — Gi) for co ae(T). Theorem 2.2 improves these 
results by using the theory of unitary p-dilations. 

Remark 2.6. The equivalence relation between (a) and (b) in Theorem 
2.3 easily implies that T is essentially spectraloid if and only if there 
exists a compact operator KQ such that 

w(T + Ko) = r(T + K0) = re(T) 

holds, namely T + K0 is spectraloid and r(T + K0) ^ r(T + K) holds 
for all compact operators K. 

3. Operators implying Re <re{T) = <re(Re T). In this section we con
sider operators implying the equation of the title closely related to 
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characterizations of essentially convexoid operators and we generalize a 
result of [22]. 

Definition 3.1. An operator T is said to satisfy the conditions 
E - e(P - Gi) for (M, N) (in symbols, T Ç E - e(p - d) for (M, N)), 
if T satisfies the equality in (1.3): 

(3.1) WP(T(T - M)-1) = l/d(M, M) for all complex M (2 TV 

where i f and TV are two closed bounded sets such that N D M D <re(T). 
T e E - e(p - Gi) for M denotes T £ E - e{p - G,) for (M, M). 

Similarly T £ E - (p - GO for (M, iV) if T satisfies 

wp((T - M)-1) = l/d(/*, M) for all M € iV, 

where M and N are two closed bounded sets such that N D M D o-(r) 
and T Ç £ - (p - Gx) for I f denotes T £ E - (p - &) for (if, M) 
[12]. 

Remark 3.1. Since re(T) ^ WP(T(T)) holds for any p [22] and 

i/d(/i,ere(r)) = r e ( ( r - M ) - 1 ) 
is valid for all /x g <re(T), it follows that T G e(p — Gi) for (o-e(r), TV) is 
equivalent to T £ E — e(p — Gi) for (ae(T), N). That is, (T — JU)_1 is 
essentially p-oid for all complex M 3 iV. 

Definition 3.2. An operator T is called 0/ c/ass e{Mp) (p ^ 1) if 
(T — /Lt)_1 is essentially p-oid for all p, (2 <re(T). That is, T £ e(Mp) 
(p ^ 1) coincides with T £ E — e(p — G\) for ^ ( J T ) by Remark 3.1 
(P ^ 1). 

We remark that T £ e(&) for i f means 71 6 e(l - ft) for (M, ilf) 
and T G e(Gi) also means T £ e(l — Gi) for <re(T). That is, T £ 
£ - «(1 - Gi) for (re(r). 

Definition 3.3. The class e(f^) is defined by the following: T £ ^(i^) if 

(3.2) \\V(T - M)"1!! = l/d(M, We(T)) for all complex M £ W«(r). 

That is, r £ e(lî) if and only if T £ £ - e{\ - Gi) for PF,(r). 

We remark that the class R [17] is similarly defined by T £ R if T 
satisfies 

|| ( r - M)-1!! = l/d(M, t ^ ( r ) ) for all M G ïtÔT). 

The essentially hen-spectrum âe(T) is defined by 

ff.(r) = [[<re(Tyu° 

where Mc is the complement of M and [M]m is the unbounded component 
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of M. The hen-spectrum â(T) is defined by 

â(T) = [ k ( D c U c 

in [6] and â(T) is a compact set and a(T) C ôr(T) C co a(T) holds [6]. 
âe(T) is also a compact set such that <re(T) C <?e(D C co <xe(D since 
<re(T) = <J(VTT(T)) holds [4]. 

Definition 3.4. The class e(Hi) is defined by the following. T G eCffi) 
if 

(3.3) ||7r(r - M)-1!! ^ l/d(M, <?e(D) for all complex M ? <^(D-

That is, T G £(#i) if and only if T G e(Gi) for ae(T). 

In [6], a class (iJi) is similarly defined as follows: T G (Hi) if T 
satisfies 

|| (T - /x)-1!! ^ l/d(/i, (7(D) for all complex M G â(T). 

It is shown in [6] that (Hi) contains both (Gi) and R. In [12] it is also 
shown that T G (Hi) if and only if T G ( d ) for (cr(D, HT)). On the 
other hand ae(T) = ^ ( D ) [4], ||ir(DII = I M r ) l l and We(T) = 
W(™-(D) [23] hold, so that r G e(#i) if and only if T G e(Gx) for 
(<re(T), âe(T)) and e(Hi) contains both e(Gi) and e(R). T £ R ii and 
only if dW(T) C <KD [17] and T ^ if and only if W(T) = â ( D [6], 
so that we remark that T £ e(R) if and only if dWe(T) C ^ ( D a n d 
T G e(R) if and only if We(T) = â e ( D by the same reason. 

THEOREM 3.1. / / there exists p è 1 swcfe ^ to T £ e(p — Gi) for 
(ae(T), âe(T)) and Re ae(T) is connected, then 

e(*) Reae(T) = ae(Re T). 

In order to prove Theorem 3.1, we cite the following result [12], which 
is an extension of the results of [1] and [20]. 

THEOREM G [12]. / / there exists p ^ 1 such that T G (p — Gi) for 
(c(D> v(T)) and Re <J(T) is connected, then 

(*) Reo-(D = d ( R e D . 

Proof of Theorem 3.1. By (b) of Lemma 2.1, 

WP(VT(T)) ^ wp(ir(T)) 

for all p > 0, and so the hypothesis implies that there exists p e l such 
that 

VTT(T) e (p- GI) for (<r(vic(T)), â(vir(T))) 

and Re c(i>7r(D) 1S connected since ae(T) = a(vw(T)) [4], whence 
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VTT(T) satisfies (*) by Theorem G; that is, 

Rea(vTr(T)) = <r(Re VTC(T)). 

It is easily seen that Re vir(T) = ï>7r(Re T), so that 

Reae(T) = Rea{vir{T)) = a (vie (Re T)) = ae(Re T) 

and the proof is complete. 

COROLLARY 3.1. If T £ e(Mp) and Reae(T) is connected, then e(*) 
holds. 

Proof. As e(Mp) means e(p — G\) for ae(T), the Corollary easily 
follows from Theorem 3.1. 

Put p = 1 in Corollary 3.1. Then we have 

COROLLARY 3.2. If T £ e(Hi) and Reae(T) is connected, then e(*) 
holds. 

As e{Hi) contains e(G\) we have 

COROLLARY 3.3. / / T£ e(Gi) and Reae(T) is connected, then e(*) 
holds. 

COROLLARY 3.4. If T £ e(R), then e(*) holds. 

Proof. T e e(R) if and only if dWe(T) C ae(T) and ae(T) C We(T) 
holds, so that T Ç e{R) implies Re ae(T) = Re We(T) is connected since 
We(T) is convex. As e(Hi) D e{R) holds in general, the Corollary fol
lows by Corollary 3.2. 

LEMMA 3.1. The class e{R) properly contains the class R. 

Proof. U T £ R, then the relations We(T) = W{T) and dW(T) C 
ae(T) are shown in the proof of [22, Theorem 3]; that is, dWe(T) C <^e(P)j 
whence T G e{R). Take a compact operator K g R, then TT(K) = 
0 G e(R), so the proof is complete. 

However, the result corresponding to Lemma 3.1 is not true for the 
essentially G\ operators nor the essentially convexoid operators. We 
remark that (Gi) is not a subset of e(Gi) and vice versa and (C) is not a 
subset of e{C) and vice versa [18] where (C) denotes the set of all con
vexoid operators. 

As an immediate consequence of Lemma 3.1 and Corollary 3.4, we have 

COROLLARY 3.5 [22]. If T G R, then e(*) holds. 

Remark 3.2. If T G e{R), then Reœ(T) = co(Re T). In fact, T <E e(R) 
implies 

dWe(T) C *e(T) C co(r) C We{T), 
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so that Re (re(T) = Reco(T) = Re We(T) since We(T) is convex. The 
conclusion follows by ae(Re T) = co(Re T) [2, (7)] and Corollary 3.4. 
Hence the assertion is equivalent to Corollary 3.4. Moreover if T G R, 
then Reco(T) = w(Re T) [22] follows from Lemma 3.1 and the above 
remark. 

With respect to [20, Corollaries 4 and 5], we remark that if S, T G e(R) 
such that Re ae(S) = Re ae(T), then co(ReS) = co(Re T) by Corollary 
3.4 and [2, (7)]. By [2, Section 8], there exists a unitary operator U such 
that U*(Re S)U — Re T is compact; that is, Re S is essentially equiva
lent to Re T. 

The remainder of this section is devoted to showing a construction of 
operators satisfying e(*). 

THEOREM 3.2. If A is any operator and B satisfies e(*) such that 

(3.4) ReWe(A) CReae(B) 

then T = A © B also satisfies e(*). 

Proof. Since the essential numerical range contains its essential spec
trum, (3.4) implies 

(3.5) Re ae{A) C Re We(A) C Re ae(B) 

(3.6) (r e(Re^) C We(ReA) = Re We(A) C Reae(B), 

so that (3.5), (3.6) and the hypothesis yield 

ae(Re T) = ae(ReA) U ae(Re B) = (re(Re A) U Re ae(B) 

= Re cre(B) 
and 

Re ae(T) = Re ae(A) U Re ae(B) = Re <re(B), 

hence T satisfies e(*). 

Remark 3.3. The typical examples satisfying e(*) are essentially 
normal. In fact, let T be an essentially normal operator, that is, let w(T) 
be a normal element of the Calkin algebra B(H)/K{H). Then we have 

HfiHT))) =/(<r(x(r))) 
for every polynomial p(z,z*) [29] and if we put /(z, z*) = \{z + z*) ~ 
Re 2, then we have 

<r(7r(Re r ) ) = a(Rew(T)) = Re (*(T(T))), 

whence T satisfies e(*). 

4. Characterizations of operators belonging to e(R). If T G e(i?), 
then TÇ e(iJi) and e(Hi) C «(C) by Theorem 2.2, so that e(i<!) is a 
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subclass of e(C). We characterize e(R) as an immediate consequence of 
characterizations of essentially convexoid operators. 

THEOREM 4.1. Let T G B(H). The following conditions are equivalent. 
(a) T £ e(R),i.e.f 

\\T(T - M)"1!! = l/d(/z, We{T)) for all M <2 We(T). 

(bi) for all 1 ^ p S oo, T e E - e(p - d ) /or W e ( r ) , i.e., 

WP(T(T - M)"1) = l/d(/*, We(T)) for all M g TF6(r). 

(b2) /feere existe p such that 1 ^ p ^ oo awd T £ E — e(p — d) for 
We(T),i.e., 

WP(*(T - M)"1) = l/d(/i, T^«(r)) for all n£ We(T). 

{cx) for all 1 ^ p ^ oo, r G £ - «(p - Gi) /or (co cre(r), W e ( r ) ) , 
i.e., 

^p(7r(r - M)-1) = l/d(/i, co ae(T)) for all M ? We(T). 

(c2) /Aere existe p such that 1 ^ p ^ 00 a?zd T £ E — e(p — Gi) for 
(co <re(T),W,(T)).,i.e., 

WP(T(T - M)"1) = l/d(/*, co a e ( r ) ) /or a// M € We(^). 

(di) for all 1 ^ p ^ 00 , r G E — e(p — G1) for co ae(T), i.e., 

WP(T(T — jLi)-1) = l/d(/i, co o-e(r)) /or all p g co <r„(r). 

(d2) Z&ere existe p swc& that 1 ^ p ^ 00 awd 7" G E — e(p — Gi) for 
co ae(T)f i.e., 

wp(w(T - /x)-1) = 1/^(M, co ae(T)) for all p. g co cre(r). 

Proo/. (a) => (ci). We see that if T G e(R), then T G e(C), that is, 
W e ( r ) = co *e(T). On the other hand, if T G e(R), then T G e(iïi) , 
that is, TT(T — /x)_1 is normaloid for all M $ <?e(r) and we have 

i/d(n,œ*e(T)) = i/d(M> w.(r)) = iMr - M)-i|| 
= Z£;p(7r(r - M)"1) = r(7r(r - M)"1) 

for all 1 :g p ^ 00 and for all M g PFe(r). Hence we have (ci). 

(ci) => (c2) is obvious. 
(c2) =» (a). First of all, (4.1) below holds in general: 

(4.1) WP(T(T - M)-1) S \W(T - M)-1!! ^ i/d(/*, J W ) ) 

for all p. d We(T) and for any 1 ^ p ^ 00. Assume (C2). Then T is 
essentially convexoid by Theorem 2.2, i.e., We(T) = co <re(T). This 
relation, (4.1) and the hypothesis (C2) yield (a), that is, 

||7r(r - M)"1!! = l/d(p, We(T)) for all M € ^W). 
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The proof of the equivalence among (a), (bi) and (b2) is similar to the 
one for (a), (ci) and (c2) and the proof of the equivalence among (a), 
(di) and (d2) is also similar to the one for (a), (ci) and (02), and we omit 
these. 

THEOREM 4.2. Let T G B(H). The following conditions are equivalent. 
(a) T 6 e(R). 
(b) dâe(T) is a convex curve and e(a — 6) holds: 

e(a - 6) cre(Re ei6T) = Re ae(e
idT) (in symbols, T G e(a - 6)) 

for all 0 ^ 6 S 27r, where dM denotes the boundary of M. 
(c) there exists a compact operator K0 such that T + K0 belongs to R. 

Proof, (a) <=> (b). If T G e(R), then dae(T) is a convex curve since 
We(T) is convex and T G e(R) if and only if We(T) = ae(T). Moreover 
T G e{R) implies that eieT also belongs to e{R)y so that e(a — 6) holds 
by Corollary 3.4. Conversely, if (b) holds, then 

co ere(Re eieT) = co Re (re(e
ieT) for all 0 ^ 6 ^ 2TT, 

that is, e(S - 6) holds, and so T G e(C) by ( / ) of Theorem 2.3. In 
addition dâe(T) is a convex curve, that is, ôre(T) = co ae(T), and so 

PFe(r) = œ , 6 ( r ) = âe(T), 

whence T G e(R). 
(a) <=> (c). Assume (a). Since T G e(i?) if and only if dWe(T) C <re(T) 

and there exists a compact operator i£0 such that We(T) = I ^ ( r + i^0) 
by Theorem E, we have 

dwe(T) = dW(r + Ko) c cre(r) c ^(r + i^0), 
whence r + K0 G i^ [17]. Conversely, assume (c), that is, there exists 
a compact operator K0 such that T + K0 G R. As R C e(R) by Lemma 
3.1, T + i^0 G £(i£), that is, T G ^ (^ ) , so the proof is complete. 

Remark 4.1. Compare (b) of Theorem 2.3 with (c) of Theorem 4.2; 
then it turns out to be the following fact that the corresponding relation 
to one between (a) and (c) of Theorem 4.2 is not true for essentially 
convexoid operators. 

Remark 4.2. As we have seen, T G e(R) is characterized in terms of the 
essential numerical range and the essential spectrum of T as follows: 
T G e(R) if and only if dWe(T) C *e(T) and T G e(R) if and only if 
We(T) = cre(T) and these characterizations show that e(R) is the sub
class of the essentially convexoid operators e(C). That is to say, these 
characterizations may be considered as a ' 'geometrical characterization" 
o( e(R). 
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On the other hand, T is an essentially convexoid operator if and only 
if T satisfies the inequality (2.1) of Theorem 2.2, and (c2) and (d2) 
of Theorem 4.1 are both the special cases of "the equality" in the in
equality (2.1) of Theorem 2.2, so that (c2) and (d2) also indicate that 
e(R) is the subclass of e(C) in formula. That is to say, (c2) and (d2) may 
be also considered as a "characterization in formula" of e(R). 

5. p-essentially convexoid operators. Generalized essential numeri
cal ranges Wp(ir(T)) (p ^ 1) are defined in [22] as follows: 

WP(T(T)) = a {X:|X - M| ^ WP(T(T - M))}. 

WP(T(T)) is a compact convex set containing coo-e(r), Wœ(w(T)) = 
co ae(T)} Wp(ir(T)) C Wa(r(T)) when 1 ^ a < /?, and in particular 
Wp(ir(T)) = We(T) for 1 ^ p ^ 2 and WP(T(T)) = DK WP(T + K) 
[22]. 

Definition 5.1. T is called an operator of class p-essentially convexoid 
operators (in symbols, T G e(p — C)) if Wp(7r(r)) = co cre(r) (p ^ 1). 
In particular e(2 — C) and e(l — C) coincide with e(C) together. 

The function wp°(ir(T)) is defined as follows: 

Wp°0r(r)) = s u p { | X | : \ e ^p(7r(r))( 

for 1 ^ p ^ oo. WP°(TT(T)) satisfies the following properties: 

re(T) ^ WP«(T(T)) ^ WP(T(T))} 

WJ(T(T)) = re(T) and 

WP°(T(T)) = we(T) for 1 ^ p ^ 2 

where we(T) denotes the essential numerical radius of T defined by 

we(T) = sup{|A|: \G We(T)}. 

Moreover wp(ir(T)) and WP°(T(T)) together satisfy the absolute homo
geneous property. 

We show Theorem 5.1 and Theorem 5.2, which are extensions of (d) 
and (e) of Theorem 2.3. 

THEOREM 5.1. Let T G B{H). 

(a) T is p-essentially convexoid if and only if 

WP°(TT(T - n)) = re(T - n) for all p., 

where p è 1. 
(b) T is p-essentially convexoid if and only if 

w,°(T(T-ri) = r , ( r - M ) 

for all p whose absolute values are sufficiently large, where p ^ 1. 
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Proof. Since Wp(j(T)) is a compact convex set [22], then 

(5.1) Wp(ir(T)) = a {X:|X - M| S WP«(TT(T - M))} 

= n{X:|X — M| ^ wP°(ir(T - M)) 

for all fx whose absolute values are sufficiently large} 

because the convex compact set X is the intersection of all the circles 
containing X and it is also the intersection of all the circles containing X 
with sufficiently large radii. Similarly we have 

(5.2) coae(T) = H , {X: |X- M| S re(T - M)} 
= H {X: |X — /x| ^ r e ( r — ju) for all /x whose absolute 

values are sufficiently large}. 

We have only to show the necessity of (a) and the sufficiency of (b). 
The proof of the sufficiency of (b) easily follows by (5.1) and (5.2). 
Conversely, let T 6 e(p — C), that is, WP(T(T)) = co cre(r), then 

WP(TT(T — jn)) = co ae(T — /x) for all /x, 

hence 

WP°(TT(T - M)) = re(T - ju) for all M, 

so the proof of the necessity of (a) is complete. 

As We(T) = WP(T(T)) (1 g p ^ 2), we have the following result by 
a method similar to the one of Theorem 5.1. 

THEOREM 5.2. Let T e B(H). 

(a) We(T) = WP{TT(T)) (1 ^ p ^ oo) if and only if 

we(T — ju) = WP°(TT(T — /x)) /or a// /x. 

(b) W e ( r ) - Wp(7r(r)) (1 ^ p ^ oo) if and only if 

we(T - M) = wp°(w(T - M)) 

/or a// /x whose absolute values are sufficiently large. 

We remark that both Theorem 5.1 and Theorem 5.2 imply (d) and (e) 
of Theorem 2.3 when we put p = 2 and p = oo respectively. 

COROLLARY 5.1. If T — n is essentially p-oid for all /x whose absolute 
values are sufficiently large, then T is p-essentially convexoid, where p e l . 

Proof. The Corollary follows by Theorem 5.1 and the relation 

re(T) ^ w,°(ir(T)) ^ w,(*(T)). 

Remark 5.1. Let T (= B (H). If 

wp°(ir(T - M)- 1 ) ^ l/d(v, co ae(T)) for all ^ co <re(T), 

then 2" is a p-essentially convexoid operator. 
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We remark that "for all M" in Remark 5.1 can be replaced by "for all 
fi whose absolute values are sufficiently large". Remark 5.1 and this 
remark follow by a method similar to that of [16, (1) of Theorem 4] and 
we omit it. 

Remark 5.2. Compare (2.1) of Theorem 2.2 with Remark 5.1. Then 
this difference is naturally agreeable because wp

0(ir(T)) ^ WP(T(T)) and 
an essentially convexoid operator is always p-essentially convexoid. 
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