AUTOMORPHISM GROUPS OF JORDAN ALGEBRAS
E. RAY BOBO

Introduction and the Jordan algebras. In his development of a
structure theory for Jordan algebras of characteristic two, E.C. Paige [1]
introduces an important class of central simple Jordan algebras S[2"]. It
is the purpose of this paper to completely determine the automorphism
groups of the algebras S[2"]. The automorphisms will be represented as
matrices operating on a natural basis for the underlying vector space of the
algebra. Using this characterization, generators and relations will be ob-
tained for each of the automorphism groups. In this way, we will produce
an infinite family of finite 2-groups.

DEeriniTION. Let S[2"] be the vector space over the field J, of two
elements with basis {u_,, #g, %, -+, #,} where m =2" —2 for n=2. Let

wou; = u; for —1<<i<<2®—2,

ut =0,

wju_, = u;_, for 0<<j<<2"—2,

wu; = wu; for —1<i, j<2"—2.
For n =2, set wu, =u?=u,2=0. For k>2, consider S[2*] as a subspace
of S[2¥*'], Then define

Ursihy = Gi,iUr1ivj

for r=2% —1<i<r—2, and 0<j<r—2 when wu; = g, ju;,; where g, ;
is 0 or 1. Also define

Uprpilhprj = 0

for r=2and —1<i, j<r—2.
1. The automorphisms.

DeriniTION.  Define a set of 2" by 2" matrix forms A, inductively as
follows: Let
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1 0 a, a,

0 1 0 0
A, =

0 0 1 0

0 0 0 1

where g, and a, are elements of the field J,. Set r =2%F s=2%', and
¢ =281 Assume that A= (b;;) is defined in terms of elements a, of J,
where 1<<e<r—2 and —1<i, j<<r—2. Then define A, =(c;;) in
terms of elements g, of J, where 1<e<t—2 and —1<i, j<t—2 by

Cij = by
Crii, r4j — bi,j

cr+i, i= 0

for —1<i, j<r-—2, and

Cirej = hi,s+jas+e
Ciyrises = Py sejlrie
Csi,restej = hi,s+jas+e

Csvi,rej = 0

for —~1<i,j<s—2 and 1<<e<r—2 when b,,,; = h; . ;a, where k. ; is
O or 1.

THEOREM 1.  The matrices of form A, are precisely the matrices of the
automorphisms of the Jordan algebra S[2"] over the field J, with respect to the cano-
nical basts.

Proof. The proof is by induction on n. It is straightforward to show
that the theorem is true for »n =2,

For the remainder of this paper, set » = 2% s =2¢", and ¢ = 2%*', Let
%, be the set of all automorphisms of S[2"] over J,. Suppose that the
matrices of form A, are precisely the matrices of the elements of .94 with
respect to the canonical basis elements #; where —1<i<r—2  We will
show that the matrices of form A,,, are precisely the matrices of the ele-
ments of 9%, with respect to the canonical basis elements u; where
—l<i<t-—2

Let Ce 9., and denote
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t—2
Clu,) = 21 Ciolhy for —1l=<i<t—2.

e=—

Let 8;; denote the Kronecker delta. It is fairly easy to verify each of the
following relations:
Coe = 85,0 for —1<<e<t—2,
Cio=0; for —1<i<t-—2,
(1) Ci.—l = 57;__1 fOI‘ ""‘1__<_i_ét —2,
(2) Ci,r—1 = Ci+1,r fOI‘ o< i =t - 3.

A straightforward, but lengthy, simultaneous double induction yields that:
Ge=0for —1l<e<i<t—2
(3) ci=1for —1<i<t—2
Ciisg =0 for —1<<i=<t—1.
We shall next prove that
(4) ci,j=08;; for —1=<i,j<t—2 and i=0 (mod2).

By (3), we know that C(u;—) = u,,. Suppose C(#;-go4s) = Us-s042 Where
2=<e=<r. We need to show that Clu,.,,) = #,_,,.

Now Cltty—ge41) = Cl#hyp040)C(uy) =

t—2
(tmposa)(®—y + hgl Copnlhy) =

2e—14
Upgerr T 21 C-1,i0j, t—2er2Ut~2e42+j
]=

where #,#, = gn.nlhmin. (Our convention is that summations from m to =
are taken to be zero whenever m>#n.) Then C(u;5,) = C(#hympes1)Clut-y) =
2e~3

Ug—ge T hgl Cot,nGn,t-2e41%s—20414n T

2e—4
_21 €-1,197, t-2er2Ms—ger1ss T
]:

2e—5

2] lc—x.hc—l,jgj,t—2e+2gh,t—2e+2+jut—23+2+j+h. =
=

Up—ge T Coy,20-302¢~3,t-2041%¢~2 T
2e—4

21 C-1,5(5,t-2e+1 T G, t~2¢42) Ut—zes145 T
J:

https://doi.org/10.1017/50027763000026647 Published online by Cambridge University Press


https://doi.org/10.1017/S0027763000026647

230 E. RAY BOBO

e—2

2
ng (c—l,j) 9j,t~2e+207,t—2e+2+i Wt —2er242; T
e-3

2e—4A—h
pM [ D3 C-1,0C=1,5(On, t-2e+205, t—2er2+n +
AZ1 +1

j=h
gj,t—2e+2gh.t—ze+2+j)ut—2e+2+h+j] .
It can easily be seen that for 2<e=<r and 1<j<t¢t—4 we have both

Goe-3,t-2e+1 = 0 and g; ; s041 = Gj,t-2e42 » Also, for 3<e<7 and 1<j<e—2,
we have

9i,t-2e+207,t-20424+7 = O.

It can be shown that

On,t-2e+29j,t-2e+2+n = Gj,t~2e+20n,t-2e+2+j

for a<e<r, 1<h<e—3, and h+1=<j<2¢—4—h. Therefore, Clu,_,.)
=u,_,, and (4) is obtained.
It now follows immediately from (2) and (4) that

®) Coroy = 81,9y for 0Oi=<t—3.
We now claim that:
(6) If B is defined by
B(u;) =e:‘;:‘21 Ci oty for —1<i<r-—2,
then Be ;.

Let —1<:, j=<r—2. Since C(uu;) = C(u;)C(u;), a linear independence
argument yields that

B(uiuj) = B(ui)B(uj) + (Ci,—lcj.r—l + ci,'r—lcj,—l)u'r—z .
But by (1) and (5), we have

€i,=1Cj,r-1 7+ €i,r=1Cj,-1 = 0

in all possible cases. Hence Be ;.
A rather combinatorial, several case argument utilizing (1) and (3)
proves the following partial converse to (6):

(N Let Be o4 with

https://doi.org/10.1017/50027763000026647 Published online by Cambridge University Press


https://doi.org/10.1017/S0027763000026647

AUTOMORPHISM GROUPS OF JORDAN ALGEBRAS 231

B(u;) = r_i}zlbi,eue for —1<i<7—2.
If C is defined by

r—2
Clu,) = _Z‘.lbi,eue for —1<i<r—2

and

t—2

Clu) = X 1b£_,,e_rue for r—1<i<t—2

e=y—

then Ce %%., .

It now follows immediately from (6), (7), and the induction hypothesis
that the matrix (c;;) of an element of .94, has

iy = by; for —1<i,j<r—2

where (b;,;) is a matrix of form A,. Note that (3) says c,.,; =0 for
—1<i,j<r—2. That the matrix of an element of _%%,, satisfies each
of the five other properties required for it to be of the form A,,, is reason-
ably direct to establish by invoking some combinatorics, linear independence,
(8), and (4).

Conversely, let A = (c;,;) where —1<1i, j<t —2 be any matrix of form
Aiy. We will show that A€ o4,,. It is clear from the definition, that
appropriate analogues of (3) and (4) are true for matrices of form A,,.
Since A is triangular with non-zero diagonal entries, A is a non-singular
linear transformation of S[2%*!] onto itself.

We must prove that if uu; = g; ;u:.;, then

gi,jA(ui+j) = A(ui)A(uj)
for —1<i,j<t—2. This is trivial when both 7/ and j are even. When
i is even and j is odd, it follows since
9:,iCi+j itn = Cj,ni,n
for j+2<n<t—2-—1.
Suppose ¢ and j are both odd. Since
Ci,ivnGj,i4n = Cj,j+n9i,+n

for 2<h<t—2—1i—j, we have A(u,)A(u,;) =

fbmiej
9i,iUi; + 2 . Cii+mCi,j+nQitm,jenWhivjrmen o
mn=
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If i =j, then [A(«x)]? =
r—1—i
Giitbes + 2 [CiriamPGiem, 1o mUsivom T+

m=2

23 2 € iemCirianTiem it nhotmen
m,n

where the last summation is taken over all m and #» such that both
2=m<n<t—4—2{ and m+n=<t—2—2i. Since ¢,,, =0 for h+0,
[Au) 2= 0= A(u?). If i<j, then

CiiivmCi,jendism,jin =0

for 2<m,n<t—4—i—j. Hence Au)Au,) = gijthir; = Gi, jA(thir;) .

So in all cases, we have exhibited that a matrix of form A, is the
matrix of an element of .o%,, with respect to the canonical basis. This
completes our main induction and hence the proof of Theorem 1.

2. The Automorphism groups.

DEeriniTION.  Let %, be the group which is generated by 2" —2 gene-
rators G; where 1<<i<2"—2 and »=2. Let

Gi=1Ifor 1=<=i<2"—2.

Define commuting relations on the generators inductively as follows: In
Fy let GGy, =G,G,. Set r=2° and s=2¢'  Assuming that &, is
defined, embed % as a subgroup into %,,. Then for 1<i<s—2 and
—1<j=<s—2 define
GiG,” _ { Gr+1+i+jGr+jGi when GiGs+j = Gs+1+i+st+jGi

G,+;G; when G,Gy.j = Gy G;

and

G.C { Grisi14i4iGraseiGi when GiGsij = Goi1404iGs4 Gy
iUrystj =
e Gr+s+jGi when GiGs+j = Gs+sz'-

Also for —1< i, j<s—2 define

o { Grise14i45Gr4jGsrs When ¢+ 7 is odd and i+ j<s—2
B G,+;Gss; Otherwise

and

Gs+iGr+s+j = Gr+s+jG:+i .
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Finally for —1<i<j<7r—2 define

Gr+iGr+j = Gr+jGr+i .

THEOREM 2.  The automorphism group of the Jordan algebra S[2"] over the
field ], is B, that is, the set of all matrices of the form A, forms a group under
multiplication and is Z, .

Proof. The proof is by induction on n.  Since it represents all auto-
morphisms of S[2"] by Theorem 1, the set of all matrices of the form A4,
forms a group .97, under multiplication. Clearly, the order of _o7, is 22"°%

Let [{,,45 ¢+ + +,i,] denote that element of _g7, with

{1 for 1<j<m
1'/=

{ 0 otherwise

where (< i, < +.+<i, and 1<m=<2"—2.

We begin by considering &%. Let G, =[11 and G,=1[2] Then
G=G2=1 and G,G, =[1,2]1 =G,G,. So G, and G, generate . Hence
% 18 F.

Observe that 94 may be considered as a subgroup of _o%,, by identi-
fying [iy, is =+, inl € % With [, 45 « « *,in] € Yy Where 1<<m=<r—2.

Let G, =[i]. Suppose that 94 is . for this choice of the G,. We
will show that these G; satisfy the defining relations of  %;,, and generate
A%-i-l .

Suppose —1<1i, j<<s—2. By the definition of matrices of the form
A, We can write

Gs+1: =

X

1
and G,«.;_j =

0

0

o HOO O
or—tOk:

0 0
1 Y
0 0
0 1

o o O© =

1 0
0 0
0 X
0 1

where X and Y are certain s by s matrices and 0 and 1 are the s by s
zero and identity matrices respectively. Let He 94., with

Gs+iGr+j = HGr+st+i .
Then
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© o o w
© o ~ o
© r o o
H o o N

where Z= XY —YX., It can be shown that

1 0 0 XY
0 1 0 0
0 0 1 0
0 0 0 1

1S Grise1400; when 7 is odd and i+ j<s—2 and is I otherwise. It follows
that

i Griss14i4; When i+ 7 is odd and i +7<s—2
i otherwise.

The other commuting relations follow by similar block matrix arguments.
Using the induction hypothesis it is easy to verify that G2 =1 for all .

We must still show that the set {G;: 1<<i<t—2} generates %, .
We will exhibit an algorithm for obtaining an element [i,, i, «++, i,] of
i+, Where 1<m=<1t—2, as a product of the G, This will be done by
induction on m, For m=1, [i,]1=G,,.

Suppose that [i;, i ***, im-y] has been expressed as a product of the
G.. We will express [i,,75 * * *im-1,in] as a product of [i,, iy * ¢, inil
and the G..

Now G, =[e]l = (c;,;), where 1<<e<t —2, has the properties that

Cij=10;; for —1<i<e —1<j<e—1
Coy,e=1
Cio=0;, fOor 0=i<e.
Hence
(i1, 20y * ¢ *y im-1)Gin =

[d1y80y s ooy Tmots Lms J110 J1vs * ° 'a]l,mJ
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where j, ,>i, and 0m, <t —2—1i,. If m =0, then we are done. If
not, then

[ipiay e, im—l]GimGh.l =
[in gy ** %y imes Tms J2,19 J2,20 * ° '9.72,m2]

where j,,>j,,, and 0<my, <t —2—j;;. If m, =0, then we are done. If
not, then

[ily iza Sty im—l]GimGjl,lsz,l =
[il, gy s o, im—l: Ly j3.1!j3.2’ . '9j3,m3]

where j;; > j,, and 0<my<<t —2—j,,. If my=0, then we are done. If
not, then consider

[i1585, % =, im—l]GimGj1,1Gj2.1st.1 .

It is clear that this process must terminate. This completes the proof of
Theorem 2.
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