
AUTOMORPHISM GROUPS OF JORDAN ALGEBRAS

E. RAY BOBO

Introduction and the Jordan algebras. In his development of a

structure theory for Jordan algebras of characteristic two, E.C. Paige [1]

introduces an important class of central simple Jordan algebras S[2n]. It

is the purpose of this paper to completely determine the automorphism

groups of the algebras S[2TO]. The automorphisms will be represented as

matrices operating on a natural basis for the underlying vector space of the

algebra. Using this characterization, generators and relations will be ob-

tained for each of the automorphism groups. In this way, we will produce

an infinite family of finite 2-groups.

DEFINITION. Let S[2Λ] be the vector space over the field J2 of two

elements with basis {u-u u09 ul9 , um~} where m — 2n — 2 for n^2. Let

= Ui for — 1 ̂  i ̂  2n — 2,

-i = uj-i for 0 ̂  j ^ 2n — 2,

UjUi for —!-<, i, j^2n — 2.

For n = 2, set u1u2 = uλ

2 = u2

2 = 0. For k > 2 , consider S[2k] as a subspace

of S[2k+1l Then define

ur+iuj = gitjUr+i+j

for r = 2k, — l^Li^r — 2, and 0^j^r — 2 when UiUj = 9ijUi+j where gίtf

is 0 or 1. Also define

ur+iur+J- = 0

for r = 2* and — 1 ̂  i, j^r — 2.

1. The automorphisms.

DEFINITION. Define a set of 2n by 2U matrix forms Λn inductively as

follows: Let
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where ax and a2 are elements of the field /2. Set r = 2*, s'=2*"S and

/ = 2*+1. Assume that ^ = (bitj) is defined in terms of elements ae of / 2

where 1 ̂  β < r — 2 and — 1 ̂  i, j^r — 2. Then define Λm = to,,) in

terms of elements ae of /2 where 1 ;< e :< ί — 2 and — l^i, j^t — 2 by

for — 1 :< ί, j ^r — 2, and

Ci,r+s+j

Cs+it.r + j =

for — 1

0 or 1.

i9 j ^ 5 — 2 and 1 ^ £ < r — 2 when bίt s+j = hitS+jae where hitS+j is

THEOREM 1. The matrices of form An are precisely the matrices of the

automorphisms of the Jordan algebra S[2Λ] over the field J2 with respect to the cano-

nical basis.

Proof. The proof is by induction on n. It is straightforward to show

that the theorem is true for n = 2.

For the remainder of this paper, set r = 2fc, s — 21c~ί, and t = 2k+1. Let

S/v. be the set of all automorphisms of S[2n] over / 2 . Suppose that the

matrices of form Λk are precisely the matrices of the elements of J ^ with

respect to the canonical basis elements ut where — 1 ̂  i ^ r — 2. We will

show that the matrices of form Λk+1 are precisely the matrices of the ele-

ments of J^fk+1 with respect to the canonical basis elements ut where

— 1 <£ i ί£ f - 2.

Let C G J ^ + i and denote
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= Σ cz,eue for - 1 < i ̂  t - 2.

Let 3 W denote the Kronecker delta. It is fairly easy to verify each of the

following relations:

Co.e = ̂ o.e for - 1 ̂  e :< t - 2,

^,o = δ M

 f o r — 1 ̂  f ̂  ί — 2,

(1) Ci.-i = ̂ ,-i for - 1 ̂  t ̂  ί - 2,

(2) Ci.r-! = ci+ur for 0 ^ ί ̂  t - 3.

A straightforward, but lengthy, simultaneous double induction yields that :

r ci%e = 0 for — 1 ̂  e < i ̂  / — 2

(3) c<fi = 1 for -l^i^t-2

{ cίti+1 =0 for —l^i^t — 1.

We shall next prove that

(4) ctJ = δitj for —l^i, j ^ t — 2 and t = 0 (mod2).

By (3), we know that C{ut-2) = ut~2 Suppose C(^c_2e+2) = ut-2e+2 where

e^Lr. We need to show that C(ut-2e) — ut-2e

Now C(ut-2e+1) = C(wί_2e+2)C(w_1) =

(M^2β+2)(«-l + Σ C-U

j=ι ~ 1 > J 3 t t 2 e + 2 ι 2e+2+J

where umun = gm,num+n. (Our convention is that summations from m to n

are taken to be zero whenever m > n.) Then C(ut-2e) = C{ut^2e-hi)C{^-ί) =

2e-3

2e-A

Σ C-l

2e-5

Σ C-l

2e-A

Σ C-Σ CliW,t-2β+l "t" 9j,t-2e+2JUt-2e+l+j
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e-2

Σ \C-lj) 9
ii

e-3 Γ 2e~4-h

Σ Σ C-l,hC-l,j\9h,t-2e+29j,t-2e+2+h
h=l L i=/i+l

flry,C-2e+2flrΛ,ί-2e+2+t/)^ί-2e+2+Λ + /

It can easily be seen that for 2<e^r and l ^ j ^ t — 4 we have both

g2e-3,t-2e+i = 0 and gjtt-2e+i = 9j,t-2e+2 Also, for 3 ̂  ^ ̂  r and 1 ̂  ^ ^ — 2,

we have

9j,t-2e+29j,t-2e+2+j = = 0.

It can be shown that

9h,t-2e+29j,t-2e+2+h = 9j,t-2e+29h,t-2e+2+j

ΐov A^e^r, l<h^e — 3, and A + 1 ̂ i < 2 e — 4 — A. Therefore, C{ut-2e)

= ut-2e and (4) is obtained.

It now follows immediately from (2) and (4) that

(5) ct,r-i = ̂ .r-i for O^i^t — 3.

We now claim that :

(6) If B is defined by

r-2

B(Ui) = Σ citβuβ for - 1 ̂  i ^ r - 2,
β = - l

then ^

Let — 1 < / , j ^ r — 2. Since C(UiUj) = C{U^C(UJ), a linear independence

argument yields that

= B(Ui)B(Uj) + {Ci.-ίCj.r-i + Ci,r-lCj,-i)ur-2 .

But by (1) and (5), we have

in all possible cases. Hence B e J ^ J .

A rather combinatorial, several case argument utilizing (1) and (3)

proves the following partial converse to (6):

(7) Let B e j ^ with
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t) = rf] bitβuβ for - 1 ̂  i <ς r - 2.
l

If C is defined by

r-2

Σ i i iβ«β for -
e=-l

and

= Σ *i-r |β-r«e for Γ - 1 <£ f ί£ f - 2,

then C e ^ + i

It 7Z0W follows immediately from (6), (7), and the induction hypothesis

that the matrix (citί) of an element of J ^ + 1 has

dj = *<.y f° r — 1 ̂  i, i ̂  r — 2

where (δ<ty) is a matrix of form Λfc. Note that (3) says cr+ij = 0 for

— l ^ z , j^r — 2. That the matrix of an element of J^ί+i satisfies each

of the five other properties required for it to be of the form Λk+1 is reason-

ably direct to establish by invoking some combinatorics, linear independence,

(3), and (4).

Conversely, let A = (citJ) where — 1 ̂  i, j ̂  t — 2 be any matrix of form

Ak+1. We will show that A e J ^ + 1 . It is clear from the definition, that

appropriate analogues of (3) and (4) are true for matrices of form Ak+ί.

Since A is triangular with non-zero diagonal entries, A is a non-singular

linear transformation of S[2k+1] onto itself.

We must prove that if utUj = 9ijUi+j9 then

gitjA(uί+j) =

for — l ^ ί , j^t — 2. This is trivial when both i and j are even. When

i is even and j is odd, it follows since

9ίjCi+j,i+n ~ Cj,n9i,n

for j + 2^n?ct -2- i .

Suppose i and j are both odd. Since

Ci,i+h9j,ΐ+h = Cj,j+h9i,j+h

for 2 :< A :< t — 2 — i — j 9 we have A{u^A{u3) =

9i,jUi+j + 2 Ci,i+mCj,j+n9i+m,j+nUi+j+m+n
tn,n=2
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If i = , then

r-l-i
9ί,iU2ί + Σ LQ,Ϊ+TOJ 9i+m,ί+ m^2ί+2m "f"m=2

2 Citi+mCiti+nQi+m,i
m,n

where the last summation is taken over all m and n such that both

2^m< n^t — 4 — 2i and m + n^t — 2 — 2%. Since ghth — 0 for h^O,

[A(u%)Y = 0 = A{Ui2). If f < j , then

Ci,i+mcjJ+n9i+mJ+n ~ 0

for 2:<m, n^t —4— i — j . Hence A(Ui)A(uj) = gίtjui+j = gίtjA(uί+j).

So in all cases, we have exhibited that a matrix of form Ak+1 is the

matrix of an element of J ^ + 1 with respect to the canonical basis. This

completes our main induction and hence the proof of Theorem 1.

2. The Automorphism groups.

DEFINITION. Let &n be the group which is generated by 2̂  — 2 gene-

rators Gι where 1 ̂  i ̂  2n — 2 and n ;> 2. Let

G,2 = / for 1 ̂  i < 2W - 2.

Define commuting relations on the generators inductively as follows: In

^ £ , let G2G2 = G2Gi. Set r = 2k and s = 2fc~1. Assuming that ^ is

defined, embed &fκ as a subgroup into ^ ί + 1 . Then for 1 < f ̂  s — 2 and

— 1 < 7 < 5 — 2 define

f Gr+1+i+jGr+jGi w h e n GiGs+j = Gs+ϊ+i+jGs+jGi
GiGr+j = j

I G r + i G , when G<G,+y = Gt+iG<

and

Gr+s+i+i+jGr+s+jGi w h e n GiGs+j — Gs+1+i+jGs+jGi

Gr+s+jGi when GiGs+j = Gs+jGi.

Also for — 1 < /, y < s — 2 define

G r + s + 1 + ί + ; G r + i G s + i when i + y is odd and i + j<s — 2

and

Gs+iGr+j — (

Gr+jGs+i otherwise
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Finally for — 1 ̂  i < j ^ r — 2 define

THEOREM 2. The automorphism group of the Jordan algebra S[2n] over the

field J2 is &fn that is, the set of all matrices of the form Λn forms a group under

multiplication and is &n.

Proof. The proof is by induction on n. Since it represents all auto-

morphisms of S[2n] by Theorem 1, the set of all matrices of the form An

forms a group j ^ n under multiplication. Clearly, the order of Ssfn is 22""2.

Let [i19 i29 , im~l denote that element of J*fn with

1 for l : < /

0 otherwise

.m

where i1 < i2 < < im and 1 ̂  m ̂  2n — 2.

We begin by considering J ^ . Let Gx = [1] and G2 — [2]. Then

Gj2 = G2

2= I and GλG2 = [1,2] = G2GX. So Gx and G2 generate J ^ . Hence

Sf2 is ^ 2 .

Observe that J^J may be considered as a subgroup of J^fk+1 by identi-

fying [i19 i29 , f j 6 j / t with [i19 i2, , i J e J^ί+ 1 where 1 ̂  m < r - 2.

Let G* = [t]. Suppose that J ^ is ^ for this choice of the Gt. We

will show that these Gt satisfy the defining relations of &k+1 and generate

By the definition of matrices of the formSuppose —

Ak+1, we can write

1

0

0

0

X

1

0

0

0

0

1

0

0 N

0

X

1 ,

and Gr+j =

' 1

0

0

v 0

0

1

0

0

Y

0

1

0

0

Y

0

1

where X and Y are certain s by s matrices and 0 and 1 are the s by 5

zero and identity matrices respectively. Let H<E S/^ with

Then
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H =

1 0 0 Z

0 1 0 0

0 0 1 0

0 0 0 1

where Z = XY — YX. It can be shown that

1

0

0

0

0

1

0

0

0

0

1

0

XY

0

0

1

is Gr

that

when i is odd and i + j < s — 2 and is / otherwise. It follows

H =
Gr+s+1+ί+j when i + j is odd and / + j< s — 2

I otherwise.

The other commuting relations follow by similar block matrix arguments.

Using the induction hypothesis it is easy to verify that Gf = I for all i.

We must still show that the set {Gt : 1 ̂  i ̂  t — 2} generates J ^ + J .

We will exhibit an algorithm for obtaining an element [il9 i29 , im] of

j^ ί + 1 , where l^m^t — 2, as a product of the G*. This will be done by

induction on m. For m = l, ίij = Giί.

Suppose that [iu i2, , im-i1 has been expressed as a product of the

Gi. We will express [i19i2, , i »- i , i j as a product of {iί9 i2, , f^.J

and the G^

Now Ge = [e] = [ctj), where l^e^t— 2, has the properties that

ctj^δij for -l^i^e, -l^j^e-1

Hence

lτn-19
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where j u l > im and O ^ m ^ t — 2 — im. If m1 = 0, then we are done. If

not, then

where Λ.i^Λ.i a n d 0 ^ m 2 ^ ί ~-2 — j l t l . If m2 =0, then we are done. If

not, then

[Z'l, Z*2> * ' * 9 im-i]GimGjltlGj2tl =

Ulfhf * #> im-19 im9J3,l9J3,29 ' ' ' 9 7*3,m3]

where y3tl > j 2 t l and 0 ^ m 3 ^ ί — 2 — j 2 Λ . If m3 = 0, then we are done. If

not, then consider

It is clear that this process must terminate. This completes the proof of

Theorem 2.
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