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Abstract

Artificial intelligence (AI) promises to reshape scientific inquiry and enable breakthrough discoveries in areas such as energy storage, quan-
tum computing, and biomedicine. Scanning transmission electron microscopy (STEM), a cornerstone of the study of chemical and materials
systems, stands to benefit greatly from Al-driven automation. However, present barriers to low-level instrument control, as well as gener-
alizable and interpretable feature detection, make truly automated microscopy impractical. Here, we discuss the design of a closed-loop
instrument control platform guided by emerging sparse data analytics. We hypothesize that a centralized controller, informed by machine
learning combining limited a priori knowledge and task-based discrimination, could drive on-the-fly experimental decision-making. This
platform may unlock practical, automated analysis of a variety of material features, enabling new high-throughput and statistical studies.
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Introduction et al., 2004; Nogales, 2016; Shen, 2018), were early adopters of
this paradigm, fields such as electron microscopy of hard matter
have just begun this transition because of longstanding practical
barriers (Kalinin et al., 2015; Schorb et al., 2019; Ede, 2021;
Hattar & Jungjohann, 2021). Some of these barriers, such as
closed or proprietary instrumentation platforms, are the result
of business drivers, while others stem from a lack of accessible,
standard-based experiment frameworks (Kalidindi & De Graef,
2015; Spurgeon et al., 2021). As a result, the adoption of data sci-
ence in microscopy has been highly fragmented, with some insti-
tutions able to develop powerful custom instrumentation and
analysis platforms, while others have been unable to integrate
these practices into everyday analysis workflows (Maia Chagas,
2018). There is presently a great need to design a practical and
generalizable automation platform to address common use cases.
The two essential components of any automation platform are
low-level instrument control and decision-making analytics. In the
case of the former, researchers are typically forced to choose
between accepting the control limitations set by manufacturers
(often necessary to guarantee performance specifications) or
designing a bespoke instrument. The community has developed
multiple innovative approaches to high-throughput screening
and automation (Carragher et al, 2000; Mastronarde, 2003;
Schorb et al., 2019), most prominently in the fields of cell biology
izhese auth;jrs Conttrlilbutes equallLY-S i | (Coudray et al,, 2011; Yin et al., 2020), medical diagnostics
i e e e ol e ey (Gurcan t al, 20055 Martin-lsla € al, 2020), singleparie
cryo electron microscopy (Liu et al,, 2016; Frank, 2017), but
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Data Analytics. Microsc Microanal 28, 1611-1621. doi:10.1017/S1431927622012065 also in crystallography (Rauch & Véron, 2014), semiconductor

The history of science is punctuated by the development of tools,
approaches, and protocols to more richly probe the natural world
(Daston & Elizabeth, 2011). Watershed discoveries have been
directly linked to humanity’s sophistication in designing and exe-
cuting increasingly revealing experiments. The rise of clean energy
(Zhang et al, 2019), the silicon revolution (Van Benthem &
Pennycook, 2007), and designer medicine (Frank, 2017; Shen,
2018) are just a few results of seeing the world through better spa-
tial, chemical, and temporal lenses. Traditionally, manual
approaches have kept pace with experimentation, but today all sci-
entific domains produce data at a scale and complexity far exceed-
ing human cognition (Baraniuk, 2011; Gupta et al., 2018). This
situation has yielded an ironic surplus of data and shortfall of
immediately actionable knowledge, motivating the development
of automation and artificial intelligence (AI) to transform exper-
imentation (King et al., 2004; Vasudevan et al., 2019; Brown et al,,
2020; Noack et al., 2021; Stach et al., 2021). While some commu-
nities, such as chemical synthesis (Takeuchi et al., 2005; Hése
et al., 2019; Higgins et al., 2020; Xu et al., 2020; Shields et al.,
2021), crystallography (Abola et al., 2000; Arzt et al, 2005;
Noack et al., 2021), and biology (Carragher et al., 2000; King
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metrology (Strauss & Williamson, 2013), and particle analysis
(House et al., 2017; Uusimaeki et al., 2019). More recently, man-
ufacturers have begun to provide increased access to low-level
instrument functions (Meyer et al,, 2019; Kalinin et al., 2021;
PyJEM). These application programming interfaces (APIs) can
potentially be integrated into existing machine learning (ML)
pipelines (Ziatdinov et al., 2021) and may enable new control
frameworks, such as “measure-by-wire” auto-tuning (Tejada
et al., 2011) and Gaussian-process-driven experimentation
(Vasudevan et al,, 2019; Stach et al., 2021). However, because
these APIs are in their incipient development phase and require
programming, hardware, and microscopy expertise, few control
systems have been designed to take advantage of them. Further
complicating the situation, modern instruments often incorporate
components from different manufacturers (e.g., cameras, spec-
trometers, and scan generators), whose lack of feature and access
parity complicate any “open controller” design. The ideal “open
controller” should (1) serve as a central communications hub
for low-level instrument commands, (2) scale to include addi-
tional hardware components, (3) connect to external sources of
data archival, and (4) integrate on-the-fly feedback from analytics
into the control loop. Ultimately, the goal of any such system is to
handle low-level commands, allowing the researcher to focus on
high-level experiment design and execution. This goal does not
mean that the researcher should be ignorant of the underlying
operation of the instrument; rather, it acknowledges that most
experiments aim to collect physically meaningful materials and
chemical descriptors (e.g., morphology, texture, and local density
of states) (Curtarolo et al., 2013), rather than raw (meta)data infor-
mation (e.g., stage coordinates, probe current, and detector counts).

Alongside practical low-level instrument control, decision-
making analytics is another necessary part of any automation
platform. Traditional instrument operation has been based on
human-in-the-loop control, in which a skilled operator manually
defines experimental parameters, collects data, and evaluates out-
puts to decide next steps. However, this approach is poorly suited
to the large data volumes and types now routinely generated
(Spurgeon et al,, 2021); humans have trouble analyzing higher
dimensional parameter spaces, are prone to bias and omission
of steps, and often cannot respond fast enough (Taheri et al,
2016). Analytics approaches must therefore be developed that
can quickly define actionable metrics for closed-loop control.
The field of computational imaging has devised approaches
(Voyles, 2017) to both improve data quality (e.g., denoising and
distortion correction), and extract information using methods
such as component analysis and ML. Deep learning approaches,
such as convolutional neural networks (CNNs), have grown in
popularity in microscopy because of their ability to learn general-
izable models for trends in data without specific a priori knowl-
edge of underlying physics (Ede, 2021; Roccapriore et al., 2021).
These methods can effectively interrogate large volumes of data
across modalities (Belianinov et al., 2015) and can be accelerated
using embedding computing hardware to reduce processing
times. Among its many applications, ML has been used to effec-
tively quantify and track atomic-scale structural motifs (Ziatdinov
et al., 2017; Madsen et al., 2018), and has shown recent successes
as part of automated microscope platforms (Kalinin et al., 2021;
Trentino et al., 2021). Despite these benefits, CNNs are inherently
constrained, since they typically require large volumes (100 to
>10k images) of tediously hand-labeled or simulated training
data (Aguiar et al.,, 2020). Due to the wide variety of experiments
and systems studied in the microscope, such data is often time-
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consuming or impossible to acquire. In addition, a training set
is typically selected with a predetermined task in mind, which
is difficult to change on-the-fly to incorporate new insights
obtained during an experiment.

Recently, few-shot ML has been proposed as one alternative
approach to learn novel visual concepts based on little to no
prior information about data (Altae-Tran et al., 2017; Finn
et al,, 2017; Rutter et al., 2019). Few-shot is part of the broader
field of sparse data analytics, which targets the challenge of learn-
ing with limited data (Yao, 2021). In this approach, offline CNN
pre-training is performed once using a typical network, such as
Resnet101 (He et al, 2016), followed by the online application
of a meta-learner specialized using a limited number of user-
provided examples; this approach has the benefit of computa-
tional efficiency (since the offline training is performed only
once) and flexibility to adapt to different tasks. Few-shot has
seen minimal usage within the materials science community, pri-
marily in the analysis of electron backscatter diffraction (EBSD)
patterns (Kaufmann et al., 2021), but it has great potential to
inform triaging and classification tasks in novel scenarios. We
have recently demonstrated the efficacy and flexibility of the few-
shot approach for segmentation of electron microscope images
(Akers et al,, 2021); using just 2-10 user-provided examples in
an intuitive graphical user interface (GUI) (Doty et al.,, 2021), it
is possible to quickly classify microstructural features in both
atomic-resolution and lower-magnification images. The output
of the few-shot approach is essentially a feature map and statistics
on their relative abundance. In addition, it is possible to easily
extract pixel coordinates for desired features, which offers a path-
way to feedback in a closed-loop automation system.

Here, we describe the design of a scanning transmission elec-
tron microscope (STEM) automation platform based on few-shot
ML feature classification. We demonstrate the ability to acquire
data automatically according to a predefined search pattern
through a central instrument controller. This data is passed to
an asynchronous communication relay, where it is processed by
a separate few-shot application based on user input. The pro-
cessed data is used to identify desired features, which may even-
tually guide the subsequent steps of an experiment.
Additionally, we demonstrate that, in combination with a stage
montaging algorithm, automated data collection can be per-
formed over large regions of interest (ROIs). A particular advan-
tage of the few-shot approach is that it can classify features and
guide the system by task, which can be changed on-the-fly as
new knowledge is gained. We argue that this approach may
lead to more intelligent and statistical experimentation in both
open- and closed-loop acquisition scenarios.

Materials and Methods
Sample Preparation

The TEM sample of molybdenum trioxide (MoOj3) flakes selected
for this study has traditionally been utilized to calibrate diffraction
rotation (Nakahara & Cullis, 1992). Small, electron transparent
platelets of varying dimension (100 s nm to um) are drop cast
onto a carbon film TEM grid.

Hardware

The microscope used in this study is a probe-corrected JEOL
GrandARM-300F STEM equipped with the PyJEM Python APIL
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The data shown are acquired in STEM mode at 300 kV accelerat-
ing voltage. A convergence semi-angle of 27.5 mrad and a collec-
tion angle range of 75-515 mrad were used, yielding a close to
high-angle annular dark-field (HAADF) imaging condition.
Data processing is performed on a separate remote Dell Precision
T5820 Workstation equipped with a Intel Xeon W-2102 2.9 GHz
processor and 1GB NVIDIA Quadro NVS 310 GPU.

Automation Software

The automation system is composed of hardware and software
components, each running in its own environment, and tied
together by a central application. HubEM acts as the main end-
use application for the system. It serves as a point for entering
configuration, storing data, and directing the cooperation of
other components through inter-process communication. It is
implemented in C#/Python and uses Python.NET 2.5.0, a library
that allows Python scripts to be called from within a NET
application.

PyJEM Wrapper is an application that wraps the PyJEM 1.0.2
Python library, allowing communication to the TEMCenter con-
trol application from JEOL. It is written in Python and runs on
the JEOL PC used to control the instrument. The application
receives messages from HubEM directing it to perform various
functions such as stage motion and image acquisition. Image
data is returned to HubEM for visualization and processing.

Stitching is performed by proprietary image stitching software
running under HubEM as a library. As HubEM receives images
from PyJEM Wrapper, this software is used to create an image
montage for user visualization.

WizEM is the machine learning analysis engine of the system.
It receives images from HubEM and processes them, returning
both processed images and analysis data. It runs on a linux server
and is implemented in Python 3.8., as described in the section
“Few-Shot Machine Learning.”

All components (except stitching) are tied together using
inter-process messaging. The custom protocol is on ZeroMQ
and implemented in PyZMQ 19.0.2. It allows commands, images,
and metadata to be passed from process to process. Depending on
requirements, the system may use an asynchronous (Pub/Sub) or
synchronous model (Request/Reply).

The distributed architecture of the system allows for interfac-
ing new components into the system via future APIs. For instance,
GMS Python allows communication to the Gatan Microscopy
Suite (GMS) 3.4.3 for potential electron energy-loss spectroscopy
(EELS) acquisition. It runs as a Python script in the GMS embed-
ded scripting engine. A proof of concept has been developed in
consultation with Gatan, using ZeroMQ to allow communication.

Few-Shot Machine Learning

The application for few-shot ML analysis has been described else-
where (Doty et al, 2021). In brief, the application integrates
Python, D3, JavaScript, HTML/CSS, and Vega-lite with Flask, a
Python web framework. The front-end interactive visualization
was created with JavaScript and HTML/CSS. The Flask
Framework allows the inputs from the front-end user interaction
to be passed as input to the Python scripts on the back-end. The
Python scripts include the few-shot code (Akers et al., 2021) for
processing the image and the WizEM code for receiving the
image and sending back the processed image. Model execution
time to perform inference on the full montage in Figure 4 is
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<10s with GPU acceleration and 139s with a desktop-level
CPU only. Performance for the two tasks shown is comparable.

Image Stitching

Stitching is performed using a custom Python 3.7.1 script. It can
be run locally as a library or run as a standalone application on a
remote machine to gain more processing power. The script works
as follows. First, the acquired images were converted to grayscale
to remove redundant information, as all the RGB channels are
identical. Then, the images were normalized to have mean pixel
intensity of 0 and the maximum of the absolute value of intensity
was normalized to 1 to adjust for differences in illumination or
contrast. The cross-correlation of the two images was then com-
puted for every possible overlap between them. While it is not
computed this way for efficiency purposes, intuitively the cross-
correlation can be thought of as sliding one image over the
other and pointwise multiplying the pixel values of the overlap-
ping points and then summing. Larger values of the cross-
correlation correspond to better agreement in the features of the
two images because similar values, either positive or negative,
will square to positive contributions. If the values are dissimilar
(i.e., a mixture of positive and negative values), then they tend
to cancel out which leads to smaller values that indicate worse
agreement. As such, this computed value is used to search the
possible overlaps to find a local maximum. However, there is
subtlety in how this maximum is determined, because if the
image shows periodic structure, then there could be many local
minima in the cross-correlation. In general, the global maximum
will typically occur when the images are almost completely over-
laid because there are numerous pixels that are summed, even if
the overall alignment of features is poor. To compensate for
this effect, and to emphasize the fact that we are prioritizing align-
ment of images, the cross-correlation is normalized by the num-
ber of pixels that were summed to compute the value.

Results and Discussion

The design of any external microscope control system is naturally
complex, since hardware components from multiple vendors
must be networked to a custom controller and analysis applica-
tions. For simplicity, we divide our design into three systems:
Operation, Control, and Data Processing. The Operation System
is a communication network that connects complex, low-level
hardware commands to a simple, high-level user interface. The
Control System potentially encompasses both open- and
closed-loop data acquisition modes, based on few-shot ML feature
classification. Where the Operation System abstracts hardware
commands, the Control System abstracts raw data into physically
meaningful control set points. We explore the operation of such a
control scheme in the context of a statistical analysis of MoO3
nanoparticles. Finally, the Data Processing System includes
on-the-fly and post hoc registration, alignment, and stitching of
imaging data. Together, this architecture may enable flexible, cus-
tomizable, and automated operation of a wide range of micros-
copy experiments.

Operation System

As shown in Figure 1, the backbone of this platform is a distrib-
uted Operation System for acquiring image data in an open-loop
fashion, analyzing that data via few-shot ML, and then optionally


https://doi.org/10.1017/S1431927622012065

1614 Matthew Olszta et al.
(a) Direction Level (b) Communication Level (c) Hardware Level
| | |
| \ \ |
initialize data + metadata
HubEM ~ | Cloud archive beam scanning
archive data + metadata
|— Session config data |— Curated library ]
|—M tadata L~Sta dard method | Shgnment
etada ndard methods |
instructions 1 §
data - e
¥R stage
; PyJEM Wrapper | < >
WizEM control —
L ZMQ
Task selection data relay
|— Model parameters —_— data detectors
features “—— | GMS Python -
—
control >

Fig. 1. lllustration of the operation system architecture, consisting of (a-c) Direction, Communication, and Hardware Levels, respectively. Arrows indicate the flow of
signals between different hardware and software components at different levels of the architecture.

automatically deciding on the next steps of an experiment in a
closed-loop fashion. The distributed nature of the system allows
for analysis execution on a separate dedicated ML station,
which is optimized for parallel processing, acquisition and control
of various instruments in a remote lab, as well as remote visuali-
zation of the process from the office or home. This remote visu-
alization stands in contrast to remote operating schemes, which
can suffer from latency and communication drop outs that impact
reliability.

The operation system consists of three levels: a Direction Level,
a Communication Level, and a Hardware Level. The Direction
Level (Fig. 1a) includes two applications, HubEM and WizEM,
designed for overall operation and few-shot ML analysis, respec-
tively. These applications are the primary means for the end-user
to interact with the microscope once a sample has been loaded
and initial alignments have been performed. Each of these com-
ponents is a separate process and may run on separate machines.
HubEM is the main data acquisition application. It sends session
configuration information to instrument controllers, receives
data/metadata from them, and collates this information for a
given experiment. HubEM passes instrument data to WizEM
for few-shot ML analysis and receives analyzed data back for stor-
age and real-time visualization. WizEM is a few-shot ML applica-
tion featuring a browser-based Python Flask GUI (Doty et al,
2021). It is used to classify and record the quantity and coordi-
nates of user-defined features in images. The results of the anal-
ysis can be displayed to the user at the end of an open-loop
acquisition or eventually used as the basis for closed-loop decision
making, as described in the section “Control System.”

Next, we consider the Communication Level shown Figure 1b,
which connects the end-user applications to low-level hardware
commands. This level is intentionally designed to minimize the
amount of direct user interaction with multiple hardware sub-
systems, a process that can be slow and error-prone in more tra-
ditional microscope systems. Communications between various
parts of the system are handled by a central messaging relay
implemented in ZeroMQ (ZMQ), a socket-based messaging pro-
tocol that has been ported to many software languages and
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hardware platforms (Authors, 2021). The ZMQ publisher/sub-
scriber model was chosen because it allows for asynchronous
communication; that is, a component can publish a message
and then continue with its work. For instance, HUubEM can pub-
lish an image on a port subscribed to by WizEM. HubEM then
continues its work of directing image acquisition, storage, and
visualization, while periodically checking the WizEM port to
which it subscribes. Concurrently, the WizEM code “listens” for
any messages from HubEM via the ZMQ relay; these messages
will contain the image to be processed by the few-shot script.
WizEM analyzes the inbound data with the necessary parameters
for few-shot analysis (as explained in the section “Control
System” and Fig. 2). These parameters are selected by the user
via the WizEM GUI at the start of, or at decision points during,
an experiment. The output from the few-shot analysis is the pro-
cessed image, the coordinates of each classified feature, and sum-
mary statistics for display in HubEM. The WizEM code sends the
analysis output back to the ZMQ relay, where it can be received by
HubEM when resources are available. The HubEM application
can be connected to Pacific Northwest National Laboratory’s
(PNNL) institutional data repository, known as DataHub
(Laboratory, 2021). Data and methods, such as few-shot support
sets, autoencoder selection, and model weights, can be initialized
prior to an experiment and then uploaded at its conclusion.
The final, and lowest-level, component of the operation system
is the Hardware Level, shown in Figure lc. This level has typically
been the most challenging to implement, since direct low-level
hardware controls are often unavailable or encoded in proprietary
manufacturer formats. While many manufacturers have offered
their own scripting languages (Mitchell & Schaffer, 2005), these
are usually inaccessible outside of siloed and limited application
environments, which are incompatible with open Python or C+
+/C#-based programming languages. However, the recent release
of APIs such as PyJEM (PyJEM) and Gatan Microscopy Suite
(GMS) Python (Gatan, 2021) has finally unlocked the ability to
directly interface with most critical instrument operations, includ-
ing beam control, alignment, stage positioning, and detectors. We
have developed a wrapper for each of these APIs to define higher
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level controls that are then passed through the ZMQ relay. The
Hardware Level is designed to be modular and can be extended
through additional wrappers as new hardware is made accessible
or additional components are installed. Together, the three levels
of the Operation System provide distributed control of the micro-
scope, linking it to rich automation and analysis applications via
an asynchronous communications relay.

Control System

With the operation system in place, we can now implement var-
ious instrument control modes for specific experiments. As shown
in Figure 2, the instrument can be run under Open-loop Control
or Closed-loop Control, separated by a process of Feature
Classification. In Open-loop Control, the system executes a prede-
fined search grid based on parameters provided by the user in the
HubEM or downloaded from the DataHub institutional archive.
The former approach may be used in everyday scenarios, when
a user is unsure of the microstructural features contained within
a sample, while the latter may be used in established large-scale
screening campaigns of the same sample types or desired features.
An advantage of this approach is that sampling methods can eas-
ily be standardized and shared among different instrument users
or even among different laboratories.

As data are acquired via Open-loop Control, it is passed to the
WizEM application for feature classification shown in Figure 2b.
The support set and model parameters for an analysis can
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dynamically adjusted in an interactive GUI, as described in
Doty et al. (2021), or be initialized from the cloud. In the typical
application of the former process, the user selects one of the first
few acquired frames containing microstructural features of inter-
est. An adjustable grid is dynamically super-imposed on the
image, and the image is separated at these grid lines into squares,
called “chips,” of which a small fraction are subsequently assigned
by the user into classes to define few-shot support sets. Using just
2-10 chips for each support set, the few-shot application runs a
classification analysis on the current and subsequent images
sent by HubEM. Each chip in each image is classified into one
of the classes indicated in the support sets. The WizEM code
incorporated into the Flask application sends the colorized seg-
mented images, class coordinates, and summary statistics back
to HubEM for real-time display to the user. Once the user has
defined features of interest for the few-shot analysis, it may be
possible to operate the instrument in a Closed-loop Control
mode, shown in Figure 2c. In this mode, the initial search grid
is executed to completion according to the user’s specifications.
The user then pre-selects feature types to target in a follow-up
analysis (termed an “adaptive search grid”). After the initial few-
shot ML analysis is performed on each frame, the type and coor-
dinates of each feature are identified and passed back to HubEM.
The system may then adaptively sample desired feature types.
To illustrate a real-world example of instrument control, we
consider the common use case of nanoparticle analysis. We
have selected a sample of molybdenum trioxide (MoOs3) flakes,
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since it exhibits a range of particle sizes, orientations, and mor-
phologies. MoO; is an important organic photovoltaic (OPV)
precursor (Gong et al., 2020), has shown promise in preventing
antimicrobial growth on surfaces (Zollfrank et al.,, 2012), and,
when reduced to Mo, can provide corrosion resistance to austen-
itic stainless steels (Lyon, 2010). As shown in Figure 2a, the user
first acquires a predefined search grid within the HubEM applica-
tion. This search grid is collected with specific image overlap
parameters and knowledge of the stage movements to facilitate
post-acquisition stitching, as will be discussed in the section
“Data Processing System.” The observed distribution and orienta-
tion of the particles includes individual platelets lying both paral-
lel and perpendicular to the primary beam (termed as “rod” and
“plate,” respectively), as well as plate clusters. Particle coordinates
and type can then be measured automatically via few-shot ML
analysis. To do this, the initial image frames in the open-loop
acquisition are passed through the ZMQ relay for asynchronous
analysis in the WizEM application. In this separate application,
the user selects examples of the features of interest according to
a desired task, which is an important advantage of the few-shot
approach. As shown in Figure 2b, the few-shot model can, for
example, be tuned to distinguish all particles from the background
or to separate specific particle types (e.g., plates and rods) by
selecting appropriate support sets. Importantly, this task can eas-
ily be adjusted on-the-fly or in post hoc analysis as new informa-
tion is acquired. Using this information, image segmentation,
colorization, and statistical analysis of feature distributions is per-
formed on subsequent data as the Open-loop Control proceeds.
This information is passed back to the HubEM application,
where it is presented dynamically to the user.

In the eventual final mode of Closed-loop Control, the stage
may drive to specific coordinates of identified particles, adjusting
magnification or acquisition settings such as beam sampling or
detector. This step is the most challenging part of the experiment,
since it relies on precise recall of stage position and stability of
instrument alignment. Here, we propose a method for lower
(20-25 kx) magnification Closed-loop Control, which is nonethe-
less valuable for many statistical analyses. At higher magnifica-
tion, the stage is far more susceptible to mechanical imprecision
and focus drift, which requires considerably more feedback in
the control scheme. To better understand these challenges, we
next consider the details of the acquisition and the important
step of data processing for visualization and quantification.

Data Processing System

Alongside the Operation and Control Systems already described,
we have developed a Data Processing System for large-area data
collection, registration, and stitching of images. This processing
is important to orient the user to the global position of local
microstructural features and is needed for both closed-loop con-
trol and accurate statistical analysis. Building on the MoO; exam-
ple discussed in the section “Control System,” we next consider
the practical steps in the data acquisition process, as shown in
Figure 3. While this sample is ideal because it contains different
particle morphologies and orientations, it is also challenging to
analyze because of the sparsity of those particles (i.e., large frac-
tion of empty carbon background). It is therefore necessary to
perform lower magnification montaging in such a way that adja-
cent images are overlapped in both the x and y stage direction.
First, the user selects a single ROI within the Cu TEM grid
with no tears and a high density of particles, as shown
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schematically in Figure 3a, with the closed red circles representing
a desired feature on a support grid denoted by the blue back-
ground. This ROI is typically selected at lower magnification to
increase the overall field of view (FOV), but may also be selected
at higher magnification. Alternatively, fiducial markers, such as
the corners of a finder grid, may be used to define the ROIL In
either case, the x and y coordinates at the opposite corners of
the ROI are defined as the collection Start and End positions,
respectively.

Upon selection of the desired RO, the user is prompted to
enter both the magnification and the desired percent overlap
between consecutive images in the montage. Combined with the
Start and End positions, the montaging algorithm calculates
both the number of frames as well as the stage coordinates of
each individual image to be collected. Depending on user’s pref-
erence, the system can collect each image in a serpentine or a
sawtooth-raster search pattern, the latter of which is commonly
used in commercial acquisition systems. In the serpentine pattern,
a search is conducted starting in the upper left corner and moving
to the right until reaching the end of the row (nth frame). The
search then moves down one row and back toward the left, repeat-
ing row-by-row until the mth row is reached and the montage is
complete. In the sawtooth-raster, the search pattern also starts in
the upper left, moving to the right until the end of the row is
reached, just as in the serpentine pattern. At the end of the
row, the direction of movement is reversed all the way back to
the starting position before moving down to the next row, akin
to the movement of a typewriter. From a montaging and image
processing perspective there is little practical difference between
these two methods, so the reduced travel time of the serpentine
method is typically preferred. However, imprecision in stage
movements (e.g., mechanical lash and flyback error) can lead to
deviation in the precision of these approaches, particularly at
higher magnification.

As shown in Figure 3b, after selection of the ROI and start of
the acquisition, the program collects the first image (Image 1), at
which time the feature classification process in Figure 2b can be
used to define the classification task. The acquisition is optionally
paused while this step is conducted, and then a second image is
acquired (Image 2); the software then utilizes the predicted over-
lap coordinates to perform an initial image alignment check. The
montaging algorithm, described next, is then employed for fur-
ther refinement of the relative displacement between the two
images needed for feature alignment. We note that in Figure 3b
(Predicted overlap), the same particles (white asterisks) are
observed in each image, but are not overlapped with one another.
When further refinement of the montaging algorithm is applied
(Algorithm overlap), the particles overlap (again noted by the
white asterisk). Upon completion of the n frames in Row 1, the
acquisition proceeds until the mth row of data is collected and
the End position is reached. While shown in Figure 3c as com-
plete rows, during operation each image is stitched incrementally
to previous data collected in real-time. Once all stage positions
have been imaged, a Final montage is calculated, at which time
the user has the ability to manually or automatically select a
region of interest (e.g., the particles denoted by the white asterisk)
in order for the microscope to drive to the desired position and
magnification.

When montaging is based solely on image capture, especially
over large areas, there are many potential complications that
can affect the final stitched montage. Depending on the STEM
imaging conditions selected, beam drift can push the scattered
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Start

parameters
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Magnification
% Overlap
Start position
End position

+ m rows

Final montage

Fig. 3. MoOs data acquisition and processing. (a) Region of interest covered by montage and calculation of stage positions between a start and end point. (b)
Calculation of stage positions and observed image overlap. (c) Incremental, row-by-row stitching of images conducted via cross-correlation to produce a final

montage.

diffraction discs closer to a given detector (e.g., strong diffraction
onto a dark-field detector) that can skew imaging conditions from
the first to the last image collected. As already mentioned, particle
sparsity or clustering within the ROI can also present difficulties.
For example, if the magnification is set too high, there may be
regions within adjacent areas that have no significant contrast
or features for registration. Such a situation might be encountered
in large area particle analysis, as well as in grain distributions of
uniform contrast. Understanding the stage motion is imperative
in these cases, because the predicted image position can be uti-
lized. Lastly, imprecise stage motion and image timing are impor-
tant considerations. If the stage is moving during image capture,
images can become blurred. In addition, if the area of interest is
too large, sample height change can affect the image quality due
to large defocus.

In light of these complications, we have evaluated image stitch-
ing approaches based on knowledge of the stage motion, as well as
those solely based on image features. In principle, the simplest
method is the former, in which prediction based on stage motion
is used to calculated the overlap between two images directly.
However, this method leads to artifacts in the stitched image
due to a variety of practical factors related to high-throughput
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stage movement and image acquisition (Yin et al., 2020). For
example, in some instances, motor hysteresis or stage lash causes
a stage position to deviate from an issued command. An example
of where the “predicted overlap” fails to accurately stitch adjacent
images is shown in Figure 3b. Image-by-image corrections must
therefore be performed post hoc using either manual or automated
approaches. Manual stitching works surprisingly well for small
numbers of images because the human eye is good at detecting
patterns. However, this process is very time intensive, does not
scale well to large montages, and cannot be automated within a
program for automatic acquisition.

To automate this process, the community has developed sev-
eral standalone software packages (Schindelin et al., 2012;
Schneider et al.,, 2012; Rueden et al., 2017), but these do not pro-
vide the user with immediate feedback while directly interfacing
with the microscope. As part of the processing system, we have
developed an image-based registration script to dynamically
align and stitch images during an acquisition. At a high level,
the algorithm functions by computing the cross-correlation of
adjacent images quickly using the Convolution Theorem as
implemented in SciPy’s signal processing library (Virtanen
et al., 2020), and then identifies the peak of the cross-correlation
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(a) Task 1: Separate particles from background

(b) Task 2: Distinguish particle types
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Fig. 4. Automated data collection and task-based classification. (a,b) Few-shot classified stitched montage, with support set examples and statistics on each iden-
tified class, for tasks of separating all particles from background and distinguishing particle types, respectively.

to find the correct displacement for maximum alignment. From
this normalized cross-correlation, the best alignment is deter-
mined from the local maximum closest to predicted overlap,
which is shown in the right portion of Figure 3b, labeled
“Algorithm Overlap.” This alignment process then repeats for
every image as it is acquired to build up the overall montage.
After processing the raw images, the same corrections can be
applied to the few-shot classified montage, providing the user
with a global survey of statistics on feature distributions in their
sample. As seen in Figure 3c, there is a clear qualitative improve-
ment to the image stitching using this method. This is particularly
important when identifying the number of particles, because in
the case of Figure 3b, the starred particle would be erroneously
double counted. On a more quantitative level, the quality of the
stitch can be measured through the sum of squared errors (SSE)
in the difference between the two image pixels. To illustrate the
increase in quality, the predicted overlap in Figure 3b shows an
SSE value of 1.66 x 108, while the stitched version using the algo-
rithm has an SSE value of 7.86 x 107. However, because there is a
different amount of overlap in each case, a more representative
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statistic is the total SSE divided by the number of overlapping pix-
els. With this normalization, the improvement is even more clear
as the SSE per pixel in the predicted overlap case is 2900 while the
SSE per pixel in the stitched case is only 612.

Provided with a successfully stitched montage, the system can
automatically perform task-based classification, as shown in
Figure 4. Proper stitching ensures that accurate particle morphol-
ogies and counts are passed to the few-shot code for classification.
At this stage, the user will pre-select support set examples corre-
sponding to their task. For example, they may choose to separate
all particles from the background (as shown in Fig. 4a) or they
may wish to distinguish different particle types, such as plates
and rods (as shown in Fig. 4b). They manually select a few exam-
ples (1-3 in this case) of each feature type of interest and the few-
shot code uses these as its class prototypes. The advantage of this
approach is three-fold: first, tasks can easily be changed at will
without extensive hand labeling; second, classification can be per-
formed in a matter of seconds compared to minutes of hand
labeling; and third, classification can be easily scaled to dozens
or hundreds of frames for high-speed experimentation. As we
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have previously shown (Akers et al., 2021), these tasks are not lim-
ited to labeling of particles and the same pretrained model can be
used for other tasks, such as classification of phases and inter-
faces. Using this approach, it is possible to generate both rich stat-
istical analyses and identify coordinates of desired features for
subsequent closed-loop acquisition.

Conclusion

We demonstrate the design of an automation system combining
low-level instrument communication with task-based classifica-
tion based on few-shot ML. This system provides a practical
abstraction of low-level hardware components from multiple
manufacturers, which can be easily programmed through intuitive
GUI applications by the end-user. It allows for microscope oper-
ation based on task-based, high-throughput statistical analysis, in
contrast to more traditional automation approaches that are more
labor-intensive and inflexible.

Future developments will continue to improve and extend the
functionality of the automation system. In particular, reliable
stage motion is a crucial enabler for the proposed closed-loop
data acquisition process; better understanding of stages and
improvements in hardware will help address current shortcom-
ings, such as atomic-resolution montaging. Automated correc-
tions (Xu et al,, 2021) for focusing and beam alignment will
also become important during high-magnification acquisitions.
The integration of additional imaging modalities, such as diffrac-
tion and spectroscopy, is possible and will greatly extend the util-
ity of the system. These modalities may be either pre-selected by
the user or triggered in the presence of particular features identi-
fied by the few-shot ML. The use of additional APIs and recall of
results from publicly available databases (Jain et al., 2013; Blaiszik
et al, 2016, 2019), will further inform ML models, improving
their interpretability and performance. Future designs may also
integrate richer physics-based ML models or additional processing
steps to enhance feature detection and improve the system control
loop. Improved models may then, in turn, be passed back to public
databases for wider dissemination. In this way, both results and
analysis protocols can be shared to the broader community.
Together, this research presents a model for more statistical and
quantifiable electron microscopy. Moving forward, increasingly
automated, and eventually autonomous approaches will enable
richer and more standardizable experimentation, helping to trans-
form the process of discovery across all scientific domains.
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