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REMARKS TO THE UNIQUENESS PROBLEM OF

MEROMORPHIC MAPS INTO P*(C), I

HIROTAKA FUJIMOTO

§ 1. Introduction

As generalizations of the results in [5] and [4], the author gave
some uniqueness theorems of meromorphic maps into PN(C) in previous
papers [2] and [3]. He studied two meromorphic maps / and g of Cn

into PN(C) such that v(f, Hi) = v(g, Ht) for q hyperplanes Hi located in
general position in PN(C), where v(f9Ht) and v(g,Hi) denote the pull-
backs of divisors (Hi) on PN(C) by / and g respectively. In [2], he
showed that, if q ;> 32V + 2 and either / or g is non-degenerate, then
f = g. And, in [3] (p. 140), he gave the following

THEOREM. If q ^ 2N + 3 and either f or g is algebraically non-
degenerate, i.e., the image is not included in any proper subvarίety of
PN(C), then f = g.

Unfortunately, a gap was found in the proof of Lemma 6.5 in [3]
which is essentially used to prove the above theorem.

The purposes of this paper are to give a complete proof of the
above theorem and, simultaneously, to give some remarks to the unique-
ness problem of meromorphic maps of Cn into PN(C). Theorem 6.9 in
[3] will be improved and the results in the last section of [3] will be
generalized to the higher dimensional case.

§ 2 . Main results

We recall some notations and terminologies given in [3]. Let / be
a meromorphic map of Cn into the iV-dimensional complex protective
space PN(C) and H a hyperplane in PN(C) such that f(Cn) <χ H. For
an arbitrarily fixed homogeneous coordinates wx: w2: : wN+1 on PN(C),
we can take a representation / = fx :/ 2 : :fN+i with holomorphic func-
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14 HIROTAKA FUJIMOTO

tions fl9f2, 9/N+I on Cn satisfying the condition

codim {zeCn; fx(z) = f2(z) = . . . = fN+ι(z) = 0} ^ 2 ,

which we call an admissible representation of /. Let H be given as

H: aιwx + a2w2 + + aN+1wN+1 = 0

and define a holomorphic function

(2.1) Ff: - aft + a% + .. + a*+1/*+i .

For each point 2 in Cw, we denote by v(f,H)(z) the zero multiplicity of
F1} at z. The integer-valued function v(f,H) may be considered to be
the pull-back of the divisor (H) by /.

Let us consider two meromorphic maps /, g of Cn into PN(C) and
assume that there are 2N + 2 hyperplanes Ht (1 <̂  i ^ 2ΛΓ + 2) located
in general position in PN(C) such that f(Cn) ίξ #*, #(Cn) ξ #* and
K/,^) = K^,^) for any i. Then,

(2.2) hi: = F f /Ff« (1 ^ i ^ 2ΛΓ + 2)

are nowhere zero holomorphic functions on Cn and the ratios hi/hj
(1 ^ i, j ^ 2ΛΓ + 2) are uniquely determined independently of any choices
of homogeneous coordinates and admissible representations of / and g.

In this situation, we shall prove

THEOREM I. // either f or g is algebraically non-degenerate, then
after a suitable change of indices i of Ht the functions ht are represented
as one of the following two types;

(a) hx: h2: h2N+2

= Vι: Vϊ1: V2 V21: : VN : ηϋr1:1: ( - D ^

(jθ) N + 1 is prime and

hγ\h2\ - < \ h2N+2

= Vl:η2: -- :ηN: (qxη2 ηN)~ι: 1 : ζ : : ζ^ ,

where η19 η2, , ηN are algebraically independent nowhere zero holomorphic

functions on Cn and ζ denotes a primitive (N + l)-th root of unity.

This is an improvement of Proposition 6.3 in [3], which is proved
without using Lemma 6.5 in it. Thus, we can prove the theorem stated
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in § 1 correctly by the same argument as in [3], p. 141.
We shall give also the following theorem, which is an improvement

of Theorem 6.9 in [3].

THEOREM II. If f or g is algebraically non-degenerate, then they
are reduced by a suitable change of indices to one of the following two
cases

(α)' there are relations between f and g such that

piN+x __. JPH2N+1 pΉ2N + 2 _ . ί y\NJp&2N + 2

(βY N + 1 is prime and f and g are related as L-g = f with a projec-
tive linear transformation L: PN(C) —> PN(C) which fixes hyperplanes Hl9

H2, -,HN+1 and maps HN+2,HN+3, ,H2N+2 onto H2N+2,HN+2, -,H2N+1

respectively.

These theorems will be proved in § 5 completely after giving some
preparations in § 3 and § 4.

§ 3. Some known results

Let /, g and Ht (1 ^ i <̂  2N + 2) satisfy the conditions stated in the
previous section and assume that g is algebraically non-degenerate.

As in [3], we consider the multiplicative group H* of all nowhere
zero holomorphic functions on Cn and the factor group G:=H*/C*,
where C*: = C — {0}. For an element heH*, we denote by [h] the
class in G containing h and, for the functions h19 -- ,h2N+2 defined as
(2.2), by t([hj, , [h2N+2]) the rank of the subgroup of G generated by
[hj, '• 9[h2N+2\. We shall restate here Proposition 6.3 in [3] revised as
follows.

PROPOSITION 3.1. There exist elements βu •••,& in H*/C* such
that, after a suitable change of indices,

[hj : [h2]: •- : [hm+2]

= & : & : . . . : & : ( & . - . βaX
ι: : (j8β,_1+1 • β a k ) ~ ι : 1 : 1 : : 1 ,

where t = tdhj, , [h2N+2]), 1 appears 2N •— k — t + 2 times repeatedly
and ak — ak_λ ^ t — k + 1 (let aQ = 0).

For the proof, see [3], pp. 138-140. In that place, Lemma 6.5 in
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[3] whose proof contains a gap is used only to prove the assertion ak

= t in Proposition 6.3 in [3] which is missed in the above Proposition

3.1.

We shall recall here another result in [3]. To state it, we choose

2s (1 <^ s ^ N + 1) hyperplanes among HlfH2, ,H2N+2 arbitrarily and

change indices so that they are H19 ,HS, HN+2, -,HN+S+1. We can

take homogeneous coordinates wι: w2: : wN+1 such that

H i : W i = 0 l^i^N + 1

HN+j+1: a)wx + + a»+1wN+ι = 0 1 ^ ^ ΛΓ + 1 ,

where (cφ is a square matrix of order N + 1 whose minors do not

vanish.

PROPOSITION 3.4. // s > t: = ίtf/zj, , [/w+2]), then

det (αjίfc* - fe^+i+i) ;l<^i,j <> s) = 0 .

Proof. This is essentially the same as Corollary 5.4 in [3] and

proved by the same argument as in its proof. In fact, if

det (a)(hi - hN+j+1) 1 ^ i, ^ s) 0 0 ,

we have obviously

det (β*j(HM - HN+j+ί(u)) 1 ^ i, y ^ s) ^ 0 ,

where fίiί^) are rational functions of % = (u19 , ^ ) defined as

Hi(u) = CiUpHti" u^u'tit1 1 ^ i ^ 2Λ7" + 2

when /^ has representations

with algebraically independent ^ , >,ηt eH* and £it+1 = —(in + ^ ί 2

+ + £u). Let F Λ ( , be the smallest algebraic set in PN(C) x PN(C)

which includes the set (/ x g)(Cn). This implies that

d i m Vftg ^ N - s + t < N

as in the proof of Theorem 5.3 in [3]. On the other hand, Vftg is of

dimension N by (6.2) in [3]. This is a contradiction and gives Proposi-

tion 3.4.
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Now, we change indices i of Ht (1 <̂  i <: 22V + 2) so that (3.2) is

rewritten as

[ΛJ : [fe2]: : ihN+1] : lhN+2]: : [/^+21

(3.5) = (ft . /3J- 1 : . . . : (βak_1+1 - . . βak)~ι:

1 : . . : 1 : ft : . . . : ft: 1 : .•. : 1 .
N+l-k times N+l-t times

And, we choose homogeneous coordinates w1: w2: : w^+i so that Ht

ys

with this arrangement are represented as in (3.3). We put anew ηt:

— hi for each i (1 ^ i ^ ί). By a suitable choice of an admissible

representation of /, we may assume hN+t+2 = 1. For convenience' sake,

we put ηt+1 = ̂ + ί + 2 ( = 1). The relation (3.5) can be written as

h = ̂ α ί - 1 + i 7a,)"1 l ^ i ^ k

(3.6) hi = xt k + l^i^N + 1 or N + ί + 3 ^ ΐ

where »< are some constants. Then, by Proposition 3.4,

(3.7) det (affiflj - xj 1 ̂  t, j ^ t + 1) = 0 ,

where ^ = 7αί_1+i --- ηat(X^i<±k) and ^ = 1 (A? + 1 ̂  i ^ ί + 1). Since

ηi,'"9ηt are algebraically independent, i.e., have no non-trivial alge-

braic relation by (2.9) in [3], this is regarded as an identity of poly-

nomials with indeterminates ηl9 , ^ .

§4. An algebraic lemma

For the proof of Theorems I and II, we have to investigate the

relation (3.7) more precisely. We shall give the following.

LEMMA 4.1. Let (a)) be a square matrix of order t + 1 whose minors

do not vanish and (3.7) holds as an identity of polynomials with indeter-

minates ηι>*--,ηt and ηt+ι. Then, after a suitable change of indices,

one of the following two cases occurs;

(a)" k = t, aκ — aκ_λ = 1 for any K (1 5g K <̂  k)

and xx=z χ2=z . . . = χt = 1, χt+ι = (—1)*.

(j8)" k = 1, ax = ί a n d ̂  = 1, # 2 = ζ, x3 = ζ 2 , , a? ί+1 = ζ έ ,

where ζ denotes a primitive (t + l)-th root of unity.
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Proof. Changing indices if necessary, we may assume

x1 = x2 = = x t = 1 , x 4 + ι Φl,--,xkΦl

where 0 ^ £ <̂  fc and Ofgra<;£ — fc + 1. We divide the proof of Lemma

4.1 into several steps.

1°) £^m + l.

We note first m <£ t — 1. In fact, if m = ί, we have easily an

absurd identity

αj+ 1 det (αj 1 ^ <,? ^ t)(ft - a?i)(% - Dfo - 1) (?t - 1) Ξ 0 .

Assume that £ <^m. Then, we can choose t — m ^/s, say, 3yT1,2yT2, , ητt_m9

in the set {ηu , 7J - feαi> 7β,, , W Substitute ^ n = ητ2 = . = ?τί_m

= 1 in (3.7). We see j/flj — xt = 0 when and only when i = fc + 1, ,

A; + m and = τ19τ2, f Γi_m,t + 1. So, (3.7) is in this case reduced to

)det(ay, ;

X Π (?f - *«) X Π (?, - 1) = 0 ,

where ηf (φ. xt) are quantities obtained from fy by substitutions of ητχ

= ^r2 = . . . = = ^ r ί m = 1. This is a contradiction. We conclude £^m + 1.

2°) Put r : = [(£ - m + l)/2] ( ^ 1), where [α] denotes the largest

integer not larger than a real number a. And, assume

for αβ: = αΛ — aκ_τ (1 ^ A: ̂  £) by a suitable change of indices, where we

put α0 = 0. We have then one of the followings

( i ) ar + m + r <, t,

(i i) ί = t,

(iii) m = 0 and r = 1.

To see this, we assume ar + m + r > t. Then, for any chosen il9

i2, , ΐr (1 5g ij < i2 < < ir ^ ^),

«<! + «*,+ r + αrίr ^ ί - m - r + 1 .

Therefore,
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i*iι<?.<tr*i r (r - 1)! (£ - τ)\

^{t-m-r + 1) fl—-
r! (£ — r)!

and so

rί ^ rα^ = r(ax + + as) ̂  ^(ί — m — r + 1) .

Since £ — m + 1 ̂  2r in any case, we have

+ r — 1) :Ξ> ί(.0 — r) ̂  ί(m + r — 1) .

If m + r — 1 > 0, then £ ̂  t and so the case (ii) occurs. If m + r - 1

= 0, then we have the case (iii).

3°) The case (i) of 2°) is impossible.

In fact, if it occurs, we can choose distinct indices σ19 ,σt_{m+r)

such that {1, 2, , αr} C {σ1? σ2, , σt_{m+r)} and {σ1? σ 2, , <τ£_(m+r)}

ΓΊ {ar+1, ar+2, , α j = 0 , because

α r ^ £ — m — r ^ ί — (̂  — r ) .

Substitute ησi = = ̂ <rί_(m+r) = 1 in (3.7). Then, 9 ^ — »< = 0 when

and only when i = 1,2, , r, fc + 1, , k + m and j = </!, σ2, , (7i_(m+r),

ΐ + 1. And, as is easily seen, the relation (3.7) contradicts the assump-

tion that any minor of (αp does not vanish. Therefore the case (i) of

2°) does not occur.

4°) The case (ii) of 2°) is reduced to the case (a)" of Lemma 4.1.

Let £ = t. We see easily k = t and aκ — aκ_λ = 1 (1 ̂  K ̂  ί). The

identity (3.7) can be rewritten as

det (αlfotfi - 1), , a\(ηtηt - 1), αί+1(?i - a?ί+1) ; l ^ t ^ ί + l) = 0 ,

where ηt+1 = 1. Put s = [(ί + l)/2]. And, substitute ^ = η2 = = ^ s

— (—1)*. We can conclude easily #£ + 1 = (—1)*. This gives the case (a)".

5°) The case (iii) of 2°) is reduced to the case (β)".

Assume that m = 0 and r = 1. If ax ̂  ί — 1, we substitute % = 372

= . . . = £̂_^ = 1 in (3.7), where ί — 1 or = 2 . This leads to a contra-

diction. Let aλ = ί. We have then ^ = 1 and
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det (αϊ(9i

For each %(1 <Lu<Lt), substitute % = ^2 = = 9* = CS where ζ denotes

a primitive (£ + l)-th root of unity. Since ζst Φ 1 for any s(l ^s ^f),

some xt (2 ^ i ^ t + 1) is equal to ζw. By a suitable change of indices,

we have

because ζ, ζ2, , ζ ί are mutually distinct. This is the case (β)" of

Lemma 4.1. Lemma 4.1 is completely proved.

§5. Proofs of Theorems I and II

We shall prove first Theorem I. By the results in §3 and Lemma

4.1, we may put

( 5 . 1 )

or

after a suitable change of indices, where t = tdhj, - --,[h2N+2]) and ct

are some constants. In this place, we shall show t = N. Since Prop-

osition 3.4 remains valid even if the indices of H/s are changed in any

given order, it is easily seen that any chosen 2ί + 2 elements htl, hi2,

' > hut+2 among hί9 h2, , h2N+2 ought to be of the type similar to hly h2,

•• >̂ 2ί+2 in (5.1) or (5.2) up to changes of the order and multiplication

of a common factor. If t < N, for example, h2,hz, ,fc2t+s cannot be

of such types, because there exist three distinct indices i, /, k among 2,

3, . •, 2ί + 3 (let i = 2ί + 1, j = 2t + 2, fc = 2t + 3) such that ftjfc, and

fci/fc* are both constants, but not for hl9-'-,h2t+2 in (5.1) and (5.2).

This concludes ί = N.

To complete the proof of Theorem I, we have only to prove that

N + 1 is prime for the case t = N of (/3)" of Lemma 4.1. For con-

venience' sake, we change again indices of Ht so that

(hl9h29-- 9h2N+2) = ( ζ , ζ 2 , , ζ N

9 1 , 3 7 1 , - -,37^,(71 i^r)-1)
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and let ϋf/s with these labels be given as (3.3), where ζ denotes a

primitive (JV + l)-th root of unity. For admissible representations

/ = A: / 2 : : fN+i and g = gx: g2: : s^+1, we have

(5.3) ft = ζιgt

and

(5.4) Σt-+ι ofjft = VJ(Σ?-

Substitute (5.3) into (5.4) and multiply all relations in (5.4) together.
We get a relation

/r r\ T~\N+1 ί\Γ*N+l nifin \ T\N+\ /"SPN+lni „ \

Since g is algebraically non-degenerate by the assumption, this is re-
garded as an identity of polynomials with indeterminates glfg29 , ^ + i
By the unique factorization theorem for polynomials, each factor in one
side of (5.5) coincides with a factor in the other up to a constant
multiplication. We may assume here a) = 1 if i = N + 1 or j = N + 1.
Under this condition, we can conclude easily a)- = ζiJ (1 ^ i, j ^ N + 1)
by a suitable change of indices. If N + 1 is not prime and so N + 1
= ki for some k, £ (1 <; fc ̂  ^ ^ Λf), then

= 0 ,

which contradicts the assumption that any minor of (a)) does not vanish.
Therefore, N + 1 is prime.

We shall prove next Theorem II. We know that the case (a) or (β)
of Theorem I occurs. It is obvious that the case (a) implies the case
(a)' of Theorem II. Assume that the case (β) occurs. We choose
homogeneous coordinates satisfying the above conditions. Meromorphic
maps / and g are related as (5.3) and (5.4). The relation (5.3) is re-
written as L-g = f if we take a projective linear transformation

L : w\ = ζ'Wi 1 ^ i ^ N + 1 .

We have shown in the above that a) = ζ*s. It follows that L fixes H

• > #i\r+i and maps HN+2> HN+Z, , H2N+2 onto H2N+29 HN+2, ,

respectively. Thus, Theorem II is completely proved.

19
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§6. An additional remark

In the previous paper [3], pp. 141-142, the author gave an example
of mutually distinct algebraically non-degenerate meromorphic maps /
and g of Cn into PN{C) such that v(J, Hd = v(g, #*) for 2N + 2 hyper-
planes Hi in general position. This is a special case of (a)' of Theorem
II and the case that / and g are related as L-g = f with a protective
linear transformation L: PN(C) -+PN(C) which maps H19H2, -,NN onto
HN+2> HN+Z, , H2N+1 respectively and fixes HN+1 and H2N+2 after a suit-
able change of indices. As is shown in [3], we have always a relation
of this type between / and g for the case N = 1 or = 2 of (a)'' of
Theorem II, but not for the case N ^> 3. We shall remark here the fol-
lowing fact, which implies that the case (β)' occurs actually.

PROPOSITION 6.1. Let A = (ζij; 1 <; i, j <; N + 1), where ζ denotes
a primitive (N + l)-th root of unity. If N + 1 is prime, then any minor
of A does not vanish.

For the proof, we give

LEMMA 6.2. Let Fix) be a polynomial with integral coefficients. If
F(Q = 0, then F(l) = 0 (modN + 1).

Proof. We can find easily a polynomial g(x) with integral coefficients

such that

Fix) = (1 + x + x2 + . + xN)gix) .

Therefore,

= (N + 1)0(1) ΞΞ 0 (mod N + 1) .

LEMMA 6.3. Let Aix), ,/r(^) &β polynomials and define a poly-
nomial Ψ(ζlf , ζr) wiίfc indeterminates &, , ζr so ίfeflί iί satisfies the
condition

det (//C*) 1 ^ ί, i ^ r) = ?r(d, , Cr) Π (Ci - W

^_y; i ^t,/^r|,

where fl1'1'1 denotes the (J — l)-th derivative of ft.
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Proof. We expand each fi(x) as

ft(x) =

with constants αr* and put

Σ

Then,

As is easily seen by the induction on k, it holds that

Ψ(l, •• ,l,C*+i, ••-,« Π ( C i - W

= det (flTi,i(l), , flr*f<(l), ff*+i.<(ζ*+i), , gk+i.i(ζ

For the case k = r, we get (6.4) because

Proof of Proposition 6.1. Obviously, a minor of A of degree N + 1

does not equal to zero. Take a minor

Δ = det (C**'': 1 ^ i, y ^ r)

of A arbitrarily, where 1 ^ ^ < ••• < kr <̂  N + 1 and 1 <£ ̂  < .02 •

< ^ r ^ iV + 1 (1 <; r ίg N). Apply Lemma 6.3 to the polynomials fλ(x)

— xh> ' >/r(^) = 8*r- For the polynomial ?Γ(Ci, ,ζ r) as in Lemma 6.3,
putting ζ1 = ζ*s . . . , ζr = ζ*% we see

Let r̂(αj) = Ψ(xkl,xk2, ,ίcfcr). This is a polynomial with integral coeffi-

cients. If Δ = 0, then #(ζ) = 0. By Lemma 6.2,

= 0 (mod 2V + 1) .

Therefore, according to Lemma 6.3, we can conclude an absurd identity
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1!2! . . . ( r - 1 ) !

1 1 ••• 1

n_r-\ fir-l . . . βr

= 0 (modiV + 1).

Thus, J ^ 0. Proposition 6.1 is completely proved.
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