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1. Introduction. The object of this paper is to redevelop the classical theory of multipliers of Fuchsian groups [16] and to attempt a classification. The language which appears most appropriate is that of group extensions and the cohomology of groups. This viewpoint is not entirely novel [12] but the entire theory has never been based on it before.

A Fuchsian group $G$ is a discrete subgroup of $\operatorname{PSL}(2 ; \mathbf{R})$. We shall further assume that $G$ is finitely generated and that $\operatorname{PSL}(2 ; \mathbf{R}) / G$ has finite volume. We shall begin by investigating the extensions of $\operatorname{PSL}(2 ; \mathbf{R})$. These induce extensions of $G$.

On the other hand $G$ can be given explicitly by generators and relations. So, in principle at any rate, its extensions can be classified from the point of view of group theory. There is then the basic problem of relating these two approaches.

In the case that $G$ has no elliptic elements, this identification can be carried out explicitly by using Chern characters to identify algebraically and geometrically defined objects. A partial extension to groups with elliptic elements can be made using the transfer homomorphism of group cohomology.

As a first application, we consider the question as to when $G$ can be lifted to $S L(2 ; \mathbf{R})$. We prove again a theorem of Petersson ([17]) and Bers ([1]) (itself the answer to a question of Siegel ([22])). Bers' proof was an application of the theory of moduli of Riemann surfaces; ours, being intrinsic, can be considered rather more satisfying. Further, our results are more complete than Bers'. Petersson's proof is similar to, but rather more complicated than, ours.

The second application is a sketch of the theory of weights and multipliers for automorphic forms. This will be treated in two ways; one is the classical approach due to Petersson while the other is more in keeping with our general philosophy. This also has the virtue that it shows how the representation theory approach to the Selberg trace formula (see [6, Ch. 1]) ties up with Selberg's own approach in the case of arbitrary weights.

One of the most famous multiplier systems is that arising from the Dedekind $\eta$-function on the modular group. The appearance of the $\eta$-function in the Kronecker limit formula suggests, in view of Selberg's theory of Eisenstein series [20], that a similiar function might be defined on an arbitrary Fuchsian group. That this is so is shown by Goldstein [8] in terms of Eisenstein series. We shall give a new and much more general proof which uses the resolvent of the Laplace-Beltrami operator in place of Eisenstein series. This produces multiplier systems even when $G$ has no parabolic elements. We conclude by showing that our results include the Kronecker limit formula.

Notation. $G$ will denote a finitely generated Fuchsian group of the first kind. We shall write $\mathfrak{G}=\operatorname{PSL}(2 ; \mathbf{R})$ and $C_{n}$ for the cyclic group with $n$ elements. H will denote the upper half-plane on which $(5$ will act in the usual way.
2. Extensions of $\operatorname{PSL}(\mathbf{2} ; \mathbf{R}) . \quad(\mathfrak{G}=\operatorname{PSL}(2 ; \mathbf{R})$ acts on the upper half-plane. Let $M$ be the subgroup of elements of the form $m(a, b)(a, b \in \mathbf{R}, a>0)$, where

$$
m(a, b)(z)=a z+b
$$

Let $K$ be the subgroup of $(5$ fixing $i$. Then the product map

$$
\begin{equation*}
M \times K \rightarrow \mathfrak{G} \tag{1}
\end{equation*}
$$

is well known to be a homeomorphism ("Iwasawa decomposition "). Furthermore $K \cong \mathbf{R} / \mathbf{Z}$. Let us write $S=\mathbf{R} / \mathbf{Z}$ which we call, as usual, the circle group. Note also that $\mathfrak{G}$ has a trivial centre.
$M$ is homeomorphic to $\mathbf{R} \times] 0, \infty$ [ and is therefore contractible. Hence

$$
\pi_{1}(\mathfrak{F}) \cong \mathbf{Z} .
$$

Recall that an arbitrary covering manifold of a connected Lie group has a unique Lie group structure extending the given one. If we let $\mathfrak{G}_{\infty}$ be the universal covering space of $\mathfrak{G}$ and let, for $n>1, \boldsymbol{\sigma}_{n}$ be the unique covering space of degree $n$ of $\mathfrak{G}$. Then $\boldsymbol{\sigma}_{\infty}$ and $\mathfrak{W}_{n}$ are covering groups of $\boldsymbol{6}$. We have exact sequences

$$
\begin{align*}
& e \rightarrow \mathrm{Z} \rightarrow \mathfrak{G}_{\infty} \rightarrow \mathfrak{G} \rightarrow e  \tag{2}\\
& e \rightarrow C_{n} \rightarrow \mathfrak{S}_{n} \rightarrow \mathfrak{G} \rightarrow e . \tag{3}
\end{align*}
$$

Let $H^{*}$ be the group cohomology functor. Then (2) and (3) give rise to elements of $H^{2}(\mathfrak{G}, \mathbf{Z})$ and $H^{2}\left(\mathscr{G}, C_{n}\right)$ respectively. We would like to identify 2 -cocycles representing these.

Observe that, as $\mathscr{G}_{\infty}$ and $\mathscr{G}_{n}$ are connected, they act trivially on $\mathbf{Z}$ and $C_{n}$. In particular, $\mathbf{Z}$ (resp. $C_{n}$ ) is the centre of $\mathfrak{G}_{\infty}$ (resp. $\left(\mathfrak{G}_{n}\right)$.

We shall now define a 2-cocycle on $\mathfrak{G}$ and verify that this defines $\mathfrak{G}_{\infty}$. $\mathfrak{G}$ acts on $\mathbf{H}$. Define log as that branch taking its values in $\{z: 0 \leqq \operatorname{Im}(z)<2 \pi\}$. Choose $w \in \mathbf{H}$ and define, for $g, h \in \mathfrak{G}$,

$$
\begin{equation*}
2 \pi i \cdot a(g, h)=\log (g h)^{\prime}(w)-\log g^{\prime}(h(w))-\log h^{\prime}(w) \tag{4}
\end{equation*}
$$

By the chain rule, this is an integer and it is easy to see that it does not depend on the choice of $w$. It is also immediate that $a$ is a 2-cocycle.

Let $\mathfrak{G}(a)$ be the extension

$$
e \rightarrow \mathbf{Z} \rightarrow \mathfrak{W}(a) \rightarrow \mathfrak{W} \rightarrow e
$$

determined by $a$. It is easy to verify from (4) that $\mathfrak{G}(a)$ has a natural structure of a Lie group. $a$ restricted to $K$ or $M$ is again a 2-cocycle. So there are extensions

$$
\begin{aligned}
& e \rightarrow \mathbf{Z} \rightarrow M(a) \rightarrow M \rightarrow e \\
& e \rightarrow \mathbf{Z} \rightarrow K(a) \rightarrow K \rightarrow e,
\end{aligned}
$$

where, furthermore, $M(a)$ and $K(a)$ can be considered as subgroups of $\sigma(a)$. But $M$ is
contractible and hence cohomologically trivial. Thus $M(a) \cong M \times \mathbf{Z}$. So $M$ can be lifted to a subgroup of $\mathscr{G}(a)$. From (1) one deduces that the resulting product map

$$
\begin{equation*}
M \times K(a) \rightarrow \mathfrak{G}(a) \tag{5}
\end{equation*}
$$

is a bijection.
We must now look at $K(a)$. There is a homomorphism $\theta$ from $\mathbf{R}$ into $K$ with kernel $\mathbf{Z}$ given by

$$
\theta(t)=(w \mapsto(w \cdot \cos \pi t+\sin \pi t) /(-w \cdot \sin \pi t+\cos \pi t))
$$

From (4) one sees that, on taking $w=i$,

$$
\begin{equation*}
a(\theta(s), \theta(t))=(s+t)-(s)-(t) \tag{6}
\end{equation*}
$$

where, if $x \in \mathbf{R},(x) \equiv x(\bmod . \mathbf{Z})$ and $(x) \in[0,1[$. But this is the 2 -cocycle on $S$ defining the extension

$$
e \rightarrow \mathbf{Z} \rightarrow \mathbf{R} \rightarrow S \rightarrow e
$$

and so $K(a) \cong \mathbf{R} . \quad \mathrm{By}(5), \mathfrak{G}(a)$ is simply connected and so is isomorphic to $\mathfrak{G}_{\infty}$.
Thus the 2-cocycle a given by (4) determines the extension (2).
We can also consider $a$ as an element of $\mathbf{Z} / n \mathbf{Z}$. Likewise we can show that as such it determines the extension (3).

Finally let us note that

$$
\begin{equation*}
\mathfrak{\sigma}_{2}=S L(2 ; \mathbf{R}) \tag{7}
\end{equation*}
$$

3. Cohomology of Fuchsian groups.. A Fuchsian group $G$ can be generated by a system of generators of the form

$$
\begin{equation*}
A_{1}, \ldots, A_{g}, \quad B_{1}, \ldots, B_{g}, \quad P_{1}, \ldots, P_{s}, \quad E_{1}, \ldots, E_{t} \tag{8}
\end{equation*}
$$

subject to the relations

$$
\left.\begin{array}{c}
{\left[A_{1}, B_{1}\right] \ldots\left[A_{g}, B_{g}\right] \cdot P_{1} \ldots P_{s} \cdot E_{1} \ldots E_{t}=I}  \tag{9}\\
E_{j}^{e(j)}=I
\end{array}\right\}
$$

where $e(j)>1(1 \leqq j \leqq t)$ is a positive integer. The $P_{j}(1 \leqq j \leqq s)$ are parabolic and any parabolic element of $G$ is conjugate to some power of one of the $P_{j}$. Likewise the $E_{k}$ are elliptic and any elliptic element is conjugate to some power of one of the $E_{k}$. There may, of course, be no elliptic or parabolic elements, in which case we set $t=0$ or $s=0$. See, for example, [16, §2.3].

If $D$ is a fundamental domain for $G$ on $\mathbf{H}$ and $\sigma$ is the hyperbolic area on $\mathbf{H}$ we have

$$
\begin{equation*}
\sigma(D)=2 \pi\left((2 g-2)+s+\sum_{j=1}^{t}\left(1-e(j)^{-1}\right)\right) \tag{10}
\end{equation*}
$$

In view of this let us write

$$
\begin{equation*}
\tau(G)=2 g-2+s+\sum_{j=1}^{t}\left(1-e(j)^{-1}\right) \tag{11}
\end{equation*}
$$

This is a rational number which will play an important role. In particular, if $H$ is a subgroup of finite index in $G$, it is again a Fuchsian group and, by (10),

$$
\begin{equation*}
\tau(H)=[G: H] \cdot \tau(G) . \tag{12}
\end{equation*}
$$

It is easy to calculate the second cohomology groups of $G$ given the presentation (8), (9). The method is given in [10, p. 131]. Let $M$ be an abelian group on which $G$ acts trivially. If we carry out the prescription in [10] we find:

Proposition 1. If $s>0$, then

$$
H^{2}(G, M) \cong \underset{j=1}{\oplus} M / e(j) M
$$

If $s=0, H^{2}(G, M)$ is the cokernel of the map $M^{t} \rightarrow M^{t+1}$ given by

$$
\left(m_{1}, \ldots, m_{t}\right) \mapsto\left(m_{1}+\ldots+m_{t}, e(1) m_{1}, \ldots, e(t) m_{t}\right) .
$$

Let us consider the special case $M=\mathbf{Z}$. If $s>0$ then $H^{2}(G, \mathbf{Z})$ is the finite torsion group $\underset{1 \leqq j \leqq t}{\oplus} C_{e(j)}$.

Now let $T(G)$ be the finite abelian group generated by $y_{1}, \ldots, y_{t}$ subject to the relations

$$
\begin{equation*}
y_{j}^{e(j)}=I \quad(1 \leqq j \leqq t) \tag{13}
\end{equation*}
$$

Corollary: If $s>0$, then

$$
H^{2}(G, \mathbf{Z}) \cong T(G)
$$

If $s=0$, then

$$
\begin{equation*}
H^{2}(G, \mathbf{Z}) \cong \mathbf{Z} \oplus T(G) \tag{14}
\end{equation*}
$$

(The appearance of a factor of $\mathbf{Z}$ when $s=0$ corresponds to the fact that $G \backslash \mathbf{H}$ is then compact.)

Proof. If $s \neq 0$ the result is already proved. So we may suppose that $s=0$. Let $\varphi: \mathbf{Z}^{t} \rightarrow \mathbf{Z}^{t+1}$ be the map defined in Proposition 1; then $H^{2}(G, \mathbf{Z})=\operatorname{Coker}(\varphi)$. Let

$$
F: \mathbf{Z}^{t+1} \rightarrow \mathbf{Z}^{t+1} ;\left(m_{0}, m_{1}, \ldots, m_{t}\right) \mapsto\left(m_{0}, e(1) m_{1}, \ldots, e(t) m_{t}\right)
$$

Then

$$
\varphi\left(\mathbf{Z}^{t}\right) \subseteq F\left(\mathbf{Z}^{t+1}\right) \subseteq \mathbf{Z}^{t+1}
$$

Hence

$$
F\left(\mathbf{Z}^{t+1}\right) / \varphi\left(\mathbf{Z}^{t}\right) \cong \mathbf{Z} \quad \text { and } \quad \mathbf{Z}^{t+1} / F\left(\mathbf{Z}^{t+1}\right) \cong T(G)
$$

The conclusion follows by the general structure theory of abelian groups.
$G$ is a discrete subgroup of 6 . So we have a map

$$
\operatorname{Res}{ }_{G}^{\mathfrak{G}}: H^{2}(\mathfrak{G}, \mathbf{Z}) \rightarrow H^{2}(G, \mathbf{Z})
$$

We have computed the structure of $H^{2}(G, \mathbf{Z})$ and, in Section 2, we found a special element of $H^{\mathbf{2}}(\mathfrak{5}, \mathrm{Z})$. Our immediate problem is to find where the image of this element sits in $H^{2}(G, Z)$.

Results similar to those of this section have been found by Godement [7]. His methods are applicable to a very wide class of discrete groups but the conclusions are not quite so precise. However, he does calculate the higher cohomology groups of Fuchsian groups.
4. Surface groups. A Fuchsian group will be called a surface group if it has no elliptic or parabolic elements. In terms of the presentation (8), (9) this becomes $s=t=0$. By the corollary to Proposition $1, H^{2}(G, \mathbf{Z})=\mathbf{Z}$. Let $\alpha$ be the element of $H^{2}(5, \mathbf{Z})$ corresponding to the 2-cocycle $a$ defined in (4).

Proposition 2. Let $G$ be a surface group. Then there is a generator $u$ of $H^{2}(G, \mathbf{Z})$ so that

$$
\operatorname{Res}_{G}^{\mathscr{G}}(\alpha)=(2 g-2) \cdot u
$$

Proof. Let $X=G \backslash \mathbf{H}$ be the Riemann surface corresponding to $G$. Let $\pi: \mathbf{H} \rightarrow X$ be the projection map. Let $\Omega^{1,0}(X)$ be the line bundle of forms of type ( 1,0 ). We shall identify $H^{2}(X, \mathbf{Z})$ and $H^{2}(G, \mathbf{Z})$ and calculate the Chern class of $\Omega^{1,0}(X)$ in two different ways. See [2, p. 33].

Let $D$ be a fundamental domain for $G$. If, for $z \in \mathbf{H}$, we write $z=x+i y$, then

$$
d \sigma=y^{-2} d x \wedge d y
$$

is the area associated to the Poincaré metric. Let $f_{1}, f_{2}$ be two sections of $\Omega^{1,0}(X)$ lifted to $\mathbf{H}$ in the usual way. Then

$$
\left(f_{1}, f_{2}\right)=\int_{D} f_{1}(z) \cdot f_{2}(z) y^{2} d \sigma(z)
$$

is invariantly defined and defines a Hermitian structure on $\Omega^{1,0}(X) . \quad$ By $[2$, p. 45] the curvature form of this Hermitian structure is

$$
K=(-1 / 2 \pi i) \partial \bar{\partial} \log y^{2}
$$

But if $F$ is any function, then

$$
\partial \bar{\partial} F=-(i / 2)\left(F_{x x}+F_{y y}\right) d x \wedge d y .
$$

Thus

$$
K=(1 / 2 \pi)(-d \sigma)
$$

$K$ is the representative of the Chern class of $\Omega^{1,0}(X)$ in the de Rham cohomology group $H^{2}(X, \mathbf{R})$ (see [2, p. 49]). But $X$ is a two-dimensional manifold. So $H^{2}(X, \mathbf{Z}) \cong \mathbf{Z}$ and, if $[X]$ is the genèrator of $H_{2}(X, Z)$, then $H^{2}(X, Z)$ is generated by an element $\mu$, so that $\mu([X])=1$. Thus $K=N \cdot \mu$, where

$$
\begin{aligned}
N & =\int_{D} K \\
& =-\sigma(D) / 2 \pi \\
& =-(2 g-2) .
\end{aligned}
$$

Thus the Chern class of $\Omega^{1,0}(X)$ is $-(2 g-2) \mu$.

Let $F$ be a sheaf on $X$ and let $\pi^{*} F$ be the pull-back to $\mathbf{H}$. Let $\Gamma\left(\mathbf{H}, \pi^{*} F\right)$ be the $G$-module of sections of $\pi^{*} F$. This is discussed in detail in [14, pp. 22-24] and we shall assume this discussion. The conditions there are satisfied and consequently

$$
\begin{equation*}
H^{*}\left(G, \Gamma\left(\mathbf{H}, \pi^{*} F\right)\right) \rightarrow H^{*}(X, F) \tag{15}
\end{equation*}
$$

is an isomorphism of cohomology functors.
We shall consider the three sheaves $\mathbf{Z}, A(X)$, and $A^{\times}(X) . \mathbf{Z}$ is the constant sheaf, $A(X)$ is the sheaf of germs of $C^{\infty}$ functions on $X$ and $A^{\times}(X)$ is the sheaf of germs of invertible $C^{\infty}$ functions. Then $\Gamma\left(\mathbf{H}, \pi^{*} \mathbf{Z}\right) \cong \mathbf{Z}, \Gamma\left(\mathbf{H}, \pi^{*} A(X)\right) \cong C^{\infty}(\mathbf{H})$ and $\Gamma\left(\mathbf{H}, \pi^{*} A^{\times}(X)\right) \cong C^{\infty}(H)^{\times}$(the group of units of the ring $C^{\infty}(\mathbf{H})$ ). The $G$-action on $C^{\infty}(\mathbf{H})$ or $C^{\infty}(\mathbf{H})^{\times}$is given by

$$
\begin{equation*}
(g \cdot f)(z)=f\left(g^{-1}(z)\right) \tag{16}
\end{equation*}
$$

A line bundle on $X$ is defined by an element of $H^{1}\left(X, A^{\times}(X)\right)$ (see [2, p. 31]). The short exact sequence of sheaves

$$
\begin{equation*}
0 \rightarrow \mathbf{Z} \rightarrow A(X) \xrightarrow{e} A^{\times}(X) \rightarrow 0 \tag{17}
\end{equation*}
$$

induces, via the cohomology exact sequence (see [2, p. 33]), an isomorphism

$$
\delta: H^{1}\left(X, A^{\times}(X)\right) \rightarrow H^{2}(X, \mathbf{Z})
$$

The element of $H^{2}(X, \mathbf{Z})$ corresponding to a line bundle is its Chern class.
Now, using the isomorphism (15), let us mimic this construction in $G$-modules. We have

$$
\begin{align*}
& H^{2}(G, \mathbf{Z}) \cong H^{2}(X, \mathbf{Z})  \tag{18}\\
& H^{1}\left(G, C^{\infty}(\mathbf{H})\right) \cong H^{1}\left(X, A^{\times}(X)\right) \tag{19}
\end{align*}
$$

Corresponding to (17), we have

$$
0 \rightarrow \mathbf{Z} \rightarrow C^{\infty}(\mathbf{H}) \xrightarrow{e} C^{\infty}(\mathbf{H})^{\times} \rightarrow 0
$$

where $e(f)(z)=\exp (2 \pi i f(z))$. Again we find an isomorphism $\delta: H^{1}\left(G, C^{\infty}(\mathbf{H})^{\times}\right) \rightarrow H^{2}(G, \mathbf{Z})$ which corresponds to the Chern class isomorphism by (18) and (19).

The element of $H^{1}\left(G, C^{\infty}(\mathbf{H})^{\times}\right)$corresponding to $\Omega^{1,0}(X)$ is represented by the 1-cocycle $b$, where

$$
b(g)(z)=g^{\prime}\left(g^{-1}(z)\right)
$$

Using (16) and the general theory, we find, for $g, h \in G$,

$$
(\delta b)(g, h)=(1 / 2 \pi i)\left(\log h^{\prime}\left(h^{-1} g^{-1}(z)+\log g^{\prime}\left(g^{-1}(z)\right)-\log (g h)^{\prime}\left((g h)^{-1}(z)\right)\right)\right.
$$

where $z$ is a fixed point in $H$ and we take the same branch of $\log$ as before. Replacing $z$ by $g h(z)$ and comparing with (4), shows that $\delta b=-a$. Thus the Chern class of $\Omega^{0,1}(X)$ is represented in $H^{2}(G, \mathbf{Z})$ by $\alpha$.

Combining the two calculations of the Chern class and using (18), we see that the proposition is now proved.

We now would like to extend this to an arbitrary Fuchsian group. Suppose that $G$ has the
presentation (8), (9). Let $L$ be the least common multiple of $e(1), \ldots, e(t)$. Let $C / D$ be the expression of $\tau(G)$ (defined in (11)) as a fraction in lowest terms.

If $G$ has no parabolic elements, by the corollary to Proposition $1, H^{2}(G, \mathbf{Z})=\mathbf{Z} \oplus T(G)$. Let $p^{\prime}: H^{2}(G, \mathbf{Z}) \rightarrow \mathbf{Z}$ be the projection onto the first factor.

Proposition 3. Notations being as above,
if $s \neq 0$ then $L \cdot \operatorname{Res}{ }_{G}^{(5)}(\alpha)=0$,
but if $s=0$ then $p\left(\operatorname{Res}{\underset{G}{0}}_{(\alpha)}^{(\alpha)}\right) \equiv 0 \quad(\bmod C)$

$$
p\left(\operatorname{Res} \frac{\tilde{G}}{G}(\alpha)\right) \neq 0
$$

Proof. If $s \neq 0$, by the corollary to Proposition $1, H^{2}(G, Z)$ is of exponent $L$ and the first statement follows at once.

Suppose that $s=0$. Then by a lemma of Selberg [21, p. 154] there is a normal subgroup $N$ of finite index in $G$ with no elements of finite order. Suppose that the genus of $N$ is $g_{1}$. Then, by (12),

$$
[G: N]=\left(2 g_{1}-2\right) / \tau(G) .
$$

We recall the transfer map (see [11, p. 54])

$$
\operatorname{tr}: H^{2}(N, \mathbf{Z}) \rightarrow H^{2}(G, \mathbf{Z})
$$

The characteristic property we require is ( $[11, \mathrm{p} .56]$ ) if res is the restriction map from $G$ to $N$ then the composite of

$$
\begin{equation*}
H^{2}(G, \mathbf{Z}) \xrightarrow{\text { res }} H^{2}(N, \mathbf{Z}) \xrightarrow[\rightarrow]{\text { tr }} H^{2}(G, \mathbf{Z}) \tag{20}
\end{equation*}
$$

is multiplication by [ $G: N$ ]. By the corollary to Proposition $1, H^{2}(N, \mathbf{Z}) \cong \mathbf{Z}$ and

$$
H^{2}(G, \mathbf{Z}) \cong \mathbf{Z} \oplus T(G)
$$

Clearly $T(G)$ is of exponent $L$.
Let $\alpha(G)($ resp. $\alpha(N))$ be Res ${ }_{G}^{\mathfrak{G}}(\alpha)\left(\right.$ resp. Res $\left.{ }_{N}{ }_{N}^{\mathfrak{G}}(\alpha)\right)$. Then res $(\alpha(G))=\alpha(N)$. By Proposition 2 , there is a generator $u$ of $H^{2}(N, \mathbf{Z})$ so that

$$
\alpha(N)=\left(2 g_{1}-2\right) \cdot u
$$

But

$$
\begin{aligned}
\operatorname{tr}(\operatorname{res}(\alpha(G))) & =[G: N] \alpha(G) \\
& =\left(\left(2 g_{1}-2\right) / \tau(G)\right) \alpha(G)
\end{aligned}
$$

So

$$
\begin{equation*}
\operatorname{tr}\left(\left(2 g_{1}-2\right) u\right)=\left(\left(2 g_{1}-2\right) / \tau(G)\right) \alpha(G) \tag{21}
\end{equation*}
$$

If $p(\operatorname{tr}(u))=0$, the composite of maps in (20) would be zero, which is impossible. So $v=p(\operatorname{tr}(u)) \neq 0 . \quad$ By (21),

$$
v=p(\alpha) G)) / \tau(G)
$$

Writing $\tau(G)=C / D$ with $(C, D)=1$

$$
C \cdot v=D p(\alpha(G))
$$

This proves the proposition.
We now have quite a clear idea of how $\operatorname{Res}{ }_{G}^{\boldsymbol{\sigma}}(\alpha)$ sits in $H^{2}(G, \mathbf{Z})$, except in respect to the torsion part. We shall now sketch a description of what happens in the torsion part.

Let $G_{i}$ be the cyclic subgroup of $G$ generated by $E_{i}$. Then $H^{2}\left(G_{i}, Z\right) \cong G_{i}(\operatorname{see}[11, \mathrm{pp} .40-1])$. Thus the restriction morphism from $H^{2}(G, \mathbf{Z})$ to $H^{2}\left(G_{i}, \mathbf{Z}\right)$ gives a homomorphism from $H^{2}(G, \mathbf{Z})$ into $G_{i}$. Combining these we obtain a map

$$
r: H^{2}(G, Z) \rightarrow \underset{j=1}{\oplus} G_{i}
$$

The right-hand side here is isomorphic to $T(G)$.
If we examine the method of Section 3 closely and follow the proofs in [10], we find that $r$ is the projection of $H^{2}(G, \mathbf{Z})$ onto the factor $T(G)$ given in the corollary to Proposition 1.

We can assume, without loss of generality, that $G_{i}$ is a subgroup of $K$. By (6), we find an explicit form for the restriction of $a$ to $G_{i}$. The resulting element is a generator of $H^{2}\left(G_{i}, \mathbf{Z}\right)$. Thus $r(\operatorname{Res} \underset{G}{\mathscr{G}}(\alpha))$ is a generator of each factor of $\underset{1 \leqq j \leqq t}{\oplus} G_{i}$.
5. Liftings. In this section we shall consider the problem of whether $G$ can be lifted to a subgroup of $\mathfrak{G}_{2}=S L(2 ; \mathbf{R})$. The following theorem was originally proved by Petersson ([17]) but was later posed as a problem by Siegel [22]. Bers solved Siegel's problem in [1] in a special case by the theory of Teichmüller spaces. Both Bers and Siegel seem to have been unaware of Petersson's earlier work. The same problem was recently reconsidered in [3].

Theorem 1. G can be lifted to a subgroup of $\operatorname{SL}(2 ; \mathbf{R})$ if and only if it has no elements of order 2.

Proof. The only element of order 2 in $S L(2 ; \mathbf{R})$ is $-I$. So if $G$ had an element of order 2 , it would lift to $-I$. But this projects to the identity of $\mathfrak{G}$. This is a contradiction and it shows that $G$ cannot be lifted.

Now suppose that $G$, with the presentation (8), (9), has no element of order 2. Then all the $e(j)$ are odd. Thus $L$, the least common multiple of $e(1), \ldots, e(t)$, is odd.

Let us consider first the case when $G$ has parabolic elements; that is when $s>0$. In this case, in $H^{2}(G, \mathbf{Z})$,

$$
\begin{equation*}
\left.L \cdot \operatorname{Res}{ }_{G}^{( }\right)(\alpha)=0 \tag{22}
\end{equation*}
$$

Let $a$ be the 2-cocycle defined in (4). By (22) there is a function $b: G \rightarrow \mathbf{Z}$ so that, for $g, h \in G$,

$$
\begin{equation*}
L \cdot a(g, h)=b(g h)-b(g)-b(h) \tag{23}
\end{equation*}
$$

As $L$ is odd, we find

$$
\begin{equation*}
a(g, h) \equiv b(g h)-b(g)-b(h)(\bmod 2) \tag{24}
\end{equation*}
$$

Thus the image under restriction in $H^{2}\left(G, C_{2}\right)$ of $\alpha$ is zero.
In Section 2 we indicated that $\alpha(\bmod 2)$ induces the double cover $\left(\mathfrak{G}_{2}\right.$ of $\mathfrak{G} . G$ is a subgroup of $\mathfrak{G}$ and so we obtain an extension $G_{2}$ of $G$ which is a subgroup of $\mathfrak{G}_{2}$. But, by (24), the extension is trivial and so $G_{2} \cong G \times C_{2}$. Hence $G$ can be realized as a sugbroup of $\mathscr{G}_{2}$. This is the assertion of the theorem.

Now let us consider the case in which $G$ has no parabolic elements; that is, when $s=0$. Let $a$ be the same cocycle as above. As $H^{2}(G, \mathbf{Z}) \cong \mathbf{Z} \oplus T(G)$, we can write an element of $H^{2}(G, \mathbf{Z})$ as $(x, y)$ with $x \in \mathbf{Z}$ and $y \in T(G)$. Suppose that $a$ represents the element $(q, u)$. By Proposition 3, $q=C \cdot q_{0}$, where $q_{0} \in \mathbf{Z}$ and $\tau(G)=C / D$ in lowest terms. As

$$
\tau(G)=2 g-2+\sum_{j=1}^{t}\left(1-e(j)^{-1}\right)
$$

and as all the $e(j)$ are odd, $C$ is even. Let $C=2 C_{0}$.
On the other hand $T(G)$ is of exponent $L$ and so $L u=0$. Thus $L \cdot a$ represents $2\left(L \cdot C_{0} \cdot q_{0}, 0\right)$. Let $a^{\prime}$ be a 2 -cocycle representing ( $\left.L C_{0} q_{0}, 0\right)$. Then there is a function $b: G \rightarrow \mathbf{Z}$ so that

$$
L \cdot a(g, h)=2 \cdot a^{\prime}(g, h)+b(g h)-b(g)-b(h)
$$

As $L$ is odd, for $g, h \in G$,

$$
a(g, h) \equiv b(g h)-b(g)-b(h)(\bmod 2)
$$

This is the same congruence as (24) and the deduction of the theorem is just as before. Thus the theorem is proved.

We have restricted our attention to one particular extension, that of $\mathfrak{G}$ to $\mathfrak{G}_{2}$. Clearly the method is more generally applicable but the results are neither of such interest nor of such simplicity.
6. The theory of weights. In this section we shall sketch a version of Petersson's theory of weights and multipliers for an arbitrary Fuchsian group. It should be pointed out at the start that Petersson works with discrete subgroups of $\operatorname{SL}(2 ; \mathbf{R})$ rather than of $\operatorname{PSL}(2 ; \mathbf{R})$. Consequently his theory is not directly comparable. A discussion of Petersson's theory from a point of view closer to our own is given by Roelcke in [18].

Let $\alpha(n)$ be the class of $a(\bmod n)$ in $H^{2}\left(G, C_{n}\right)$. We allow $n$ to be $\infty$ in which case $\alpha$ is the class of $a$ in $H^{\mathbf{2}}(\boldsymbol{5}, \mathbf{Z})$. In future if $n=\infty$ we understand $C_{n}$ to be $\mathbf{Z} . \alpha(n)$ determines the extension

$$
\begin{equation*}
e \rightarrow C_{n} \rightarrow \mathscr{W}_{n} \rightarrow \mathfrak{G} \rightarrow e . \tag{25}
\end{equation*}
$$

Let $N$ be an integer. Then let $\mathscr{G}_{n}(N)$ be the group defined by the extension

$$
\begin{equation*}
e \rightarrow C_{n} \rightarrow \mathfrak{G}_{n}(N) \rightarrow \mathfrak{G} \rightarrow e \tag{26}
\end{equation*}
$$

determined by $N \alpha(n) . \quad\left(\Im_{n}(N)\right.$ is not necessarily connected. In fact it has $(n, N)(N$ if $n=\infty)$ connected components. The component of the identity is isomorphic to $\mathfrak{G}_{d}$, where $d=n /(n, N)(d=\infty$ if $n=\infty$ and $N \neq 0)$. These facts may easily be verified by the methods of Section 2 by means of checking them first for $K$. The structure of $\mathfrak{G}_{n}(N)$ depends only on $n$ and ( $n, N$ ). Let $\delta \mid n$ and set

$$
\mathfrak{G}_{n, \delta}=\mathfrak{G}_{n}(n / \delta)
$$

Then $\mathfrak{G}_{n, \delta}$ has $n / \delta$ components and the identity component is isomorphic to $\mathfrak{G}_{\delta}$. In fact we can describe $\mathfrak{G}_{n, \delta}$ completely. The centre of $\mathscr{G}_{\delta}$ is isomorphic to $C_{\delta}$. Let $\gamma$ be a generator of this group. We construct the group generated by $\mathscr{G}_{\boldsymbol{\delta}}$ and another symbol $\varepsilon$ which commutes with every element of $\boldsymbol{G}_{\boldsymbol{\delta}}$ and is such that

$$
\varepsilon^{n / \delta}=\gamma
$$

The resulting group is isomorphic to $\mathfrak{G}_{n, \delta}$.
Let $G$ be a Fuchsian group. We say that $\delta$ is a divisor of $G$ if there is a non-zero integer $n$ such that

$$
n \cdot \operatorname{Res}{ }_{G}^{\sigma}(\alpha(n \delta))=0
$$

From the discussion above and the general theory we have:
Proposition 4. If $\delta$ is a positive integer or $\infty$ then $\delta$ is a divisor of $G$ if and only if $G$ can be lifted to some group of the form $\mathfrak{G}_{n, \delta}$.

The central proposition which both justifies the notation and shows the connection with Petersson's theory is the following:

Proposition 5. Let $S=\mathbf{R} / \mathbf{Z}$ and let $\delta$ be a non-zero integer. Let $(\alpha / \delta)$ be the class of $\delta^{-1} a$ in $H^{2}(G, S)$. Then $\delta$ is a divisor of $G$ if and only if $(\alpha / \delta)=0$.

Proof. Suppose that $\delta$ is a divisor of $G$. Then there is an integer $n$ and a function $b: G^{\dagger} \rightarrow \mathbf{Z}$ so that, for $g, h \in G$,

$$
n \cdot a(g, h) \equiv b(g h)-b(g)-b(h)(\bmod n \delta) .
$$

Thus

$$
a(g, h) / \delta \equiv(b(g h) / n \delta)-(b(g) / n \delta)-(b(h) / n \delta)(\bmod 1)
$$

So $(\alpha / \delta)=0$ in $H^{2}(G, S)$.
Conversely suppose that there is $B: G \rightarrow \mathbf{R}$ so that

$$
a(g, h) / \delta \equiv B(g h)-B(g)-B(h)(\bmod 1)
$$

Let $V$ be the subgroup of $\mathbf{R}$ generated by $\{B(g): g \in G\}$ and $\delta^{-1}$. Let $g_{1}, g_{2}, \ldots, g_{K}$ be a set of generators of $G$. By the congruence above, $V$ is generated by $B\left(g_{1}\right), \ldots, B\left(g_{K}\right)$ and $\delta^{-1}$.

Thus $V$ is a finitely generated torsion-free abelian group. From the general theory of abelian groups it follows that there is a projection of $V$ onto $V \cap \mathbf{Q}$. Call this projection $p$ and suppose that $V \cap \mathbf{Q}$ generated by $J^{-1}$ (it must be generated by such an element as $1 \in V$ ). Then

$$
a(g, h) / \delta \equiv p(B(g, h))-p(B(g))-p(B(h))(\bmod 1)
$$

If we set $b(g)=J \delta p(B(g))$, then $b(g)$ is an integer and

$$
J \cdot a(g, h) \equiv b(g h)-b(g)-b(h)(\bmod J \delta)
$$

Thus $\delta$ is a divisor of $G$ and the proposition is proved.
Corollary If d is a divisor of $G$ and $d_{1} \mid d$ then $d_{1}$ is a divisor of $G$. If $d_{1}, d_{2}$ are divisors of $G$ and $\left(d_{1}, d_{2}\right)=1$ then $d_{1} d_{2}$ is a divisor of $G$.

Proof. This is obvious from Proposition 5.
This corollary justifies the use of the word divisor. The following examples are consequences of the results of Section 3. As usual, $G$ has the presentation (8), (9) and $L$ is the least common multiple of $e(1), \ldots, e(t)$.

Examples. (i) If $s=t=0$, the divisors of $G$ are the divisors of $2 g-2$.
(ii) If $s \neq 0$, then every integer and $\infty$ is a divisor of $G$.
(iii) If $s=0$, then any divisor of $C$ (defined above) is a divisor of $G$.

In this connection it is worth noting that, by Proposition $1, H^{2}(G, S) \cong S$ if $s=0$ and $H^{2}(G, S)=0$ if $s \neq 0$.

Suppose that $G$ can be lifted to $\mathfrak{F}_{n, \delta}$. Then it is clearly of interest to study functions on $G \backslash \mathfrak{W}_{n, \delta}$ in the style of [6], [19] and the interpretation of such functions as automorphic forms should also be useful ([18]). This is too large a topic for us to embark on here.

We shall now review Petersson's theory. If $u \neq 0$ and $v$ are complex numbers, we shall write $u^{v}$ for $\exp (v \log u)$, where we use the same branch of $\log$ as before. Let $V$ be a complex vector space and let $m: G \rightarrow \operatorname{End}(V)$ be a function. We say that $f: \mathbf{H} \rightarrow V$ is an automorphic form of weight $k(\in \mathbf{R})$ and multiplier $m$ if

$$
\begin{equation*}
f(g(z)) \cdot g^{\prime}(z)^{k}=m(g) f(z) \tag{27}
\end{equation*}
$$

For $g, h \in \mathbb{S}$, let

$$
\begin{equation*}
q(g, h)=\exp (2 \pi i k a(g, h)) \tag{28}
\end{equation*}
$$

Then a necessary and sufficient condition for (27) to be consistent is that, for $g, h \in G$,

$$
\begin{equation*}
q(g, h) \cdot I d_{V}=m(g h) m(h)^{-1} m(g)^{-1} \tag{29}
\end{equation*}
$$

A full study of (29) seems difficult but interesting. It is connected with the theory of vector bundles on a Riemann surface and the reader may be referred to [24], [15]. We shall consider only the case when $V$ is 1 -dimensional and $|m(\cdot)|=1$, in which case $m$ is said to be unitary.
$q$ is a 2-cocycle with values in the circle group $S$. Suppose in the presentation (8), (9) that
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$s \neq 0$. As $H^{2}(G, S)$ is trivial, (29) can be solved for any real weight $k$. On the other hand, if $s=0$, then $k$ must be a multiple of $\delta^{-1}$ where $\delta$ is a divisor of $G$ and thus take on a finite set of values ( $\bmod 1$ ). In the special case $s=t=0$ all weights are multiples of $(2 g-2)^{-1}$. In any case there is an integer $N$ such that every weight is a multiple of $N^{-1}$.

In the next section we shall construct forms of various weights which show more directly how the phenomena noted in this section occur.
7. Construction of functions. Let $G$ be a Fuchsian group of the first kind acting on $\mathbf{H}$. We are going to construct automorphic forms, in Petersson's sense. The method we shall follow is much more intrinsic than the use of Poincaré series.

Let $D=y^{2}\left(\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}\right)$ be the Laplace-Beltrami operator on $\mathbf{H}$. For $\operatorname{Re}(s)>1$, let $G\left(z_{1}, z_{2}, s\right)$ be the resolvent kernel for $D$ on $G \backslash \mathbf{H}$. This is constructed in [4]. $G\left(z_{1}, z_{2}, s\right)$ satisfies
(i) if $z_{1} \neq z_{2}$ then $D_{z_{1}} G\left(z_{1}, z_{2}, s\right)=-s(1-s) G\left(z_{1}, z_{2}, s\right)$,
(ii) $G\left(z_{1}, z_{2}, s\right)=G\left(z_{2}, z_{1}, s\right)$,
(iii) if $g \in G, G\left(g\left(z_{1}\right), z_{2}, s\right)=G\left(z_{1}, z_{2}, s\right)$,
(iv) if the order of the subgroup of $G$ fixing $z_{2}$ is $e\left(z_{2}\right)$, then

$$
G\left(z_{1}, z_{2}, s\right)+\left(e\left(z_{2}\right) / 2 \pi\right) \log \left|z_{1}-z_{2}\right|
$$

is real-analytic as a function of $z_{1}$ near $z_{2}$.
Suppose that $G$ has no parabolic elements. Let $\varphi_{0}, \varphi_{1}, \ldots$ be a complete orthonormal system of eigenfunctions of $D$ invariant under $G$. Let

$$
D \varphi_{j}=-\mu_{j} \varphi_{j}
$$

Suppose that the $\mu_{j}$ are so ordered that $\mu_{0} \leqq \mu_{1} \leqq \mu_{2} \leqq \ldots$. Then it is known (see [13]) that $\mu_{0}=0$ and that $\mu_{1}>0$. Furthermore $\varphi_{0}$ is a constant and so

$$
\begin{align*}
\varphi_{0} & =\sigma(G \backslash \mathbf{H})^{-1 / 2} \\
& =(2 \pi \tau(G))^{-1 / 2} . \tag{30}
\end{align*}
$$

It also follows from the general theory that $\sum_{j \neq 0} \mu_{j}^{-2}<\infty$. Let $s_{0}$ be an arbitrary complex number with $\operatorname{Re}\left(s_{0}\right)>1$. Then for any $s$ we have the eigenfunction expansion, on setting $\mu=s(1-s)$ and $\mu^{\prime}=s_{0}\left(1-s_{0}\right)$,

$$
G\left(z_{1}, z_{2}, s\right)-G\left(z_{1}, z_{2}, s_{0}\right)=\sum_{j=0}^{\infty}\left(\mu-\mu^{\prime}\right) \varphi_{j}\left(z_{1}\right) \varphi_{j}\left(z_{2}\right) /\left(\mu_{j}-\mu\right)\left(\mu_{j}-\mu^{\prime}\right)
$$

The right-hand side converges to an $L^{2}$ function analytic in $s$ except when $s(1-s) \in\left\{\mu_{j}\right\}$. Also, at $s=1$ there is a pole of residue $\varphi_{0}{ }^{2}=1 / 2 \pi \tau(G)$.

If $G$ has parabolic elements, it follows from the decomposition of $L^{\mathbf{2}}(G \backslash \mathbf{H})$ by Eisenstein series (see [5], [18] and [20]) that $G\left(z_{1}, z_{2}, s\right)-G\left(z_{1}, z_{2}, s_{0}\right)$ is analytic in $s$ as an $L^{2}$ function,
except for a possible finite set of simple poles on $\operatorname{Im}(s)=0$. Furthermore, as the continuous spectrum only contributes if $\operatorname{Re}(s)=1 / 2$, the pole at $s=1$ is as before.

Suppose that $G\left(z_{1}, z_{2}, s\right)$ has the following expansion

$$
G\left(z_{1}, z_{2}, s\right)=(2 \pi \tau(G)(s-1))^{-1}+a_{0}\left(z_{1}, z_{2}\right)+a_{1}\left(z_{1}, z_{2}\right)(s-1)+\ldots
$$

Let $C$ be a small circle around 1 so that $C$ lies in $\operatorname{Re}(s)>1 / 2$ and there is no pole of $G\left(z_{1}, z_{2}, s\right)$ other than $s=1$ inside $C$. Let $\varepsilon_{j}=1$ if $j=0$ and $\varepsilon_{j}=0$ if $j>0$. Then, for $j \geqq 0$,

$$
a_{j}\left(z_{1}, z_{2}\right)-\varepsilon_{j} G\left(z_{1}, z_{2}, s_{0}\right)=(1 / 2 \pi i) \int_{C}\left(G\left(z_{1}, z_{2}, s\right)-G\left(z_{1}, z_{2}, s_{0}\right)(s-1)^{-j-1} d s\right.
$$

By conditions (i), (ii) and (iv), the integrand is a real-analytic function of $z_{1}$ and $z_{2}$. Thus if $j>0, a_{j}\left(z_{1}, z_{2}\right)$ is a real-analytic function of $z_{1}, z_{2}$, whereas

$$
a_{0}\left(z_{1}, z_{2}\right)+\left(e\left(z_{2}\right) / 2 \pi\right) \log \left|z_{1}-z_{2}\right|
$$

is real-analytic in $z_{1}$ near $z_{2}$.
The integral above could have been used as a definition of $a_{j}\left(z_{1}, z_{2}\right)$. From property (i) above it follows at once that

$$
D_{z_{1}} a_{0}\left(z_{1}, z_{2}\right)=1 / 2 \pi \tau(G)
$$

We have now shown
Proposition 6. There exists a function a on $\mathbf{H} \times \mathbf{H}$ with the following properties:
(i) If $g \in G$, then $a\left(g\left(z_{1}\right), z_{2}\right)=a\left(z_{1}, z_{2}\right)$.
(ii) $a\left(z_{1}, z_{2}\right)=a\left(z_{2}, z_{1}\right)$.
(iii) If $z_{1} \notin G\left\{z_{2}\right\}$, then $a\left(w, z_{2}\right)$ is real analytic in $w$ in a neighbourhood of $z_{1}$. Otherwise

$$
a\left(w, z_{2}\right)+e\left(z_{2}\right) \cdot \log \left|w-z_{2}\right|
$$

is real analytic with $w$ in a neighbourhood of $z_{2}$.
(iv) $D_{w} a\left(w, z_{2}\right)=\tau(G)^{-1}$.
(v) Ass $s \rightarrow 1$,

$$
G\left(z_{1}, z_{2}, s\right)=(2 \pi)^{-1}\left(\tau(G)^{-1}(s-1)^{-1}+a\left(z_{1}, z_{2}\right)+0(s-1)\right) .
$$

Suppose now that $G$ has parabolic elements. Let $p$ be a parabolic fixed point of $G$ and let $E_{p}(z, s)$ be the Eisenstein series associated to $p([20])$. This has an analytic continuation to $\operatorname{Re}(s)>1 / 2$ except for a finite set of poles on the real axis ([18], [20]). There is a pole of multiplicity 1 at $s=1$. The residue at such a pole is a square-integrable eigenfunction of $D$; if the pole is at $s=s_{1}$ then the eigenvalue is $-s_{1}\left(1-s_{1}\right)$. In particular the residue at $s=1$ is a constant. As before, we may expand $E_{p}(z, s)$ as

$$
E_{p}(z, s)=c /(s-1)+a_{0}(z)+a_{1}(z)(s-1)+\ldots
$$

and again we find that $a_{0}$ is real analytic and $D a_{0}=c$. The value of $c$ may be calculated from the Maaß-Selberg relations (see [8], [20]). The result is that

$$
c=1 /(2 \pi \tau(G)) .
$$

Define now the Poisson " kernel" for $\mathbf{H}$ as follows:
if $z \in \mathbf{H}, x \in \mathbf{R}$, set
and

$$
P(z, x)=\operatorname{Im}(z) /|z-x|^{2}
$$

$$
P(z, \infty)=\operatorname{Im}(z)
$$

Then from the Fourier expansion of $E_{p}(z, s)$ we obtain, as $z \rightarrow p$ through a cusp

$$
\begin{equation*}
a_{0}(z)=P(z, p)+0(\log |P(z, p)|) \tag{31}
\end{equation*}
$$

On the other hand if $q$ is a parabolic fixed point of $G$ which is equivalent to $p$, then, as $z \rightarrow q$ through a cusp,

$$
\begin{equation*}
a_{0}(z)=0(\log |P(z, q)|) \tag{32}
\end{equation*}
$$

$a_{0}$ is a limiting version of $a\left(z_{1}, z_{2}\right)$ as $z_{2} \rightarrow p$. This can easily be proved rigorously but we shall here concentrate on $a\left(z_{1}, z_{2}\right)$ and only sketch in the corresponding theory for $a_{0}$. This idea is also mentioned briefly in [23, $\$ 26.3]$.

To cast the results above into a more recognizable form, we make use of the following lemma:

Lemma. Let $F$ be a real function on $\mathbf{H}$ satisfying
(i) for $g \in G F(g(z))=F(z)$,
(ii) for some constant $c, D F=c$,
(iii) there is a point $w \in \mathbf{H}$ and an integer e such that if $z$ is not equivalent under $G$ to $w$, then $F$ is real analytic in a neighbourhood of $z$; whereas

$$
F(u)+e \log |u-w|
$$

is real analytic in a neighbourhood of $w$.
Then there is a function $m$ on $G$ such that $|m|=1$, and an analytic function $\varphi$ such that, for $g \in G$,

$$
\varphi(g(z)) \cdot g^{\prime}(z)^{c}=\varphi(z) \cdot m(g)
$$

and $\varphi$ has zeros of order $e$ at points equivalent to $w$ and no others. Also

$$
-F(z)=\log |\varphi(z)|+c \cdot \log \operatorname{Im}(z)
$$

Proof. Let $F_{1}(z)=F(z)+c \cdot \log \operatorname{Im}(z)$. Then one checks that $D F_{1}=0$; thus $F_{1}$ is harmonic. Thus locally there is an analytic function $\varphi_{1}$ such that

$$
F_{1}(z)=\operatorname{Re}\left(\varphi_{1}(z)\right)
$$

On going around $w$ (or a point equivalent to $w$ ), $\varphi_{1}$ changes by an integral multiple of $2 \pi i$. Thus if we set

$$
\varphi(z)=\exp \left(-\varphi_{1}(z)\right)
$$

it can be analytically continued to H and it is standard to check that the resulting function has all the properties ascribed to it in the lemma.

Corollary. The function $m$ appearing in the lemma is a multiplier of weight $c$ (in the sense of Petersson).

Proof. This follows from the lemma and the discussion at the end of Section 6.
Theorem 2. Let w be a point of $\mathbf{H}$. Then there is an analytic automorphic form $\varphi(z ; w)$ of weight $(e(w) \tau(G))^{-1}$ with a simple zero at points equivalent to $w$ and no other zeros or poles. Let $m_{w}$ be the multiplier for $\varphi(z ; w)$. Then $m_{z}^{e(z)}$ depends real-analytically on $z$. If $g \in G$, then $\varphi(z ; g(w))$ is a multiple of $\varphi(z ; w)$.

Proof. This follows from the lemma and Proposition 6.
The same construction applied to $a_{0}$ shows that there is an analytic automorphic form $\eta_{p}$ of weight $\tau(G)^{-1}$. $\eta_{p}$ has no zeros or poles. From (31) and (32) we deduce that the " $q$-series" at $p$ is of the form $q+0\left(q^{2}\right)$ but at a parabolic vertex inequivalent to $p$ the series is of the form $1+0(q)$. This is the function constructed by Goldstein [8].

This shows that we have both generalized and have given a new proof of the Kronecker limit formula.

The theorem is our basic existence theorem. It shows that if $r_{1}, \ldots, r_{t}$ are integers, then there is a form of weight

$$
\sum_{j=1}^{t}\left(r_{j} / e(j)\right) \tau(G)^{-1}
$$

That is to say, there is a form of every weight which is a multiple of $(L \tau(G))^{-1}$. Observe that $L \tau(G)$ is an integer.

The existence of $\eta_{p}$ shows that if $G$ has parabolic elements, then, if we ignore the behaviour at cusps, all real weights can occur.

If $s=t=0$, then $L \tau(G)=2 g-2$, which shows that we have established the existence of forms of all possible weights.

If we ignored the behaviour of the fixed points, then we would only obtain forms whose weights were multiples of $\tau(G)^{-1}$. In this way we see darkly a relation between the fixed points of $G$ and the cohomology of $G$.

Using Theorem 2, it is possible for us to complete our earlier investigations. For the rest of this section we shall assume that $s=0$.

Corollary 1. Suppose that $s=0$ and that $f$ is a meromorphic form of weight $k$ with a unitary multiplier. Then there are points $w_{1}, \ldots, w_{N} \in \mathbf{H}$, integers $r(1), \ldots, r(N)$ and a constant c such that

$$
f(z)=c \cdot \prod_{j=1}^{N} \varphi\left(z, w_{j}\right)^{r(j)}
$$

Proof. Let $w_{1}, \ldots, w_{N}$ be the zeros of $f$ in some fundamental domain for $G$ and let their multiplicities be $r(1), \ldots r(N)$ respectively, poles being counted as zeros of negative multiplicity. Set

$$
f_{1}(z)=\prod_{j=1}^{N} \varphi\left(z, w_{j}\right)^{r(j)} .
$$

Then $f / f_{1}$ is a form of some weight $k_{1}$. If we count the contributions from elliptic elements with their usual fractional values, we have, by an easy extension of lemma VI.4.3 of [9],

$$
\operatorname{deg}\left(\left(f / f_{1}\right)\right)=k_{1} \tau(G)
$$

As $f \mid f_{1}$ has no zeros or poles it follows that $k_{1}=0$. Thus, in the usual language, $f / f_{1}$ is a multiplicative function. As $f / f_{1}$ has no poles or zeros its character is inessential. But by construction it is also unitary. Hence it is trivial. Thus $f / f_{1}$ must be a constant. This proves the corollary.

Corollary 2. Every weight is of the form $n(L \tau(G))^{-1}(n \in \mathbf{Z})$.
Proof. Let $m$ be a multiplier of weight $k$. Then, as is well known (see [4, §10]), we can construct a meromorphic form $f$ of weight $k$ with multiplier $m$ as a quotient of two Poincaré series. The conclusion follows from Corollary 1 and the remarks after Theorem 2.

In particular this shows that the best possible form of Proposition 3 is with $C$ replaced by $L \tau(G)$. Also it shows that $\delta$ is a divisor of $G$ if and only if $\delta$ is a divisor of $L \tau(G)$. This corollary was first proved by Petersson [17].
8. Applications to Riemann surfaces. We show in this section how Theorem 2 can be applied to the function theory on a compact Riemann surface $X$ of genus $g>1$. Let $G$ be a Fuchsian group uniformizing $X$ so that

$$
X \cong G \backslash \mathbf{H}
$$

Then Theorem 2 shows that, for $P \in X$, there is a form $\varphi_{P}$ of weight $(2 g-2)^{-1}$ with multiplier $m a$ and a simple zero at $P$. Let $\mathfrak{a}$ be a divisor on $X$. Then if $\mathfrak{a}=\sum n_{j} P_{j}$, set
and

$$
\varphi_{\mathfrak{a}}=\prod\left(\phi_{P_{j}}\right)^{n_{j}}
$$

$$
m_{\mathfrak{a}}=\prod\left(m_{P_{j}}\right)^{n_{j}}
$$

Then $\varphi_{\mathfrak{a}}$ is a form of weight $\operatorname{deg}(\mathfrak{a}) /(2 g-2)$ and multiplier $m_{\mathfrak{a}}$. Also

$$
\left(\varphi_{\mathfrak{a}}\right)=\mathfrak{a}
$$

Let $L$ (a) be the space of holomorphic functions, so that

$$
(f) \leqq-\mathfrak{a}
$$

Then $f \in L(\mathfrak{a})$ if and only if $f \varphi_{\mathfrak{a}}$ is a holomorphic form with multiplier $m_{\mathfrak{a}}$ and of weight $\operatorname{deg}(\mathfrak{a}) /(2 g-2)$.

Let $S(m, k)$ be the space of holomorphic forms of weight $k$ and multiplier $m$. Then we have shown

$$
S\left(m_{\mathfrak{a}}, \operatorname{deg}(\mathfrak{a}) /(2 g-2)\right) \cong L(\mathfrak{a})
$$

Then, for instance, the Riemann-Roch Theorem becomes

$$
\operatorname{dim}(S(m, k))-\operatorname{dim}(S(\bar{m}, 1-k))=(2 k-1)(g-1)
$$

By analytic means (such as the Selberg trace formula or index theorems) it is easy to prove the Riemann-Roch Theorem in this form.

If $\mathfrak{a}$ is of degree 0 , then $m_{\mathfrak{a}}$ is a character on $G$. The group of all characters on $G$ may be identified with the Jacobian $J(X)$ of $X$. So we have an explicit map from the divisors of degree 0 to $J(X)$. On comparing we find that this is the usual Abel map (see [9]).

The importance of this is that this gives a tentative connection between the spectral decomposition of the Laplace-Beltrami operator and the classical theory of functions. But we shall not pursue this topic here.
9. The modular group. In the case of the modular group we can make the forms $\varphi$ and $\eta_{p}$ more explicit. We shall consider $\eta_{\infty}$ first. At the end of Section 7 we showed that $\eta_{\infty}$ is a cusp form of weight $\tau(G)^{-1}=6$. Thus $\eta_{\infty} / \Delta$, where $\Delta$ is the usual discriminant form, is an automorphic function with some character $\beta$ and having no poles or zeros. The modular group is generated by an element of order 3 and an element of order 2. Thus any character is of order 6 . So $\left(\eta_{\infty} / \Delta\right)^{6}$ is a function with trivial multiplier and no poles or zeros. Hence $\left(\eta_{\infty} / \Delta\right)^{6}$ is a constant. Thus $\eta_{\infty}$ is a multiple of $\Delta$. This is the essential content of the Kronecker limit formula. There is only a matter of constants to settle. The importance of this method of proof is that it relies very little on the special features of the problem and hence should admit wide extension.

In the same way one can show that, up to a constant, multiple,

$$
\varphi(z ; w)=((j(z)-j(w)) \Delta(z))^{1 / e(w)} .
$$

The multiplier is the $(24 / e(w))$ th power of the multiplier of the Dedekind $\eta$-function.
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