
ARITHMETIC LINEAR TRANSFORMATIONS 
AND ABSTRACT PRIME NUMBER THEOREMS 

S. A. AMITSUR 

1. Introduction. Shapiro and Forman have presented in (4) an abstract 
formulation of prime number theorems which includes the various prime 
number theorems; for primes in arithmetic progressions, for prime ideals in 
ideal classes etc. The methods of proofs are "elementary" and follow closely 
Shapiro's proof for the primes in arithmetic progression (for reference see 
bibliography in (4)). 

The author has followed in (1) some ideas of Yamamoto (5) on arithmetic 
linear transformations to introduce a symbolic calculus in dealing with arith
metic functions. This calculus proved to be very useful in unifying many of 
the "elementary" proofs in the behaviour of arithmetic functions. In (6) 
Yamamoto has extended his theory to ideals in algebraic number fields, and 
with this extension the symbolic calculus of (1) can be extended to cover the 
abstract case of prime number theorem in countable free abelian groups as 
discussed in (4). Furthermore, a more careful study of the behaviour of certain 
"remainders" yields a more general result in the direction given by Beurling (3). 

Shapiro and Forman have considered the following situation. Let G be a 
free abelian group on a countable number of generators pt (i = 1, 2, . . . ,). 
N:G —> 9Î be a homomorphism of G into the multiplicative group of all integers 
yi, with the kernel Gf such that G/Gf is finite. If i J i s a generic class of G/G', 
and w is an integral word in G, then the main result of (4) is deriving from the 
condition 

(1.1) £ 1 = cHx + RH(x);cH>0, X cH>0 
Nw^x 

a "prime number theorem" for the class H: 

(i.2) TH(X) = E i = 4 r - + n r H • 
NÏ<X logx Mogx/ 
peH 

A complete analysis of the coefficient of dH was given in (4) for the case 
RH(X) = 0(x9) with 1>0 > 0. The methods developed in the present paper 
will show that the same results are valid even if RH(x) = O(x/logyx) with 
7 > 2. A result of a similar nature, though in a completely different situation, 
was given by Beurling (3) for y > f. 

It is quite surprising that for y > 3 (and in certain cases for y > 4) the 
methods and the results of (1 ) can be carried over to the abstract case almost 
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without any change whereas 3 > y > 2 involves many refinements of the 
methods and of the main "elementary proof" of (1). In fact, some of the 
equivalent forms of the prime number theorem cannot be proved by our 
methods for 4 > 7 > 2; though others can be shown for these values of 7 
relatively easily, their classical proofs of implying the prime number theorem 
breaks down if 7 < 3. 

We take this opportunity to present also the symbolic calculus of (1) in a 
more general and in what we hope is a simplified form. An application is also 
given to show (by elementary methods) that f (1 + it) ^ 0 for t ^ 0 and 
that Y<P~~l+it converges. 

2. The semi-group W and its characters. In the present context we 
prefer to consider the semi-group W of all integral words in G, and similarly 
W = W C\ G. In this way the group K of all characters of G/G' (4) is replaced 
by a finite group of characters of W. To be more precise, we assume the 
following: 

Let W be a free abelian multiplicative semi-group generated by a countable 
number of generators pim Let N be a homomorphism of W into the multiplicative 
semi-group 5R of all positive integers, that is, Nw is an integer and 
N(wiw2) = Nwi . Nw2. 

Let K be a finite group of characters of W. By a character % € K, we mean 
a homomorphism of W into the complex numbers. The unit xo G K is defined 
as xo(w) = 1 for all w G W. Multiplication in K is given by: 

(2.1) (xn)(w) = x(w)v(w). 

Let K be a finite group of order h, then it follows readily by (2.1) that 
x(w) is an hth root of unity. Furthermore, each w G ^de te rmines a character 
of K by setting w(x) = x (w) • Thus the mapping w —> w is a homomorphism 
of W into the group K of all characters of K. Let W be the kernel of this map, 
that is, 

W' = {w; w £ W, x W = 1 for all X U ) . 

This readily implies that W/W is a finite group of order < order of K = order 
of K = k. Now the classes H of W/W are determined by the group of 
characters K\ that is, u, v belong to the same class H if and only if x(u) — xW 
for all x f ^ , or in other words if and only if û = v. On the other hand, K 
is readily seen to induce a group of characters on the finite group W/W, 
and from the definition of the classes of the latter it follows that different 
characters of K induce different characters of W/W. Consequently h = order 
of K < order of W/W. Combining this with the previous result, we obtain: 

PROPOSITION 1. W/W is a finite group of order h, and K can be considered 
as the group of all characters of W/W. 

In many cases the converse situation is preferred. Namely, given W C W 
such that W/W is finite, we define K to be the group of all characters of W/W, 
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and then x W is denned to be x(H) where w £ H the class in W/W. In any 
case, we shall always use the notation x(H) a n d x W f° r the same character x-

Now the standard relation between characters yields: 

(2.2) E x(H)r,(H) = {°h !| * * * 

_ Jo ^ u> v belong to different classes of W/W 
(2.3) 2^ x W x W = | ^ if w> v belong to the same class. 

Next we assume that for any class 

(2.4) BH(x) = E 1 = CHX + 0(x/\ogyx)-CH > 0 , £ CB > 0. 
NwKx 
weH 

We define 

(2.5) fe(x) = Z logiV^; TTH(X) = E l . 
Npl*Cx NpKx 
pieH peH 

Analogous to the results of Shapiro and Forman (4), we shall show that the 
character can be distributed into three classes Ti, T2, r3 . Ti will contain all 
character for which Ax = J^HX(H) CH ^ 0, T2 and T3 will be defined later 
in §8. Our first result is: 

THEOREM A. If y > 2, then 

jx + o(x) 
£ X{pl)\ogNp = L ( x ) 

Np*Kx 

{—x + o(x) 

Let U = {w; x W = 1 for all x £ Ti}, and [7* = {w; w £ U, x W = 1 for 
all x e r 3 } . Then r C [/* Ç [/ and as in (4, Theorem 3.1): 

if x € r, 
if x e r2 

if X G r 3 and 7 > 3. 

THEOREM B. / / (2.4) holds then: 

wH(x) = d °° 4- ( X 1 
^ logx Vlogx/ log x \log : 

i/ (a) T3 = 0 , 7 > 2, wAere: 

(0 f o r # iU/W 
H \h~l order I \ for ff 6 U/W 

or (b) T3 ^ 0 , 7 > 3 where: 

ioîorH i U/W or H € J7VW" 
H 12/T1 order r i for H £ U/W'or H i U*/W. 

3. The r ing C(W). Let C(W) be the set of all complex valued functions 
of W. As in (5, p. 42), C(W) is a ring with respect to the addition 

(3.1) if + g) (w) = f(w) +g(w);weW, 
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and the convolution: 

(3.2) (/*«)«= E/(«)«(»)• 

We shall also use the ordinary multiplication: 

(3.3) (fg) (w) =/(w)«(«0. 

The ring C(I^) is in fact a commutative ring with the unit e defined. 

(3.4) e(l) = 1, e(w) = 0 for w = 1 (the unit of WQ. 

As in the classical case W — 31 the integers, (1,5) it is easily shown that 
the invertible function / Ç C(W) are those for which / ( l ) ^ 0, and in this 
C3isef~1(w) is defined by induction on the length of the words. 

(3.5) r j(i) = \/f{\)-r\w) = E f \u)f(wu l) 
U \W 

f(l),U 9* W. 

Let E be the ' 'one" function defined E(w) = 1 for all w Ç W, then its 
inverse E"1 = JJLW = M is the Mobius function for W: 

(3.6) n{w) = ( ~ l ) r if w is the product of r distinct generators 
n(p) — 1, and zero otherwise. 

A function / is said to be multiplicative if : 

(3.7) f(uv) = f(u)f(v) for (u, v) = 1 

where (^, y) = 1 means that u, v have no common divisor p^l in W. If (3.7) 
holds for all u, v without any restriction, then we say t h a t / is factorable o r / i s 
a character. Another type of functions which we meet are the additive functions 
which satisfy: 

(3.8) f(uv) =f(u) +f(v). 

In the general case of arbitrary semi-group W as in the case of the integer 
(5) we have: 

PROPOSITION 2. If f is a character, then the mapping: g —> gf is an isomor
phism of C(W) into itself. In particular: (g*h)f = (gf)*(hf). 

Iff is an additive function, then the mapping: g —> gfis a derivation of C(W). 
In particular: (g*h)f = {gf)*h + g*(hf). 

Let N be the homomorphism of W into the semi-group of all integers 31. We 
shall refer to Nw as the norm of w. Since N is a homomorphism, N is a character, 
and consequently the log-function L, defined thus: 

(3.9) L(w) = logNw 

is an additive function. Thus, it follows from Proposition 2 that 

(3.10) (f*g) L = fL*g + f*gL for all / , g Ç C(W). 
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We shall use the notation Lm to mean Lm(w) = logw (Nw). With the aid of 
H = tJLw we define as in (6, p. 44) the Mangolt-function A = Aw = /JL*L the 
Selberg-function A2 = n*L2 and higher types Am = /ui*Lm. We recall that 

(3.11) A(pe) = log Np and A(w) = 0 if w ^ pe for a generator p £ W. 

(3.12) A2(p
e) = (2e - 1) log Np; A2(p

eqf) = 2 log Np log iVg; 
A2(ze>) = 0 for w 7e peqf. 

To every / Ç C(W0 we define an arithmetic function Nf Ç C(9t) by setting 

(3.13) (Nf)(n) = X) /(w) for every integer n > 0, 
Nw=n 

and if there are no w G W satisfying, Nw — n then we set (Nf) (n) = 0. 
Thus (NE) (n) is the number of elements of W whose norm is n. It is not 

difficult to show 

THEOREM 1. The mapping f'—> Nf is a homomorphism of C(W) into the 
ring of all arithmetic function C(9î). 

4. The ring of arithmetic linear transformations. Let F be the 
linear space of all complex valued functions $(x) defined for all real x > 1. 
To each / Ç C(W), we make correspond (as in (1, 5)) a linear transformation 
Sf of F, defined by 

(4.1) (Sf$)(x) = I ] f(w)$(x/Nw); $ Ç F and all x > 1. 

The following is then easily verified. 

PROPOSITION 3. 

Sf+s = Sf -\- Sg; cSf — SCf\ S/^g = S/Sg. 

That means that the correspondence:/—> 5/ is a homomorphism of C(W) 
into the ring of all linear transformations of F. 

Definition (4.1) is valid for all semi-groups, in particular for W = -W (the 
integers) where in the semi-group of integer the norm is to be the identity 
map. Then clearly we have, by (3.13), 

PROPOSITION 4. 

Sf $ = SNf$. 

For practical purposes we prefer to substitute for Sf a different operator 
If defined by 

(4.2) (/,*)(*) = ^ f ? *(£) = (**-.*)(*) 
where 

(fN"1)(w) =f(w)/Nw. 
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As we remarked above, N and therefore also N_1 are characters of W, hence 
it follows readily by Proposition 2 that Propositions 3 and 4 will hold also 
for / / . For further references we formulate this result in the following proposi
tion which includes also an additional simple fact. 

PROPOSITION 5. 

If + Ig = If+g; clf = Icf; IrIg = IUg; If$ = INf<$>, 

and 

//(<£ log x) = log x . 7/i> — IfL$. 

5. T h e space 8. In the present section we extend the formalism intro
duced in (1) to cover the general case dealt with in the present paper. 

Let 8 be the space of all polynomials <£(log x) = ^2 av log vx in the function 
log x. We introduce the formal derivation D = d/d log x with all its positive 
and negative powers by writing 

(5.1) Dm logn x = in)m logw~mx for all n > m, n > 0, 

= 0 if m > n, 

where (n)m = n\/(n — m) ! if n > m and n > 0; m can be positive or negative. 
Thus, D° is the identity. For completeness we set (n)m = 0 if m > n. Now 
Dm acts on $(logx) by setting: DmÇ£ av logvx) = £ (v)m avlogv~mx. 

Let a_p, ûf_p+i, . . . , «o, • • • , be a sequence of complex numbers, then the 
symbol 

F(D) = É <0>' 

will be considered as a linear operator on 8, by putting 

(5.2) F(D) \ognx = £ a^D'log"* = E (»),a,log"-'x. 
v=—p v=—p 

Let / Ç C(W0, -F(-O) be as above. Then we denote by Rn(x)f, F) the remainder 
element defined by the relation 

(5.3) //log»* = F{D) log*x + Rn{x-J, F). 

That is, in view of (5.2) 

(5.4) * , ( , ; / , F) = £ « l o g " ^ - ±p (nU.lcT'x. 

As in (1) we shall write 

(5.5) / , = F{D) +0(<pn) 

to mean 
Rn(x;f, F) = 0(?B(*)), for all n > 0. 

The notations Rn{x), Rn(x;f) and i^n(/) will replace Rn(x\f, F) when no 
confusion will be involved. 
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For further references we fix 

F(D) = £ ayD\ G(D) = £ &£>"• 
v=—p H=-q 

The following is easily verified. 

THEOREM 2. (1) aRn(x;f, F) + !3Rn(x;g, G) = Rn(x; af + 0g, aF + fiG) 

(2) Rn(x;fL, - Ff) = logx.Rn(x;f, F) - Rn+l{x;fy F) 

where F' = J^ vav D
v~l is the formal derivative with respect to D. 

The proof of (2) follows as in the proof of (4) of (1, Theorem 4.1). 
Another simple result which is of great importance in the present paper is 

THEOREM 3. 

n+p 

Rn(x'}g*f,GF) = IgRn(x;f,F) + £ ( w ! / j ! K _ ^ ( x ; g, G) 
3=0 

q-1 t+1 

~ 1 C 12 Oln+t+sP-sinl/t^log^. 
t=0 s = 0 

This will be used mainly in the following form, (noting that a-v ^ 0) 
n-\-p— 1 

(5.6) RnJrV{x\g,G) = cIgRn(x;f, F) + ^2 CjRj{x\g,G) 
3=0 

Q-1 

+ H cnyt \oglx + dRn(x; g*f, GF). 
t=o 

for some constants c, cjy cna, d. In both formulas if n + p < 0, the term con
taining Rj(Xig, G) does not appear, and if a — 1 < 0 the last term is not to 
be considered. 

We note also that G(D)F(D) is the formal product of the two power series 
in D and not the product of the operator G and F\ the two products are not 
always equal as can be seen by: 1 = (D~lD)l ?± D~l{Dl) = 0. 

Proof. 

Ig*f\ognx = Ig(If\ognx) = il E (n)vav\ogn-vx + Rn(x',f, F) 
L v=—p —I 

= IeRn(x;f, F)+Jt (n)vaJglogn-'x 
p=—p 

n 

= IgRn(x;f, F) + X) (n)vavRn„v(x;g,G) 

n n—v 

+ I ] X (n)vav(n - v)M0M log71 ' Mx 

= A + B + C = (GF) logBx + Rn(x; g*f, GF). 

The terms A, B appear in the statement of Theorem 3 (by setting j = n — v) 
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and if n + p < 0, we do not get B. To complete the proof of Theorem 3 we 
have to compare 

[G(D)F(D)} lognx = £ ( Z a,0j(n)*log"-** 

with 

c = z £ ( * ) > ( * - v)MaAiogn-^x = z ( Z' «A)w*iog*"*xf 
which is obtained by setting v + \x = k. The difference between the two is 
that in (GF) logwx, the sum ranges over all v > — p, /x > — g, whereas in the 
second sum it ranges only over: w > *> > — £, w — *>>/z>— g. Comparing 
the two we observe that they have common range as long as min {n, k + g) > 
z> > — £ with & = v + £i < w. Thus the terms for which k + q ^ v > n show 
that: 

C - (GF)\ognx = - Z ( Z " ^ l O w o g ' 1 " * * 

< 7 - l tt-1 

= Z Z (^!A!)an+f+5/3_slog^, 

since in ]£", " > n\ hence, the last form is obtained by setting t = n — k 
and 5 = •—ju, as then v = k — n = n + t + s. (If g = 0, this term does not 
appear, since k + g < n.) 

The relation (5.6) is very useful in computing Rn(x\f~l, F~l) by induction, 
since it provides us with a recursive formula for Rn(x;f~1, F~l) as will be 
used later. 

Another formula for Rn(g*f) has been obtained in (2) following the Dirichlet 
hyperbola method for summation. This result has been proved only for the 
integers (Theorem 1 of (2)), and we formulate it here for the semi-group W, 
but the two results are equivalent as is readily seen by the equality / / = INf, 
which leads to the relation: Rn(x-J, F) = Rn(x; Nf, F) for all / Ç C(W). We 
quote that result in the following theorem. 

THEOREM 4. Let yz = x\ 1 < y < x then 

*.<-=,-/. on - E ^ f e •! •') + &.*£ 4jk : «• o) 

- Z (°)-R,-,(y;g,G)S/(z;/,f) 
j=Q \J/ 
V i ! 
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and the respective terms do not appear if the power series of F(D), G(D) do not 
have negative powers of D (that is, p < 0 or q < 0). 

The following lemma will be used extensively in §6. 

LEMMA 1. Let 

*(*) = E /(«0, 
NwKx 

let <p(x) be a differentiate function. Then 

£ f(w)<p(Nw) = *(x)<p(x) - f Ht)d<p(t), 
Nw<x t / l 

or more generally 

£ f(w)<p(Nw) = *(pc)<p(x) - Hy)v(y) - f ^(0^^(0. 
y<Nw<.x *Jy 

This lemma follows immediately from (7, Theorem 421, p. 346) noting that 

E /(«0 = £ W)(»). 
NwKx n<x 

6. Approximating / / . In the following two sections we consider functions 
/ 6 C(W) with properties 

(6.1) 5/1 = Z /(w) = ax + O(x/\ogyx), y = 1 + Ô > 0, 

(6.2). ^i/i l = E |/(«/)| = Ax + O(x/logyx), 
Nw^x 

or the weaker condition : 

(6.2*) E |/(w)| = 0(*). 
Nw<x 

For later applications we shall introduce the assumption 

(6.3) / - 1 e x i s t s i n C ( ^ ) a n d | / - 1 M | < K\f(w) | for some K > 0, and all w Ç TF 

These function will satisfy 

PROPOSITION 6. 

(6.4) Ifl = £ (Nwy'fiw) = a logx + a0 + p(x), p(x) = O(log"5x) 

(6.5a) SfLl = ]C f(w) logNw = ax logx — ax + a + 0(x log" x) 

(6.5b) 5/z,21 = 2^ /(w) log2^^ = ax log2x — 2ax logx + 2ax — 2a 
NwKx 

+ 0(x log1" #). 

The proof follows immediately from (6.1) by applying Lemma 1. We observe 
also that, since <5 = 1 — y > 0. 
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Ûfo 0{rl log"7 t)dt; p(t) = O(log-y x) + J 0 ( r x log" ' * )<# 

= 0(log-5x). 

In what follows we determine an approximation of If assuming only the 
validity of (6.4), and to simplify results, we assume henceforth that 5 = 7 — 1 
is not an integer. 

From Lemma 1 we obtain, for n > 0, 

/ / l og"* = E (Nwy'fiw) log" (x/Nw) = - H a log/ + a0 + p(t)) 
JV tt><£ t / 1 

d log" (x/t) 

= (n + 1)_ 1 « log"+1 * + ao log" * - £ M ( - 1)" log""" x J™p(0<* log" * 

= (n + I ) ' 1 a log"+1 x + ao log" x + £ f " 1 ^ ; P P C O ' " 1 log""1 * , '•dt-

nl ; log-"x 

+ 

(w — v)\ 

£ ( - D ' ( * ) log""'»- P p C O d l o g ' / - £ ( - l ) " ( W ) l o g n - x 

J p(0dlog'*. 

This is true since, for v < ô, 
/•oo /»oo 

I p(0^iog^ = ^ l rlp{t) \og'xt dt < oo 

as p(£) = 0 (log_ôx). If w < ô, we disregard the last term. Put 

(6.6) 

F(P) = 22 avDv with a_i = a, ao as given in (6.4) 

av = 0 for i> > <5, 

«„ = -( r r r I ; dt t o r 1 < V < Ô. 
I (y — 1)1 t / i £ 

Thus we have obtained that Iflognx = F(D) log^x + Rn(x;f, F) where 

(6.7) Rn(x;f,F)= E ( - 1 ) ' ( " ) log""'* f"p(t)d log't - E ( - ! ) ' ( * ) 
v<8 \V/ Jx „>5 \ ï > / 

logn v x I p(0^ log" t 

and for the case n = 0, we have clearly by (6.4) 

(6.7*) £o(*; / , F) = P(x). 

H n < ô we can obtain a better form for Rn, namely 
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(6.8) Rn{x;f, F) = £ ( - 1 ) ' ( ~ ) log71" x • £ P{t)d log't 

p(t)d log^xr 1) = ( - 1 ) " P{xeu)dun, 
Jx Jo 

where the latter is obtained by setting u = — log (x/ -1). 
If (6.3) holds for all Ô > 0 (that is, (6.1) is valid for all y > 0) then we 

define av by the integral of (6.6) for all v > 1. Furthermore, it follows readily 
from (6.8) that, for all n < 5, 

(6.9) Rn(x;f, F) = ± [" p(xeu)dun = 0(logw"5x). 

Thus we have 

THEOREM 5. If 

^2 (Nw^fiw) = a_i log x + ao + O(log~ x) 

/or all 6 > 0 £/̂ ft. / / = F(-D) + O(log_5x) for all 6 > 0, a ^ F(Z)) is as g w n 
in (6.6). 

In many cases we can obtain a better bound for Rn{x]f, F). 
If p(x) = 0(x_t?), # > 0, then one readily obtains from (6.8) that 

Rn(x;f, F) = o(rx-%-*udun) = 0(x~*). 

COROLLARY. If 

S f(w) = OLX + 0{xl~ ) 
NwKx 

then If = F(P) + 0(x~*). 

Now, if (6.9) is valid only for a bounded <5, then we can only show 

THEOREM 6. Rn(x;f, F) = O(logw~5x) with F{D) as given in (6.6). 

Indeed, for v < 5, 

J p(t)d\ogvt = OOog'-'x) 

and for v > 5 

f p(t)d log" t = Oflog1-1*). 

Thus our theorem follows immediately from (6.7). 
Applying Theorem 2 to this approximation of / / yields 

THEOREM 7. 

oo 

ItL = - E w ^ ^ + Odog*4-1^*), 
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and generally 

IfLm = (-1)WFW(2?) + 0(ÏOgn+m- 5X), 

where 
CO 

F(D) = £ «,£>' 

w given in (6.6) awd .F(m) (D) denotes the rath formal derivative of F(D) with 
respect to D. 

The coefficients a_i = a, ao, «i, 4. are defined in (6.2) and (6.6). We have to 
deal separately with the following cases. 

Case I a_i ^ 0 (this implies that A 9e 0). 

Case II a_i = 0, a0 ^ 0, and A ^ 0. 

Case III a_i = ao = 0 (this will imply that A ^ 0). 

Case IV a_i = 0, a0 9e 0 and . 4 = 0 

Our first purpose is to show that 

THEOREM 8. 

O(logn~ x) in Cases I, IV 

O(logw+ ~ x) in Case II 

,0(\ogn+2-5x)in Case III . 

and ^ e four cases contain all possible conditions on the coefficients. 

We shall need the following lemma. 

LEMMA 2. Let h(w) > 0 satisfying 

Shl = E Hw) = O(x). 

Le£ g(x) = O(logrx) be a non-negative bounded function in finite intervals, then 
hg = 0(1) + OQog'^x). If 5,1 = O(x/logrx),r > 1 *fte»: hg = 0(1) + 
O(logrx). 

Indeed, let |g(#)| < i£ log rx for x > a, then 

\hg\ < E ( J ^ r ^ W l g ^ / J V w ) ! + X Z (Nw)-'1h{w)logr(x/Nw) 

< sup \g(t)\(xa~ ) ~ -0(x) + K(xa~~ ) ~ Iogra-O(x) 

If-i = F~\D) + 0(1) + 

K K a 

ocodirMog'xr1] = o(i) + o(k>gr+1 
*) 

as can readily be obtained by substituting u = x/t in the integral. 
The second result follows similarly if we observe that 
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J 0(t log - ' t)d[rl logr xT1] <K J d[rl log' xt'1] + 

nxa~l 

+ L\ tiog-'tdir'iog'xr1] 
for some 1 < s < a - 1 , and some constants K, L > 0. Clearly, the first integral 
is O(logrx) and the second is: 

= o(jXa r'log-'tlogixr^dt) = O(\ogrx). 

As a special case, if f(w) satisfies (6.2) and (6.3) and g(x) is as above, then 
we have 

COROLLARY 2. 

If-X = OCT|/il*l) = 0(1) + O(log^x) if A * 0, 

If-* = Otfi/i|g|) = 0(1) + 0(log'*) if 4 = 0. 

Indeed, by (6.3) it follows that Lf"1 M I < k\f(w)\ for some K > 0. Thus, 
//_!£ = 0(/ | / | |g | ) and the rest follows by the preceding lemma. 

Next we prove 

PROPOSITION 7. Iff satisfies (6.1)-(6.3) and ô > 1 (that is, y > 2), then 
one of the coefficients <x_i, «o, «i 0/ (6.6) is not zero. Furthermore, if a_i = «o 
= 0 then A 5*0. 

For, let «_! = «o = 0, then from Theorem 6 we deduce that If log x = «i 
+ (^(log1"5^). Applying 7/_i on both sides and using the preceding corollary, 
we obtain 

log* = 1,-iIflogx = a, 7/-il + O(log2~5x) + 0(1) = ai Jf-il + tf(logx) 

since 2 — 5 < 1, and this can only be true if «i =)= 0. Moreover, in this case, 
it follows in view of (6.3) that: 

\a^\ogx + o(\ogx)\ < \If-il\ <KI]f]l = A £ l o g x + O(l) 

hence A 4= 0. This proves also that the four cases described in Theorem 8 
cover all possible cases. (Note, that at this point only in Case IV we assumed 
7 > 2 . ) 

Remark. "If in (6.2), we assume that ^ 4 = 0 , then clearly a_i = 0, since 
17/11 < 7| / |1 , and in this case it follows that a0 dp 0. The latter is then true 
even for ô > 0, since we can use the better bound given in Corollary 2 for 

If-i OGog1-8*). 

So that if a0 = 0 we would have 

logx = If-iIf\ogx = ajf-il + If-iOQog1-^) = otilf-il + OQog1-5), 
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which implies that ai 4= 0 even for ô > 0. But then 

j a r 1 log* + o(logx)\ = \If-il\ < I\f\l = 0\log-8x) 

which is a contradiction. Hence, a0 41 0. 
We are now in position to prove Theorem 8. 

Case I. Since a = a_i 4= 0, F~1(D) = a_1Z) + . . . and therefore 

If-A = F - H ^ l + ^ o ^ ; / - 1 , / ^ 1 ) -

That is, 

lïoOc;/-1, F"1) = / / - i l . 

To evaluate this element, consider the following. 

1 = S/-iS/l = Sf-i[ax + 0(x log-**)] = axlf-il + x//-iO(log-^) 

= axR0(x',f-\ F'1) + xO(log-y+1x) + xO(l). 

Since Sfx = xlfl, now since — ô = 1 — 7, we have shown that i?0(#; /_ 1 , i7-1) 
= 0(1) + O(log_ôx). We complete the proof of this case by induction on n. 
Observing that: 

O s Rn(x; e, 1) = Rn(x;f-i*f, F^F) 

we obtain by (5.6), (where p = 1) in view of Theorem 6 and Corollary 2, 

Rn+1(x;f'\ F-1) = 0[If-iRn(x;f, F)] + O ( E | £ , (x;/"1, 77"1) 

= «[ /^^( log- ' jc)] + Ê 0(logJ'-ôx) + 0(1) = O(logw+1-5x) + 0(1), 

which completes the proof of this case. 

Case II. The proof follows by a similar application of (5.6). In this case, 
p = 0 and we need no special method for computing. As we have by (5.6) 

Rn(x;r\ F"1) = 0[If-iRn(x;f, F)] + o ( Z \R, (* ; / - \ F"1)] 

where for n = 0, the sum does not appear. Thus using again an induction, 
together with Corollary 2 and Theorem 6, we obtain that 

Rn(x;f-\ F-i) = 0(log»+1-8x) + 0(1). 

Incidentally, this provides the proof for Case IV also, since there ^ 4 = 0 
and we can use the better approximation 

Ir-iRn(x;f, F) = 0(\ogn-*x) + 0(1) 

which will yield in Case IV 

Rn(x;f-1, F-1) = 0(log"-5x). 
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Case III. Again we use the same procedure, but here p = — 1. So that 

R^i(x;r\ F'1) = 0[If-iRn(x;f, F)] + o ( ] £ \R, (x;/"1, F " 1 ) ^ 

and we thus obtain i^_i(x; / _ 1 , F_1) = O(logw+1-5x), which completes the 
proof of Theorem 8. 

It follows now readily from Theorem 3 that 

THEOREM 9. For m > 1 : 

(01ogw + m + 1-5x)inCasesI-III 

Indeed, Theorem 3 implies 

/ w+p \ 
Rn{x-,rl*fLm) = IfR»(fLm) + 0(£o \R; (r1)]) + 0(1) 

where D~v is the first power of D appearing in F{m)(D), and 0(1) has to be 
added only if a_i = a0 = 0, since then F-1(Z)) = a - i - 1 / ) - 1 + . . . (that is, 

Since F{D) has at most one negative power of D, that is, Z)_1, the mth 
derivative may have the lowest power D~(m+1\ thus p < m + 1. Furthermore, 
in view of Corollary 2 and Theorem 7, 

If-iRn(fL
m) = 0(\ogn+m+1-8x) + 0 ( 1 ) . 

The other terms can get at most to this power, by Theorem 8, which proves 
Cases I—III. In Case IV p = 0 and we can apply the better bound of Corollary 
2 to yield the required result. 

In particular this leads to 

COROLLARY 3. If 

S f(w) = oix + 0(x log 8x) 
NwKx 

for all 3 > 0 and then 

h-^fL™ = (-l)mF-l(D)F^(D) + 0 ( 1 ) . 

This includes the known results (1) about /„, IA, IA where ju, A, A2 are 
the Mobius', Mangoll's, and Selberg's function for the integers, respectively. 
More applications will be given later. 

7. Approximating characters. Let / b e a character on W, then the 
preceding results can be further refined in the direction of the "elementary 
proofs" developed in (1). This can be achieved relatively easily following the 
proofs of Theorem 9.1 and 9.2 of (1)—only if we assume that y > 3 where 
7 is given in (6.1). We shall outline the proofs of this fact later. 
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In the present section we want to obtain results which will give us the proof 
of Theorem A and B even for 7 > 2. We will be able to obtain the result that 
^2f(w)A(w) = x + o(x) if 7 > 2 in most cases, whereas the relation 
^tf(w)Nw~1A(w) = log x + c + 0(1) will be obtained only for 7 > 3. 

In the rest of this section we assume that 

(A) / is a character satisfying (6.1), (6.2), and i ^ O , 7 = l + ô > 2 . 
Since / is a character, it follows by Proposition 2 that f~l{w) = f(w)^w{w) 
which shows t h a t / satisfies also (6.3). For these characters we show 

PROPOSITION 8. 

(7.1) 5 /Al = E / W A W = 0(x) 
NwKx 

(7.2) S,„ A l l = E l/(w)| A,(w) = 2x log x + 0(x) + 0(x log2"**), 

(Selberg's formula) 

(7.3) 2 /(w)A(w) <2{t - l)x + o(x) as (*,*)-» (1, » ) . 
x<NwK tx I 

Proof. It follows from Proposition 2, that s ince/ is a character, 

(7.4) / - i = /M ; /A = ffa*L) = / " ^ / L and /A2 = /(M*L2) = / " ^ / L 2 . 

As the mapping g—>gL is a derivation in C(W), we have: (IJL*L)L = nL*L 
+ /x*L2 = — (n*y,*L)*L + M*£2 = — (n*L)2 + (IJL*L2). Hence: 

(7.5) /A2 = / A 2 + / A L . 

Now l/l is also a character, hence it follows by (6.5a) that: 

* _ 1 X) |/(w)|A(w) = I I / IAX - 1 = J I / I - I / I / ^ X " 1 = J ^ I - I ^ S I / I L I 

= I\f\-ix~ [Ax \ogx — Ax + A + 0(x log" x)] 

= ^ / i / i - i l ogx - ^ / | / | - i l + x^AS^i-A + I\fi-iO(log~8x) 

= 0(1) + OOog1"8*) = 0(1) 

which follows immediately by Corollary 2 and Theorem 8. This gives the 
proof of (7.1). The proof of (7.2) follows similarly by use of (6.5b). Namely 

* - 1 H \f(w)\A2(w) = /I/I-ICTI/IL**"1) 

= I{f\-i[A log2* - 2A log* + 2A + 0(log1_"ôx)] 

= 2 log x + 0 ( 1 ) +O(log2"5x), 

since by Theorem 2 I\f\-i log2x = (A~lD + . . .) log2x + O(log2_5x). 
The proof of (7.3) follows now by standard methods from (7.2) and (7.5). 

That is 

https://doi.org/10.4153/CJM-1961-008-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1961-008-1


ABSTRACT PRIME NUMBER THEOREMS 99 

0 < 22 l/(w)|A(w) < 23 \f(w)\A(w)logNwlog x 
x<NwKx t x<NwK tx 

< log-1x 23 A2(w) = log-1x(2/x log /x — 2x log x) + 0(x log^x) + 
x<NwK tx 

Oix log1_5x) = (2t-l)x + o(x). 

The ''elementary proofs" lie in the following refinement of (2, Theorem 4). 

THEOREM 10. Let g(w) Ç C(W) be a non-negative function satisfying 

(g!) 23 g(«0 = Afx logwx + e(x log**) ; M > 0, n > 1. 
NwKx 

Let h (x) be a real a complex-valued function which satisfies 

(hi) h(x) = 0(1) 
(h2) Z v-lh{v) = 0(1) 

v<x 

(h3) A(te) - A(«) = o(l) -s (*,*) -» (1, » ) . 

ZTjew ifee condition 

<«*> ,»W1 ̂  < s ± i L ^ l»Gs)! + ° ( i ^ V ) 

implies 
h(x) = o(l). 

This theorem has been given in (2, Theorem 4) with the condition 

23 ( M e / r ^ w ) = a logw+1x + b \ognx + o(\ognx) 

which is stronger than (gl), since (gl) implies only that 

(7.6) Igl = 23 (NwY^w) = [Mxlog \ + <K*logV)]x-1 

+ J^[Aft log*/ + o(t \ognt]r2dt = (n + l)_1Af log*+1x + tf(logw+1x). 

To prove this theorem, we first observe that for given / > 1, we can find 
xs such that, for x, y satisfying xy~1 > xs, the following is valid: 

(7.7) 23 (Nwy'giw) > C log^x^"1) for some C> 0. 
yKx/NwKv t 

Indeed, choose 8 (to be fixed later) then there is x$ such that for x > xi, 
the absolute value of the error term in (gl) is < 3 \ognx. Then it follows by 
(gl) that 

X) (Nw)~1g(w) > yx~x 23 gW 
y<x/Nw<y t 

> yx~\Mxy~x logVy -1 — A f x ^ ) " 1 log^x(^) -1 — 28xy~1\ognxy~1] 

> Af (1 - T1) logVy -1 + Afr^logVy - 1 - lognx(^)_1] - 25 logVy -1 

> MiX - T 1 - 25) lognxy~\ 
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and (7.7) is true if we choose C = M(l - t~l - 25) > 0, which can be 
fulfilled as t > 1. 

By the standard method of Selberg's proof (1, Theorem 6.1 and 2, Theorem 
4) one can obtain the following. 

(7.8) Given A > 0, there exists xA, T > t > 1 such that for x > xA, there 
is y y x < y < yt < xT with the property that for all y < z < yt, \h(z)\ < A. 

We turn now to the proof of Theorem 10, which contains only a more 
careful repetition of the proof of (2, Theorem 4). 

Let Urn sup|A(*)| = A. If A > 0, choose A = \A and fix xA, T > t > 1 
satisfying (7.8). For this given t we choose xg to satisfy (7.7). Now for given 
e > 0, let \h(x)\ < A + e for all x > Xe. 

Denote by yt the element y given in (7.8) for x = Tl > xA, that is, 
Tl < yi < yi.t < Ti+l and put £ = log x0/log T where x0 = max(x€, xA), 
and 77 = log(xx5-1)/log T. Thus for each £ < i < rj, Tl > x0 and xT~l > x5. 

It follows now by (9.2) in view of (7.7), (7.8), and (7.6) that 

|ft(*)| logw+1x < {n + 1)M_ 1 X) {NwYlg(w)\h{x/Nw)\ 
X(NW)~1KXQ 

+ (» + l)M-\A + «) £ (Nw)-Xg{w) 
xxo—l<x(Nw)~1<x 

+ E E [A - 04 + e)]Wlg(w) 
£<i<y yi<(Nw)-1x<yit 

<K £ (iVw)-1g(«0 + (n + 1)M _ 1 U + e)[M(« + 1)_ 1 IogB+1x 

+ o(log"+1x)] + [A - (A + e)}C £ log^xr- 4" 1 ) , 

since A — (/I + e) < 0 and x ^ - 1 > xT~l~l. Now, the first term is 
< KXQX*1 {MX lognx +o(x\ognx)) = 0(logw+1x). For the third term we have 
by Lemma 1, 

Z îog^r^-r-') = - m log r̂-̂ -1 + h] log r̂-̂ -1 

KK11 

- j\u]d log^r-"-1 = (» + îrMog^riog**1* + o(iogw+1x) 

as follows immediately by standard method of replacing [u] by u and noting 
that 7"* = xo, T* = XXÔ-1. 

Thus 

\h(x)\ < ^ + e + ( A ~ ^ - e)C/M\og T + o(l) . 

As x -» 00 with |A(x)| -> -4 we get i < i + € + (A - i - e)C, C" > 0. 
But this cannot be true for all e > 0 since (A — A)C' < 0. This contradiction 
leads to the conclusion that ^ 4 = 0 . 

We apply now Theorem 10 to the following function: g(w) = \f(w)\A2(w) 
and 
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(7.9) h{x) = * _ 1 E /(w)A(w) + 
NwKx 

— 1 in Case I 

0 in Case II 

1 + 1 in Case III 

since 2 - <5 < 1, it follows by (7.2) that \f(w)\A2(w) satisfies (gl). Clearly, 
(7.1) means that h(x) given in (7.9) satisfies (hi). Condition (h3) follows by 
(7.1) and (7.3), 

\h(tx) - h(x)\ < I Z /(w)A(wO(r1 - l)^-1! + I £ IMr'x-'Aiw)] 
I NwKx I I x<Nw<: tx I 

< X ( r ' - 1) + 2 ( * - ^ r ' + oCl) = o(l) as (*,*)-» (1 ,» ) . 

To obtain (h2) we put a = 1 in case I, o- = 0 for case II, and <r = — 1 
in Case III: 

I E ""'M») I = I E ""2 E /(w) A(w) - <r E V 
v<a: y<a; Nw<*v 

= I X /(w)A(w)- X) "' 
I NwKx Nw<v<sCx 

• alogx + 0(1) 

= I Z / W A ^ I W 1 - x"1 + 0(iVw~2)] - dlogx + 0(1) 

< Z i + Z 2 + Z a + 0(1), 

where 

E 2 = U"1 Z / W A W I = 0(1) by (7.1), and 

E s = I E (Nw)-2\f{w)\A(w)\ < E \f(w)\\ogNw(Nw)-2 = 0(1), 
I Nw*Cx ' NwKx 

as follows immediately by (6.5b). 
We can conclude from Theorem 9 that ]Ti = \IfA — a log x\ = 0(1) + 

O(log2~5x) which is 0(1) if 2 - 5 < 0, that is, 5 > 2 or y > 3. From this we 
can conclude Theorem A for 7 > 3. To obtain our result for 7 > 2 we need 
a refinement of Theorem 9, which we can carry out only in the following form. 

THEOREM 11. If f is a character satisfying (6.1) and (6.3) with A ^ 0, 
then 

IfA = - F~\D)F'(D) + 0(1) + 
0(log"-x) 

0(logn+1 x) 

lO( log^- 'x ) 

in Case I 

in Case II 
in Case III. 

Before proceeding with the proof of this theorem, we observe that with 
these results it follows now that £ 1 = 0(1) if ô > 1 in Cases I and II, and 
only in Case III we have to assume that 5 > 2. To complete the proof of our 
first main theorem, we establish 
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THEOREM 12. If / is a character satisfying (6.1) and (6.2) and A =|= 0, 
then 

23 f(w)A(w) 
NwKx 

x + o(w) in Case I and y > 2, 

o(x) in Case II and y > 2, 

I — x + o(x) in Case III and y > 3. 

We still have to prove the validity of (g2). Indeed by (6.5a) 

Ifh(x) = 7/(x~ 5 / A 1 ) = x~~ SfSfA.1 — <r7/1 

x 5/i,l — o-7/l = 
J0(log x) — ao in Cases II and III 
lO(log-5x) — OLI — ao in Case I 

since 7/X-1 = x 1Sf (as operators) and 5/A = Sf-iSfL. Hence if a = — ao or 
a = a_i — ao, 

7/M log x Ifh(x) = alfft log x + 7/M0(log1-sx) 

= 0(1) + 0(log2-5x) = o(logx), 

by Theorem 8 and Corollary 2. We now proceed similarly to (1, Lemma 6.1) 

7/M log x If = Ifll(If log x + 7/Zl) = log x + 7/A. 

It follows therefore that 

\h(x)\\ogx — 7|/|A|/^(x)| < | (log a; + 7/A)/^(x)| = |7/Mlog x Ifh(x)\ = o(logx). 

As in (1, Lemmas 6.3 and 6.5) we obtain 

(log2x - 7 | / |A2) | /?(X)| = (logx + 7,/| )(logx - 7,/t )|A(*)| 
< (logx + 7|/ | )o(logx) = tf(log2x). 

That is, 

\h{x)\\og2x < 7| / |AJ^(x) | + o(log2x) 

which proves (g2), after verifying easily as in (1, Lemma 6.3) with the aid 
of Theorem 11 that 7|/|A0(logx) = o(log2x). 

We return now to the proof of Theorem 11. From Lemma 2 and (7.1) it 
follows that 

(7.9) 71/1A0(log'x) = 0(1) + O( log^x) . 

The proof is similar to the proof of Theorem 8. It follows by (6.5a) that 

ax log x — ax + OL + 0(x log_ôx) = 5/z,l = 5 / A 5 / 1 

= 5/A[O:X + 0(x/log1+5x)] = ax7/Al + x7/A0(log~1-ôx) 

= ax7 / A l + x0(log~5x) + 0(x). 

Thus, if a =(= 0, we have: 7 / Al = log x + 0(1) + 0(log~5x) which yield 
-Ro(*;/A, - FF'1) = 0(1) + O(log"5x). 
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It follows now from the relation fL = /*/A and by (5.6) and Theorem 7 
using induction that 

Rn+1(x;fA, -F-lF) = cIfKRn(x'J, F) + o ( £ ) \RJ ( X ; / A , -FF^l) 

+ 0(l)+Rn(x;fA*f,-F-1F'-F) 

= / / A0(log r oA) + 0(1) + Rn(x;fL, -F) + O(\ogn-8x) 

= 0(\ogn+1-8x)+0(l), 

which prove the first case of Theorem 11. 
The other cases follow as in Theorem 8: 

/ n+p-l \ 
Rn+P(x',fA, -F-lF) = dfARn(x;f, F) + o( £ \R; (*;/A, ~ / ^ F ' ) l ) 

\ =̂o / 
+ 0(l)+Rn(x;fL, -F) = O(logn+l-8x) + 0(1). 

In Case II, p = 0 and in Case III, p = — 1, which readily imply by induction 
the other two cases of Theorem 11. 

We conclude this section with the last case a = A = 0 (which implies 
a0 4: 0). Here we do not have to use Theorem 10. The proof of (7.1) which 
leads to (7.9) holds in this case, and consequently, Theorem 11 (Case II) 
is also valid. Writing 

h(x) = x_ 1 £ A(w) = X - 1 5 / A 1 . 
NwKz 

As in the first part of the proof of Theorem 12, we obtain 

h(x) logx + IfJi(x) = Inflogx If(x~ SftX) = IpfX~l\ogxSfLl 
= JWOOog1"5*) = 0(1) + O(log2-5*). 

The power series in D corresponding to I\f\ will be of the form G(D) = 
A0 + A J) + . . . , and A0 ^ 0 (by Case IV of Theorem 8). Thus it follows 
from Theorem 11 that 

/ l / I A l = -A0-
1A1 + O(log1-Sx). 

Thus, since h(x) = 0(1) 

\h(x)\ logx < JW|A(*) | + O(log2-5*) + 0(1) 
< 0 ( l ) . / , / l A l + 0(log2-*x) + 0(1) = O(log2-5*) + 0(1). 

Consequently \h(x)\ < 0(log1_5x) + 0(log -1x). That is, 

THEOREM 12*. If f is a character satisfying 

£ /(«,) = 0(x/log1+5x) 
NwKx 

and 
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£ |/(«0| = O(x/log1+s*), 
NwKx 

then 

Z f(w)A(w) = O(x/logl-8x) + O(x/logx). 
Nw^x 

8. Proofs of Theorems A and B. We return now to the situation of 
§2. Let H denote a generic class W/W and let eH(w) be the characteristic 
function of H, that is, eH(w) = 1 if w £ H and zero otherwise. From the 
properties of characters (2.2) and (2.3) we have the relations 

(8.1) x = Z x(H)eH, eH = h'1 Z x{H)X-

We assumed in (2.4) that 

(8.2) Se 1 = Z 1 = cHx + O(x/\ogyx), Z ^ > 0. 
^ ftw*^x 

Thus 

Sxl = Z x t f O S . l = Axx + O(x/logyx), Ax = Z x(H)cB, 
H H H 

and for the identity XQ = E. Also 

5X01 = ex + O(x/logyx), AXo = c = Z ^ > 0. 

The characters are thus functions of the type which were dealt with in the 
preceding sections. Let 

LAD) = È £.(x)#'; i-i(x) = ^x 
v = - l 

be the polynomial corresponding to Jx in (6.6), then we distribute the characters 
of K in three classes 

Ti = | x ; x € K,AX = L_!(X) * 0 } , 

r 2 = !x;xG X, Ax = o, L„(x) * 0 } , 

r 3 = {x;xe K,AX = O,L0(X) = O}. 

Theorem 8 now implies that (all characters are in our case subjected to 
CasesI-III): 

COROLLARY 3. 

JXM = LX\D) + 0(1) + 
0(logK-^), x e r , 
0(logB+1-sx), x € r2 

0(log"+2-sx), x € r,. 
From Theorem 12 we now obtain Theorem A. 
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Theorem A and (8.1) yield 

X eH(w)A(w) = X A O ) = h~l X) x(H)x(w)A(w) 
Nw^x NwKx Nw^x 

weH 

= H E x(H) - 2 x(H) \x + o(x) = dHx + o{x). 

From here we can follow the ideas developed in (4), but replacing the "Dirich-
let density" k of a set S, denned there, by the sum 

J2 d(w)~lA(w) = k log x + 0(1), 
weS 

by dealing in a parallel way with the sum 

X A(w) = kx + 0(#) 

and by calling & the Dirichlet density of the set S. As the reasoning is identical 
with that of (4, p. 602) as well as the passage from 

$n(x) = ]£ A(w) 
NwKx 

to 

*H{X) = Z) 1 
NpKx 

peH 

we just quote the final results. 
(a) Ti is a subgroup of index 1 or 2 in the group Ti \J r3. 

(b) Let U = {w; X W = 1, x G I \ } , then W QUQW and £7/W has 
I \ as the group of characters. Put U* = {w; w £ (7, x W = 1 for all x G T3} 
then £7 2 [7* 2 W7 and Theorem I? is valid for these groups U and £7*. 
(Compare with (4, Theorem 3.1).) 

9. Other "elementary results." In the present section we shall outline 
the extensions of the elementary proofs of (1) to our case. These lie in the 
following extension of (1, Theorem 9.2). 

THEOREM 13. Let g G C(W)\ G(D) = y-qD~« + y_q+1D-*+* + 
Let f be a character satisfying (6.1) and (6.2). Then for n < 8 — a — 1 

J , - i„ log"* = [F~\D)G(D)] \ognx + o(l), 

where F(D) is given in (6.6), provided that the following conditions hold: 

(i) If-iRv(x; g, G) = 0(1) for v < n + 1, 

(ii) I\f\ log x Rn(x; g, G) = o(\og x) 

(iii) J,*,! = 0{x6) where h = f~l*g and 0 < 1 
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(iv) E (Nw)-1\h(w)\ = o(l) as (* ,x) ->( l , » ) 
x<NwK tx 

(v) Case I and g < 2; Case II and g < 1; Case III and q < 0. 

Before proceeding with this proof we give here some examples as applications. 

Example 1. g = e is the identity, and G(D) = 1. Thus Rv(x\ e, 1) = 0(1) 
for all v which yields (i) and (ii) trivially. Here, h = / -1*€ = f~l hence I\h\l 
= O(logx), by (6.3) and (6.2) which proves (iv). To prove (v) we obtain by 
(6.3) and (6.9) that for some K > 0, 

0 < E {Nw)'l\f\w)\<K Y. (Nwy'lfiw)I = KA logt + O(logA) 
x<Nw<* tx x<Nw<, tx 

= 0(1) 

as (/, x) —» (1, oo). Consequently, 

COROLLARY 4. 

1,-1 log"* = ^_1(^)log"x + o(l) for n < Ô - 1. 

In particular this yields, for 5 > 1: 

0(1) in Case I 

oiô + 0(1) in Case II 
a7 log x + â ceï" + 0 ( 1 ) in Case III. 

This includes for the case/(w) = 1, one of the equivalent forms of the prime 
number theorem, but our effort to follow the classical proof of that theorem 
from this result failed, and we have obtained the prime number theorem in §8 
in a different way. 

Example 2. g(w) = (JL)(w) = f(w) log Nw} and G(D) = - F'(D). We 
shall consider only the case A =f= 0 (in Case I, q = 2, Cases II and III, q < 0). 
In this example Rn(x;fL, — F') = 0/logw+1_5x (Theorem 7) and thus Corol
lary 2 implies that 

If-iRv(x;fL, - F) = O(log>+2-5*) + 0(1) = 0(1) 

for all v satisfying v + 2 — ô < 0. This proves the validity of (i) for all 
n + 3 — <5 < 0. But then (ii) also holds since 

If\ogxRn(x;fL, - F') = Ifi{\ogn+*-*x) = 0(1) + 0(log*+3-5x) = 0(1). 

Now h = f~l*j'L = /A which implies the validity of (iii) by Theorem 9 when 
applied to |/|, since I\/\l = O(logx) + O(log2_5x). The last condition (iv) 
follows readily from (7.3). Consequently we obtain by applying Theorem 13 
that 

COROLLARY 5. 

IfA \ognx = - [F-l(D)F'(D)} \ognx + 0(1) if ô > n + 3. 

1 /_ i 1 = 7 , rz—•—-
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In particular, if a = + 1, 0, — 1 in Cases I, II, III respectively, then for 
5 > 3: 

Z f(w)A(w) , , „ , _x 

Nw<x WW 

which is another equivalent form of the prime number theorem in the case 
of integers with f(w) = 1. Note that this is obtained only for 5 > 3 (that is, 
7 > 4) whereas the other equivalent for 

^2f(w)A(w) = ax + o(x) 
Nw^x 

was obtained in Theorem 12 for y > 2. 
Now for the proof of Theorem 13. We wish to show that the function 

h(x) = Rn(x',f~l*g, F~lG) satisfies the requirements of Theorem 10 with 
g(w) = \f(w)\A2(w). It was already proved in the preceding that g(w) satisfies 
(gl) of Theorem 10 if ô > 1, and we now prove the validity of (g2). It follows 
from Theorem 3 that 

Rn(x;gyG) = RnfaMJ'^g), 
n+p 

FiF-'G)) = IfRn{x-rl*g, F-'G) + Z CJRJ (*;/, F) + a, 
3=0 

where D~v is the first power of D in F~lG, and for some constants Cj a (a = 0 
if / is a character satisfying Cases II and III). Operating with 7,-i log x 
on this result, we find 

7,-1 logx IfRn(x'J~l*g, F~lG) 
n+p 

= 7y-i log xRn(x; g,G) — £ c; 7/_i log xRj (x\f, F) — alf-i logïx 
3=0 

= o(log x) + O(logn+P+1~8 x) + 0(1) + OOog1"5 x) 

= o(\ogx) 

iî n + p + I - 8 < 1. Since Rj (*;/, F) = O(logi~sx) by Theorem 6 the rest 
follows like the proof of Theorem 12, that is 

7,-i logx IfRnix-J-^g) = (log* + IfA)Rn(x;f-1*g) = o(logx), 

from which we deduce that 

\Rn(x;f-^g)\ log2* < I\f\A.2\Rn(x;f-^g)\ + o(log2x), 

namely, (g2). 
To prove conditions (hi) — (h3), we first observe that 

n+q 

RniT1**) = If-^n{g) + £ CJRJ Cf"1) + a = 0(1) + O(logn+q-8x) 
3=0 

where a ^ 0 if the situation is of Case III . This shows that 

Kif-^g) = 0(1) and Rn+1{j-lH) = 0(1) 

if n + 1 + q - Ô < 0. 
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The completion of the proof follows the computation of (1, pp. 306-7). 
We do not repeat the computation but present the final result in the following 
proposition. 

PROPOSITION 9. Letl(w) Ç C(W) and 
oo 

Then 

(9.1) Z M"X(M; /, L) = (n + l r X + i f o /, L) + 0(1) 
M<ar 

+ 0(E {Nw)-2\l(w)\ log"Nw) 
\Nw<x / 

and 

(9.2) Rn(tx\ /, L) - Rn(x; I, L) = E (NwyH(w) \ogn(tx/Nw) 

2 (") log" 
*=o \J/ 

+ X, I J logn'HR-, (x; /, L) + Oilog^x logw+1/), 

wo/^ the last factor omitted if L(D) does not contain negative powers of D. 

Thus in our case, / = f~l*g, L = F~lG we observe that (iii) of Theorem 13 
yields, by Lemma 2 : 

X (Nw)-2\l(w)\ \ognNw = O(xâ)x'l\ognx - ÇX0(f)d{rl\ognt] = 0(1) 
Nw<x J1 

which shows that Rn+i(f~l*g) = 0 ( 1 ) implies (h2). Condition (h3) of Theorem 
10 follows from (iv), since in our case Rj(x\l,L) = 0 ( 1 ) and m = 1 (in Case 
III, we have to require that q = 0) imply that 

X (Nw)-ll(w)\ogn[tx/Nw] = o(l) . 
x<NwK tx 

This completes the proof that if n + <Z + 1 < à and (a) Case I with q < 2, 
(b) Case II, q < 1, or (c) Case III, q < 0, all conditions of Theorem 10 are 
fulfilled. Thus the proof of Theorem 13 is complete. 

10. The character/(n) = nil. We conclude our result with an application 
for the semi-group of integers and the character f(n) = nu, t 4= 0 fixed. 

Clearly / is a character, and satisfies I\f\l = X n~l = log x + c + 0(x~l) 
and 7/1 = J^n~1+it = ct + 0{x~l) where ct = f (1 — it). Thus this function / 
satisfies the condition of either Case II or Case III . 

If (III) is valid then we would get from Theorem 13 (Example 2) that 

7^1*^1 = 7M1 = X A(n)nT1+tt = -\ogx + c + o(l) . 
nKx 

But since 
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£AW = logx + ,0 + o ( i ) 
n<x n 

(the case/(w) = 1) we have by Lemma 2 

— logx + c + 0(1) = 22 A(»)n~1+U 

nKx 

= [ l o g * + Co + 0 ( 1 ) ] X U - j [log M + Co + o( l ) ]<f t t " 

= 0(1) + jXo(l)duu = c-(logx). 

Indeed, if the function |o(l) | < e for x > X and |o(l) | < K for a; < X, then 

o ( l ) ^ ' < i O u~ldu + te u^du < M + etlogx. Q.E.D. 

Thus Case III is disposed of and there remains Case II, which means that 
oo 

£ n-1+it = f (1 - it) * 0 

and consequently that the series 

£»-1+"A(») 

converges for all / T^ 0. From this one readily proves that 

23*-1+<,iog*> 
converges. 
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