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A CALCULUS APPROACH TO HYPERFUNCTIONS III

TADATO MATSUZAWA

Introduction

In the previous papers, [18] and [19], we have given some basis of a calculus approach to hyperfunctions. We have taken hyperfunctions with the compact support as initial values of the solutions of the heat equation. More precisely, let $A'[K]$ be the space of analytic functionals supported by a compact subset $K$ of $R^n$ and let $E(x, t)$ be the $n$-dimensional heat kernel given by

$$E(x, t) = (4\pi t)^{-n/2} \exp \left[ -\frac{|x|^2}{4t} \right], \quad t > 0.$$  

Then for $u \in A'[K]$, the function $U(x, t)$ defined by

$$U(x, t) = u_y(E(x - y, t)), \quad x \in R^n, \quad t > 0,$$

satisfies the heat equation in $R^{n+1}_+ = \{(x, t); x \in R^n, t > 0\}$ and we have

$$u = \lim_{t \to 0_+} U(\cdot, t),$$

where the limit is taken in the sense of (1.6) in Theorem 1.1. The main purpose of this paper is to give some applications to microlocal calculus on the basis of the results obtained so far. In Section 1, we recall some basic facts on hyperfunctions given in [18] and [19]. Furthermore we add to consider to characterize hyperfunctions in the whole space $R^n (= \mathscr{B}(R^n))$ in such a way that they are also initial values of the solutions of the heat equation and locally equivalent to analytic functionals with the compact support. At the end of Section 1 we shall recall the notions of the wave front sets following the results of [18] and [19]. In Section 2, we shall investigate the microlocal regularity of the solutions of pseudodifferential equations in hyperfunction spaces as well as in ultradistribution spaces. The fundamental tool is the local expression of hyperfunctions given in (2.4) and (2.4)', the latter is a special case of
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(2.4). The formula (2.4)' was given in [22] in Schwartz distribution case and in [19], (3.10) in hyperfunction case. We generalize this in the form (2.4) by means of the results prepared in Section 1 and we shall see it plays an important role in the microlocal calculus. The author would like to thank Y. Morimoto for the stimulating discussion with him.

§ 1. Preliminaries

We use general notations such as $|\alpha| = \alpha_1 + \cdots + \alpha_n$ for a multi-index $\alpha = (\alpha_1, \cdots, \alpha_n)$ and $D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n}$, $D_j = -i\partial/\partial x_j$, $j = 1, \cdots, n$, etc. Let $K$ be a compact subset of $\mathbb{R}^n$ whose points are denoted by $x = (x_1, \cdots, x_n)$. As in [19], let $A[K]$ denote the space of all real analytic functions in some neighborhood of $K$. $A'[K]$ is the strong dual space of $A[K]$ and call its elements analytic functionals carried by $K$. Let $u \in A'[K]$ then for every complex neighborhood $\omega$ of $K$ we have

$$\tag{1.1} |u(\varphi)| \leq C_\omega \sup_{\varphi \in A} |\varphi|, \quad \varphi \in A,$$

where $A$ is the space of entire functions in $\mathbb{C}$. We refer to [19] the notion of Gevrey spaces $G^{(s)}$ and $G^{(s')}$, $1 < s < \infty$, etc. The $n$-dimensional heat kernel is given by

$$\tag{1.2} E(x, t) = (4\pi t)^{-n/2} \exp \left[-|x|^2/4t\right], \quad (x, t) \in \mathbb{R}^{n+1}_+.$$

Let $u \in A'[K]$ the function

$$\tag{1.3} U(x, t) = u(E(x, t))$$

is well defined in $\mathbb{R}^{n+1}_+$ and we shall call it the defining function of $u$.

**Theorem 1.1** ([19], Theorem 2.1). (i) Let $u \in A'[K]$ then $U(x, t) \in C^\omega(\mathbb{R}^{n+1}_+)$ and $U$ satisfies the following conditions:

$$\tag{1.4} (\partial/\partial t - \Delta) U(x, t) = 0 \quad \text{in } \mathbb{R}^{n+1}_+;$$

For every $\varepsilon > 0$ we have

$$\tag{1.5} |U(x, t)| \leq C_\varepsilon \exp \left[(\varepsilon/t) - \text{dis}(x, K)^2/4t\right] \quad \text{in } \mathbb{R}^{n+1}_+;$$

$U(\cdot, t) \to u$ as $t \to 0$, in the following sense:

$$\tag{1.6} u(\varphi) = \lim_{t \to 0} \int_{\Omega} U(x, t)\varphi(x)dx, \quad \varphi \in A,$$

where $\Omega$ is an arbitrary bounded neighborhood of $K$ in $\mathbb{R}^n$ and $A$ is the space of entire functions in $\mathbb{C}^n$. 
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Conversely, every $C^\infty$-function defined in $R^{n+1}_+$ satisfying the conditions (1.4) and (1.5) can be expressed in the form (1.3) with unique element $u \in A'[K]$.

(ii) In case $u \in G'_k$, $1 < s < \infty$, the condition (1.5) of the above assertion is replaced by the following: For any $\varepsilon, \delta > 0$ we have

$$|U(x, t)| \leq C_{s, \delta} \exp \left[ \varepsilon t^{(\varepsilon+1)} - \text{dis} (x, K_\delta)^{\varepsilon}/8t \right] \quad \text{in } R^{n+1}_+,$$

where $K_\delta = \{ x; \text{dis} (x, K) \leq \delta \}$.

(iii) In case $u \in G'_K$, the condition (1.5) is replaced by the following: There exists a non negative integer $N = N(u)$ such that

$$|U(x, t)| \leq Ct^{-N} \exp \left[ \text{dis} (x, K_\delta)^{\varepsilon}/8t \right] \quad \text{in } R^{n+1}_+.$$

We add the following characterization of the tempered distributions which is also useful.

**Theorem 1.2.** Let $u \in \mathcal{S}'(R^n)$ then $U(x, t) = u_x(E(x - y, t)) \in C^\infty(R^{n+1})$ and satisfies the following conditions:

(1.7) \( (\partial/\partial t - \Delta)U(x, t) = 0 \quad \text{in } R^{n+1}_+; \)

There are positive constants $C$, $M$, and $N$ such that

(1.8) \( |U(x, t)| \leq Ct^{-N}(1 + |x|)^N \quad \text{in } R^{n+1}_+; \)

$U(x, t) \rightarrow u$ in $\mathcal{S}'(R^n)$ as $t \rightarrow 0_+$, i.e.

(1.9) \( \lim_{t \rightarrow 0_+} \int U(x, t)\varphi(x)dx = u(\varphi), \quad \varphi \in \mathcal{S}(R^n). \)

Conversely, every $C^\infty$-function defined in $R^{n+1}_+$ satisfying the conditions (1.7) and (1.8) can be expressed in the form (1.3) with unique element $u \in \mathcal{S}'(R^n)$.

The proof of this theorem is obtained by the similar way as in Theorem 1.1 given in [18] and [19].

We can consider $A'[K_\delta] \subset A'[K_\xi]$ if $K_\delta \subset K_\xi \subset R^n$ and we set

$$A' = A'(R^n) = \bigcup_K A'[K].$$

We recall that the support of $u \in A'(R^n)$ is the smallest compact set $K \subset R^n$ such that $u \in A'[K]$. Now let $\Omega$ be a bounded open set in $R^n$. The space of hyperfunctions $\mathcal{H}(\Omega)$ is defined by
We want to define hyperfunctions in $\mathbb{R}^n$. Let $\Omega_j, j = 1, 2, \ldots$, be bounded open subsets of $\mathbb{R}^n$ such that $\mathbb{R}^n = \bigcup_{j=1}^{\infty} \Omega_j$. If $u_j \in A'[\Omega_j]$ and for all $j, k$ we have $u_j = u_k$ in $\Omega_j \cap \Omega_k$ (that is, $\text{supp}(u_j - u_k) \cap \Omega_j \cap \Omega_k = \emptyset$) then for any bounded open set $\Omega \subset \mathbb{R}^n$ there is a unique $u \in \mathcal{B}(\Omega)$ with $u = u_j$ in $\Omega \cap \Omega_j$, $j = 1, 2, \ldots$, by virtue of a localization theorem, [19], Theorem 2.4, ([7], Theorem 9.2.2) which implies the sheaf property of $\mathcal{B}(\Omega)$. We can therefore define a hyperfunction $u \in \mathcal{B}(\mathbb{R}^n)$ as a collection of $u_j \in A'[\Omega_j]$ such that $u_j = u_k$ in $\Omega_j \cap \Omega_k$, $1 \leq j, k < \infty$. The definition of $u \in \mathcal{B}(\mathbb{R}^n)$ is independent of such bounded open $\Omega_j$ sets with $\mathbb{R}^n = \bigcup \Omega_j$.

**Definition 1.1.** We call $U(x, t) \in C^\infty(\mathbb{R}^{n+1})$ an infra-exponential solution of the heat equation if it satisfies the heat equation in $\mathbb{R}^{n+1}$ and for any compact subset $K$ of $\mathbb{R}^n$ and $\varepsilon > 0$ we have

$$|U(x, t)| \leq C_{x, \varepsilon} e^{\varepsilon t} \quad t > 0, \ x \in K.$$

**Theorem 1.3.** Let $u \in \mathcal{B}(\mathbb{R}^n)$, that is, let $u = \{u_j\}_{j=1}^{\infty}$ such that $u_j \in A'[\Omega_j]$, $u_j = u_k$ in $\Omega_j \cap \Omega_k$, $1 \leq j, k < \infty$, where $\Omega_j$ are bounded open sets with $\mathbb{R}^n = \bigcup \Omega_j$. Then there exists an infra-exponential solution $U(x, t)$ such that

$$U(x, t) - U_j(x, t) \rightharpoonup 0 \quad \text{as } t \to 0, \ \text{in } \Omega_j, \ j = 1, 2, \ldots,$$

where $U_j(x, t)$ is the defining function of each $u_j$ and $\rightharpoonup$ means the weak uniform convergence in $\Omega_j$.

Conversely, let $U(x, t)$ be an infra-exponential solution, then there exists a unique $u \in \mathcal{B}(\mathbb{R}^n)$ satisfying $U(\cdot, t) \to u$ as $t \to 0$, in the sense of (1.12), that is, for any bounded open sets $\Omega_j$ with $\mathbb{R}^n = \bigcup_{j=1}^{\infty} \Omega_j$, there exist $u_j \in A'[\Omega_j]$ whose defining functions $U_j(x, t)$ satisfy (1.12).

**Proof.** Necessity. For simplicity we shall prove the one dimensional case of $n = 1$. Take $\Omega_j = \{x \in \mathbb{R}; |x| < r_j = \sum_{i=1}^{j} (1/i)\}$, $j = 1, 2, \ldots$, then obviously we have $\mathbb{R}^1 = \bigcup \Omega_j$. Assume that there are given $u_j \in A'[\Omega_j]$ such that $u_j = u_k$ in $\Omega_j \cap \Omega_k$, $1 \leq j < k < \infty$. Let $U_j(x, t)$ be the defining function of $u_j$:

$$U_j(x, t) = u_j, E(x - y, t)) \quad \text{in } \mathbb{R}^{n+1}, \ j = 1, 2, \ldots.$$

We shall construct infra-exponential functions $V_j(x, t)$ such that
(1.13) \((\partial/\partial t - \Delta)V_j(x, t) = 0\) in \(R^{n+1}_+\);
(1.14) \(V_j \to 0\) as \(t \to 0^+\) in \(R^n \setminus \partial \Omega_j\), \(j = 1, 2, \ldots\);
(1.15) \(|U_{j+1} - U_j + V_j - V_{j+1}| \leq C2^{-j} \exp[\varepsilon_j/t], \ t > 0,\)
where \(C\) is a positive constant independent of \(j\) and \(\varepsilon_j \to 0\) as \(j \to \infty\).
Furthermore for any \(M > 0\) there exists a number \(j_M\) and a constant \(C_M\) such that
(1.16) \(j \geq j_M \Rightarrow |U_{j+1} - U_j + V_j - V_{j+1}| \leq C_M2^{-j} \exp[-1/C_Mt], \ t > 0, \ |x| \leq M.\)

Then it follows from (1.16) and (1.13) that the limit
\[
U = \lim_{j \to \infty} (U_j - V_j) = U_j - V_j + \sum_{k=j}^\infty (U_{k+1} - U_k + V_k - V_{k+1})
\]
exists and satisfies the heat equation in \(R^{n+1}_+\). \(U(x, t)\) is an infra-exponential solution by (1.16) and \(U(x, t) - U_j(x, t) \to 0\) in \(\Omega_j\). It remains to construct such \(V_j(x, t)\). We take \(V_j(x, t) \equiv 0\). Assuming that we have \(V_j(x, t)\) we construct \(V_{j+1}\). Let \(v_j \in A'[\partial \Omega_j]\) be the initial value of \(V_j(x, t)\) and put
\[
u_{j+1} - u_j + v_j = g_j \in A'[\tilde{\Omega}_{j+1}].
\]
Then we have
\[
\text{supp} [g_j] \subset [-r_{j+1}, -r_j] \cup [r_j, r_{j+1}]
\]
and
(1.17) \(U_{j+1}(x, t) - U_j(x, t) - V_j(x, t) = \int E(x - y, t)g_j(y)dy,\)
where we have used the integral in the distribution sense. For the sake of the simplicity we assume \(\text{supp} [g_j] \subset [r_j, r_{j+1}]\). By using the Taylor expansion of \(E(x - y, t)\) at \(y = r_{j+1}\) the right hand side of (1.17) is written by
\[
\sum_{\alpha \geq 0} \frac{1}{\alpha!} E^{(\alpha)}(x - r_{j+1}, t) \int (r_{j+1} - y)^\alpha g_j(y)dy.
\]
Taking \(N\) a large number determined later, we set
\[
V_{j+1}(x, t) = \sum_{\alpha \geq 0} \frac{1}{\alpha!} E^{(\alpha)}(x - r_{j+1}, t) \int (r_{j+1} - y)^\alpha g_j(y)dy.
\]
If we apply the estimates of the derivatives of $E(x, t)$ given in [19], Proposition 1.1 and the inequality (1.1) for $g_j$, we have

$$\left| U_{j+1} - U_j + V_j - V_{j+1} \right|$$

$$\leq \left| \sum_{\alpha \in N^+} \frac{1}{\alpha!} E^{(\alpha)}(x - r_{j+1}, t) \int (r_{j+1} - y)g_j(y)dy \right|$$

$$\leq C_j \sum_{\alpha \in N^+} C^\alpha t^{-(1+\alpha)/2} \alpha!^{-1/2} \exp \left[ - (x - r_{j+1})^2 / 8t \right] (2j)^\alpha$$

$$\leq C_j t \exp [\varepsilon / t] \exp \left[ - (x - r_{j+1})^2 / 8t \right] \sum_{\alpha \in N^+} (2C/j)^\alpha , \quad \varepsilon > 0 .$$

Taking $\varepsilon = \varepsilon_j = (4C/j)^2$, this is majorated by the quantity of the form

$$C_j t^{-1/2} \exp [\varepsilon_j / t] \exp \left[ - (x - r_{j+1})^2 / 8t \right] \sum_{\alpha \in N^+} (1/2)^\alpha .$$

If we take $N$ sufficiently large for each $j \geq 1$, we obtain the estimate (1.15). The other estimates are obtained similarly.

Sufficiency. We take a function $\psi_j(x, t) \in C^\infty(\mathbb{R}^{n+1}) \cap L^\infty(\mathbb{R}^{n+1})$ such that

$$\psi_j(x, t) = 0 \quad \text{for} \quad \{x^2 + t^2 > j^2, \quad t > 0 \} ,$$

$$\psi_j(x, t) = 1 \quad \text{for} \quad \{x^2 + 4t^2 \leq j^2, \quad t > 0 \} , \quad j = 1, 2, \ldots .$$

(cf. [7], Corollary 1.4.11.)

Then by [14], Theorem 2.27 there exist ultradistributions $\widehat{\psi_j U} \in \mathcal{D}^{[2]}(\mathbb{R}^{n+1})$ such that $\widehat{\psi_j U} = \psi_j U$ for $t > 0$ and $\widehat{\psi_j U} = 0$ for $t < 0$. We define ultradistributions $\tilde{F}_j \in \mathcal{D}^{[2]}(\mathbb{R}^{n+1})$ and $\tilde{V}_j \in \mathcal{D}^{[3]}(\mathbb{R}^{n+1})$ by

$$\tilde{F}_j(x, t) = (\partial / \partial t - \Delta)\widehat{\psi_j U}(x, t) , \quad \tilde{V}_j(x, t) = E \ast \tilde{F}_j ,$$

where we consider $E \ast$ as a pseudodifferential operator from $\mathcal{D}^{[2]}(\mathbb{R}^{n+1})$ to $\mathcal{D}^{[3]}(\mathbb{R}^{n+1})$, (cf. [17]). If we set

$$U_j(x, t) = \widehat{\psi_j U}(x, t) - \tilde{V}_j(x, t) , \quad t > 0 ,$$

then taking notice of the support of $\tilde{F}_j$ we see $U_j(x, t)$ is an infra-exponential solution of the heat equation and

$$U_j(x, t) \xrightarrow{\ast} 0 \quad \text{as} \quad t \rightarrow 0_+ \quad \text{in} \quad \mathbb{R}^n \setminus \Omega_j .$$

Thus by Theorem 1.1, there is a unique element $u_j \in A'[\overline{\Omega_j}]$ such that $U_j(\cdot, t) \rightarrow u_j$ as $t \rightarrow 0_+$ in the sense of (1.6). We have $U(\cdot, t) - U_j(\cdot, t) \rightarrow 0$ as $t \rightarrow 0_+$ in $\Omega_j$ since $\tilde{V}_j(\cdot, t) \rightarrow 0$ as $t \rightarrow 0_+$ in $\Omega_j$, which is verified by
using the pseudolocal property of the operator $E^*$, (cf. [17]). This completes the proof of Theorem 1.3.

Let $u \in A'$, then the defining function $U(x, t) = u_y(E(x - y, t))$ is extendible as an entire analytic function in $C^n$ for each fixed $t > 0$. We will consider the asymptotic property of $U(z, t)$ as $t \to 0$ for $z = x + i\xi \in C^n$.

**Theorem 1.4.** (i) Let $u \in A'[K]$ then we have the estimate of the form

\[
|U(x + i\xi, t)| \leq C \exp \left( (\xi^2 + \varepsilon(1 + |\xi|) - \text{dis} (x, K^2)/4t \right), \quad x + i\xi \in C^n, \quad t > 0, \quad \varepsilon > 0.
\]

(ii) Let $u \in s^{(1)}, 1 < s < \infty$, then we have

\[
|U(x + i\xi, t)| \leq C_{s,t} \exp \left[ \frac{\xi^2}{4t} + s((1/t^{2(1+1)})
\right.
\]
\[
+ \left. (\xi/t^{1/s} - \text{dis} (x, K_0^2)/8t \right), \quad x + i\xi \in C^n, \quad t > 0.
\]

(iii) Let $u \in S'(R^n)$ then there are positive constants $C, M$ and $N$ such that

\[
|U(x + i\xi, t)| \leq C t^M \exp \left[ \frac{\xi^2}{4t} \right], \quad x + i\xi \in C^n, \quad t > 0.
\]

Now remember the definitions of the wave front sets.

**Definition 1.2** ([19], Definition 5.1). Let $u \in A'(R^n)$. We denote by $WF(u), WF_s(u), 1 < s < \infty$, and $WF(u)$ respectively the complement in $T^*(R^n) \setminus \{0\}$ of the set of $(x_0, \xi_0)$ such that there is a neighborhood $V$ of $x_0 - i\xi_0$ in $C^n$ and there are positive constants $C$ and $c$ satisfying

\[
|U(z, t)| \leq C \exp \left[ \frac{\xi_0^2}{4t} - c/t \right], \quad t > 0, \quad z = x + i\xi \in V,
\]
\[
|U(z, t)| \leq C \exp \left[ \frac{\xi^2}{4t} - (c/t)^s \right], \quad t > 0, \quad z \in V,
\]

and there are positive constants $C_N, N = 0, 1, \ldots$, such that

\[
|U(z, t)| \leq C_N t^N \exp \left[ \frac{\xi^2}{4t} \right], \quad t > 0, \quad z \in V,
\]

respectively.

By this definition we have obviously the following inclusions:

\[
WF(u) \subset WF_s(u) \subset WF_{(s)}(u), \quad u \in A', \quad 1 < s < \infty.
\]

Let $\Omega$ be a bounded open set of $R^n$. Let $\Gamma$ be an open cone in $R^n \setminus \{0\}$ and set for $\gamma > 0$

\[
W = \{z \in C^n; \mathcal{R}z \in \Omega, \mathcal{I}mz \in \Gamma, |\mathcal{I}mz| < \gamma\}.
\]
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Let \( f = f(z) \) be holomorphic in \( W \), then it is well known that there is unique boundary value \( b_\Gamma(f) \in \mathcal{B}(\Omega) \) of \( f(z) \) from \( \Gamma \). We have shown this fact via heat kernel in [19], Theorem 5.2 and Theorem 5.3.

**Theorem 1.5** ([19], Theorem 5.4). Let \( u \in A' \) and \( (x_0, \xi_0) \in T^*(\mathbb{R}^n) \backslash 0 \).

Then

(i) \((x_0, \xi_0) \in WF_\xi(u)\) if and only if there are open convex cones \( \Gamma_1, \ldots, \Gamma_N \subset \{ \xi \in \mathbb{R}^n; \langle \xi, \xi_0 \rangle < 0 \} \), bounded open neighborhood \( Z \) of \( x_0 \) in \( \mathbb{C}^n \), \( u_0 \) holomorphic in \( Z \), \( f_j(z) \) holomorphic in \( Z \cap \{ \mathbb{R}^n + i \Gamma_j \} \), \( j = 1, \ldots, N \), so that

\[
1.23 \quad u = u_0 + \sum_{j=1}^N b_\Gamma(f_j) \quad \text{in } Z \cap \mathbb{R}^n.
\]

(ii) \((x_0, \xi_0) \in WF_{10}(u)\), \( 1 < s < \infty \), if and only if \( u_0 \in \mathcal{E}^s(Z \cap \mathbb{R}^n) \) in the above expression (1.23).

(iii) \((x_0, \xi_0) \in WF(u)\) if and only if \( u_0 \in \mathcal{E}(Z \cap \mathbb{R}^n) \) in the above expression (1.23).

Conversely, Theorem 1.5 gives Definition 1.2, in other words, the following description of the wave front sets.

**Theorem 1.6.** Let \( u \in A' \) and \( (x_0, \xi_0) \in T^*(\mathbb{R}^n) \backslash 0 \). Then

(i) \((x_0, \xi_0) \in WF_\xi(u)\) if and only if there exist positive constants \( C, c \) and \( \varepsilon \) such that

\[
1.24 \quad |U(x - i\omega, t)| \leq C \exp\left[\frac{(1 - c)}{4t}\right], \quad t > 0, \ \omega \in S^{n-1},
\]

\[
|\omega - \omega_0| + |x - x_0| < \varepsilon, \quad \omega_0 = \frac{\xi_0}{|\xi_0|} \in S^{n-1}.
\]

(ii) \((x_0, \xi_0) \in WF_{10}(u)\), \( 1 < s < \infty \), if and only if there exist positive constants \( C, c \) and \( \varepsilon \) such that

\[
1.25 \quad |U(x - i\omega, t)| \leq C \exp\left[\frac{1}{4t} - \frac{(c/t)^{1/s}}\right], \quad t > 0, \ \omega \in S^{n-1},
\]

\[
|\omega - \omega_0| + |x + x_0| < \varepsilon, \quad \omega_0 = \frac{\xi_0}{|\xi_0|} \in S^{n-1}.
\]

(iii) \((x_0, \xi_0) \in WF(u)\) if and only if there exist positive constants \( \varepsilon \) and \( C_N \), \( N = 0, 1, 2, \ldots \), such that

\[
1.26 \quad |U(x - i\omega, t)| \leq C_N t^{\varepsilon} \exp\left[\frac{1}{4t}\right], \quad t > 0, \ N = 0, 1, 2, \ldots,
\]

\[
|\omega - \omega_0| + |x - x_0| < \varepsilon, \quad \omega_0 = \frac{\xi_0}{|\xi_0|} \in S^{n-1}.
\]
As was pointed out by J. M. Bony [2], we can easily verify that these definitions of the wave front sets are equivalent to those of L. Hörmander in case \( u \) is a Schwartz distribution.

§ 2. Pseudodifferential equations

First we remember a class of pseudodifferential operators treated in \([5\) [16\] and \([17\).

**DEFINITION 2.1.** Let \( \Omega \) be an open subset of \( \mathbb{R}^n \) and let \(- \infty < m < \infty\); \( 0 < \delta < \rho \leq 1; \sigma \geq 1 \). \( S^{m}_{\rho,\delta,\sigma}(\Omega \times \mathbb{R}^n) \) denotes the set of all \( a(x, \xi) \in C^\infty(\Omega \times \mathbb{R}^n) \) such that for every compact subset \( K \) of \( \Omega \) there are positive constants \( C_0, C_1 \) and \( B \) such that

\[
\sup_{x \in K} |a^{(\rho,\sigma)}(x, \xi)| \leq C_0 C_1^{n+\sigma} \xi^{m-\rho} |\xi|^{n-\rho} \xi^{m-\rho}, \quad |\xi| > B |\xi|^{\sigma},
\]

where \( a^{(\rho,\sigma)}(x, \xi) = \partial_x^\rho D_\xi^\sigma a(x, \xi) \), \( \theta = \max(1/\rho, \sigma/(1-\delta)) \).

We associate with such a symbol \( a(x, \xi) \) a pseudodifferential operator \( a(x, D) \) as follows:

\[
a(x, D)u(x) = (2\pi)^{-n} \int e^{i\langle x-y, \xi \rangle} a(x, \xi) u(y) dy d\xi,
\]

It is well known that \( a(x, D) \) is extended to a continuous mapping from \( \mathcal{E}'(\Omega) \) into \( \mathcal{D}'(\Omega) \), (cf. \([6\)). We call \( a(x, D) \) an analytic pseudodifferential operator if \( a(x, \xi) \in S^1_{\rho,\delta,\sigma}(\Omega \times \mathbb{R}^n) \), i.e. in case \( \rho = 1, \delta = 0 \) and \( \sigma = 1 \) in \((2.1)\). Let \( a(x, D) \) be an analytic pseudodifferential operator and let \( u \in A'[K], K \subset \Omega \). Then \( a(x, D)u(x) \in \mathcal{B}(\Omega) \) is well defined as follows:

Take a function \( \chi \in C_0^\infty(\Omega) \) such that \( \chi = 1 \) in a neighborhood of \( K \). Let \( U(x, t) \) be the defining function of \( u \). Then for every \( \phi \in A \), we have

\[
\int \chi a(x, D)(\chi U)(x, t) \phi(x) dx = \int \chi(x) U(x, t) a(x, D)(\chi \phi)(x) dx, \quad t > 0.
\]

By virtue of the analytic pseudolocal property of \( a(x, D) \) proved in \([5\) or \([16\), we have \( \chi a(x, D)(\chi \phi)(x) \in A[K] \) and the right hand side of the above equation tends to \( \langle u, \chi a(x, D)(\chi \phi)(x) \rangle \) as \( t \to 0 \), (cf. \((1.6)) \). We define \( \chi a(x, D)u \) by the formula

\[
\langle \chi a(x, D)u, \varphi \rangle = \langle u, \chi a(x, D) \varphi \rangle, \quad \varphi \in A.
\]

Then we have \( \chi a(x, D)u \in A'[\text{supp} \chi] \). On the other hand we have

\[
(1-\chi)a(x, D)u(x) = \int (1-\chi(x))K(x, y)u(y) dy \in C^\infty(\Omega),
\]
where $K(x, y)$ is the kernel of $a(x, D)$ which is real analytic in $\Omega \times \Omega \setminus \Delta$, $\Delta = \{(x, x); \ x \in \Omega\}$, (cf. [5], [16]). We define

\begin{equation}
(2.2) \quad a(x, D)u = \chi a(x, D)u + (1 - \chi)a(x, D)u \in \mathcal{B}(\Omega).
\end{equation}

We can easily see that this definition is independent of such a function $\chi$ and agrees with the usual definition of $a(x, D)u \in \mathcal{B}'(\Omega)$ when $u \in \mathcal{E}'(\Omega)$. We can see also $a(x, D)u$ is analytic in $\Omega \setminus K$. By this process we can say that we have in the oscillatory sense

\begin{equation}
(2.3) \quad a(x, D)u(x) = (2\pi)^{-n} \int e^{i\langle x, \xi \rangle} a(x, \xi) \hat{u}(\xi) d\xi,
\end{equation}

\begin{align*}
&= \lim_{\ell \uparrow 0} (2\pi)^{-n} \int e^{i\langle x, \xi \rangle} a(x, \xi) \hat{U}(\xi, t) d\xi, \\
&= \lim_{\ell \uparrow 0} (2\pi)^{-n} \int e^{i\langle x, \xi \rangle - \frac{t}{\ell} \xi} a(x, \xi) \hat{u}(\xi) d\xi.
\end{align*}

An important tool in microlocal analysis is the following local expression of $a(x, D)u$.

**Theorem 2.1.** (i) Let $a(x, \xi) \in S_{1,0}^n(\Omega \times \mathbb{R}^n)$ and $u \in A'[K]$, $K \subset \Omega$. Then for any $x_0 \in \Omega$ and $\varepsilon > 0$, $0 < \varepsilon \ll 1$, we have

\begin{equation}
(2.4) \quad a(x, D)u(x) = (2\pi)^{-n} \int_{|\beta| \leq \frac{1}{\varepsilon}} u_y(\exp [i\langle x - y, \xi \rangle - (\beta - y)^2 |\xi|/2]) \\
\times a(x, \xi) |\xi|/2\pi d\beta d\xi + w_\varepsilon(x),
\end{equation}

where $w_\varepsilon(x) \in \mathcal{B}(\Omega)$ and $w_\varepsilon(x)$ is analytic in $|x - x_0| < \varepsilon$. As a special case with $a \equiv 1$ we have

\begin{equation}
(2.4)' \quad u(x) = (2\pi)^{-n} \int_{|\beta| \leq \frac{1}{\varepsilon}} u_y(\exp [i\langle x - y, \xi \rangle - (\beta - y)^2 |\xi|/2]) \\
\times (|\xi|/2\pi)^n d\beta d\xi + w_\varepsilon(x),
\end{equation}

where $w_\varepsilon(x) \in \mathcal{B}(\Omega)$ and $w_\varepsilon(x)$ is analytic in $|x - x_0| < \varepsilon$.

(ii) Let $a(x, \xi) \in S^n_{1,0}(\Omega \times \mathbb{R}^n)$ and $u \in \mathcal{E}^\varepsilon(\Omega)$, where we assume the number $\bar{\delta} \equiv \max (1/\rho, \sigma + \delta/\rho) > 1$. Then we have $a(x, D)u \in \mathcal{B}^\varepsilon(\Omega)$ and the same formula as in (2.4) holds with $w_\varepsilon(x) \in \mathcal{B}^\varepsilon(\Omega)$ and $w_\varepsilon(x)$ is in $\mathcal{E}^\varepsilon(|x - x_0| < \varepsilon)$.

(iii) Let $a(x, \xi) \in S^n_{1,0}(\Omega \times \mathbb{R}^n)$ a usual $C^\infty$-symbol of the type $(\rho, \delta)$ and $u \in \mathcal{E}'(\Omega)$. Then we have $a(x, D)u \in \mathcal{D}'(\Omega)$ and the formula (2.4) is valid with $w_\varepsilon(x) \in \mathcal{D}'(\Omega)$ and $w_\varepsilon(x)$ is in $\mathcal{E}(|x - x_0| < \varepsilon)$.
Proof of (i). Let \( u \in A'[K], \ K \subset \Omega. \) Since

\[
((\xi/2\pi)^{n/2} \int_{\mathbb{R}^n} \exp \left[-(\beta - y)^2/|\xi|^2\right]d\beta = 1
\]

we have in the oscillatory sense as in (2.3)

\[
a(x, D)u(x) = (2\pi)^{-n} \int_{|\xi| \geq B} u_\rho(\exp [i\langle x - y, \xi \rangle - (\beta - y)^2|\xi|^2]a(x, \xi) \\
\times ((\xi/2\pi)^{n/2}d\beta d\xi + u_\rho(g(x, y)),
\]

where

\[
g(x, y) = (2\pi)^{-n} \int_{|\xi| \geq B} e^{i(x-y,\xi)}a(x, \xi) d\xi.
\]

The function \( g(x, y) \) is analytic in \( \Omega \times \mathbb{R}^n. \) Furthermore for any fixed \( x_0 \in \Omega \) and \( \varepsilon > 0 \) sufficiently small so that \( \{|y - x_0| < \varepsilon\} \subset \Omega \) the function

\[
F(x, y) = \int_{|\xi| \leq B} \exp [i\langle x - y, \xi \rangle - (\beta - y)^2|\xi|^2/2\pi]a(x, \xi) d\xi d\beta
\]

is analytic in the region \( D = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n; \ |x - x_0| < \varepsilon, \ y \in \mathbb{R}^n\}. \) In fact it is clear for \( |x - x_0| < \varepsilon \) and \( |y - x_0| < 2\varepsilon \) since \( |\beta - y| > 0. \) In case where \( |x - x_0| < \varepsilon \) and \( |y - x_0| > 3\varepsilon/2 \) we devide the \( \beta \)-integral into the regions (a) \( |\beta - y| > \delta \) and (b) \( |\beta - y| \leq \delta, \ 0 < \delta \leq 2\varepsilon/3. \) In order to treat the case (b), we make the almost analytic extension of the symbol \( a(x, \xi) \) with respect to \( \xi \) as follows:

\[
(2.5) \quad \bar{a}(x, \xi + i\eta) = \sum_{|\varepsilon + \xi| \leq B} \varepsilon a(x, \xi)(i\eta)^n/\alpha!.
\]

Then we have the estimates of the form:

\[
(2.6) \quad |\partial^\omega \bar{a}(x, \xi + i\eta)| \leq C_{\varepsilon}C_\mu!|\eta|^n,
\]

\[
(2.7) \quad |\partial^\omega (\partial^{\varepsilon} \eta) \partial^\mu \bar{a}(x, \xi + i\eta)| \leq C_{\varepsilon}C_\mu!|\eta|^n|\xi|^n,
\]

where \( \zeta = \xi + i\eta, \ |\eta| \leq c'|\xi|, \ |\xi| \geq B, \ 0 < c' < 1, \ c = B^{-1}. \) By using the Stokes formula on the \((n + 1)\)-chain defined by

\[
\zeta = \xi + i\eta, \ |\xi| \geq B, \ \eta = t(x - y)|\xi|, \ 0 \leq t \leq \gamma, \ 0 < \gamma \leq 1,
\]

we can estimate the \( D^\omega_\xi \)-derivatives of

\[
(2.8) \quad F_\rho(x, y) = \int_{|\xi| \leq B} \exp [i\langle x - y, \xi \rangle - (\beta - y)^2|\xi|^2/2\pi]a(x, \xi) d\xi d\beta.
\]
by those of the integral defined by making the complex deformation in (2.8):

\[
\begin{align*}
\xi \longrightarrow \zeta &= \xi + i\gamma(x - y)|\xi|, \\
\frac{d\xi}{d\zeta} &= 1 + i{\xi}\langle x - y, \xi |\xi| \rangle d\xi_1 \wedge \ldots \wedge d\xi_n,
\end{align*}
\]

and by those of

\[
\begin{align*}
\omega &= \int_0^\gamma dt \int_{|\xi| > B} \exp \left[ i\langle x - y, \xi + it(x - y)|\xi| \rangle - (\beta - \gamma)t|\xi|/2 \right] \\
&\times \sum_j (\partial/\partial_{\xi^j}) \delta(x - y, \xi)(|\xi|/2\pi)^n (1 + it\langle x - y, \xi |\xi| \rangle) d\beta d\xi,
\end{align*}
\]

with the remainder of analytic function (integral on $|\xi| = B$, $0 < t < \gamma$).

We remark that we have $|x - y| > \varepsilon/2$ ($|x - x_0| < \varepsilon$, $|y - x_0| > 3\varepsilon/2$) in this case. Then it is clear the integral defined in (2.9) is analytic in $(x, y)$. As for (2.10) it turns out that we have to estimate essentially the integrals of the form

\[
\int_0^\gamma dt \int_{|\xi| > B} e^{-t(x - y)^2/2} \exp \left[ -t\xi^2 |\xi| \right] d\xi,
\]

where $|x - y| \geq \varepsilon/2$ and $c > 0$. We divide this integral into two parts:

\[
I = \int_0^\gamma dt \int_{B \leq |\xi| \leq (m_+ + \mu + n)/c} \ldots d\xi
\]

and

\[
II = \int_0^\gamma dt \int_{|\xi| \geq (m_+ + \mu + n)/c} \ldots d\xi, \quad (m_+ = \max(0, m)).
\]

Since $0 \leq t \leq \gamma \ll 1$, we can easily verify that we have the estimates of the form

\[
I \leq C^{|\mu| + 1}|\mu|^{|\mu|}.
\]

Furthermore we have

\[
II \leq \int_0^\gamma dt \int_{|\xi| \geq (m_+ + \mu + n)/c} \exp \left[ -t|\xi|^2/2(t|\xi|)^{m_+ + \mu + n}/c - m_+ \right] d\xi.
\]

Since we have $c|\xi| - |\mu| - m_+ \geq n$ in this case, we have also the estimates of the form

\[
II \leq C^{|\mu| + 1}|\mu|!
\]

by making use of the transformation of the $\xi$-variable. We can also
estimate $D_yF_j(x, y)$ similarly. In conclusion, we have obtained the formula

$$a(x, D)u(x) = (2\pi)^{-n} \int_{|\beta - \alpha| \leq \varepsilon} u_\epsilon(\exp [i\langle x - y, \xi \rangle - (\beta - y)^\varepsilon/2])$$

$$\times a(x, \xi)(|\xi|/2\pi)^{-n/2} d\beta d\xi + w_\epsilon(x),$$

where $w_\epsilon(x) \in \mathcal{B}(\Omega)$ and $w_\epsilon(x)$ is analytic in $|x - x_0| < \varepsilon$.

**Proof of (ii).** Almost the same process as in the proof of (i) works well. We only give the sketch of the proof. In this case, we make the almost analytic extension of $a(x, \xi)$ as follows:

$$\tilde{a}(x, \xi + i\eta) = \sum_{|s| + 1 \leq |\xi|/B} \partial_s^a a(x, \xi)(i\eta)^s/\alpha!.$$

Then the estimation corresponding to (2.6) and (2.7) are given by

(2.6)' $|\partial_\xi \tilde{a}(x, \xi + i\eta)| \leq C_0C_1^{|s|/|\xi|}[|\xi|^{s+1}]$,

(2.7)' $|\partial_\xi(\partial_\xi \tilde{a})(x, \xi + i\eta)| \leq C_0C_1^{|s|/|\xi|}[|\xi|^{s+1]}$,

where $\xi = \xi + i\eta$, $|\eta| \leq c^\varepsilon|\xi|^{s}$, $|\xi| \geq B$, $0 < c^\varepsilon \ll 1$, $c = B^{-1}$. We take $(n + 1)$-chain defined by

$$\zeta = \xi + i\eta, \quad |\xi| \geq B, \quad \eta = t(x - y)|\xi|^{s}, \quad 0 \leq t \leq \gamma, \quad 0 < \gamma \ll 1.$$

The complex deformation of the $\xi$-contour corresponding to (2.9) is as follows:

(2.9)' $\begin{cases} \xi \longrightarrow \zeta = \xi + i\eta(x - y)|\xi|\varepsilon, \quad 0 < \gamma \ll 1, \\ d\xi \longrightarrow d\zeta = (1 + i\eta|\xi|^{-2}\langle x - y, \xi \rangle)d\xi_1 \wedge \cdots \wedge d\xi_n. \end{cases}$

The integral corresponding to I and II are evaluated by the quantity of the form

$$C_1^{s+1} \mu^1, \quad \sigma = \max(1/\rho, \sigma + \delta/\rho).$$

So we can see that the integral on (2.9)' is a Gevrey function in $(x, y)$ of the order max $(1/\rho, \sigma + \delta/\rho)$.

**Proof of (iii).** The core of the proof also lies in the reasoning as in (b) of the part (i). We can’t shift the $\xi$-integral into the complex contour in this case. However, for $x \neq y$, by making use of the formula

$$F(x, y) = \int_{|\beta - \alpha| \leq \varepsilon} (x_j - y_j)^{-\varepsilon}(D_\beta e^{(\alpha - y)^\varepsilon}) \exp [-(\beta - y)^\varepsilon|\xi|/2]$$

$$\times a(x, \xi)(|\xi|/2\pi)^{-n/2} d\beta d\xi$$
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for any \( k \geq 0 \) and for some \( j, x_j - y_j \neq 0 \), we conclude finally the function \( F(x, y) \) is in \( C^\infty(D) \), \( D = \{(x, y); |x - x_0| < \varepsilon, y \in \mathbb{R}^n\} \).

In the following we shall give the microlocal version of the results on pseudolocal property given in \([16],[17]\) and \([18]\).

**Theorem 2.2.** (i) Let \( a(x, \xi) \in S^m_{\rho, \delta}(\Omega \times \mathbb{R}^n) \) and \( u \in A'[K] \), \( K \subset \Omega \). Then we have

(2.11) \( WF_{\delta}(a(x, D)u) \subset WF_{\delta}(u) \).

(ii) Let \( a(x, \xi) \in S^m_{\rho, \delta}(\Omega \times \mathbb{R}^n) \) with \( \delta = \max(1/\rho, \sigma + \delta/\rho) > 1 \) and let \( u \in \mathcal{S}^{(4)}(\Omega) \). Then we have

(2.12) \( WF_{|\delta|}(a(x, D)u) \subset WF_{|\delta|}(u) \).

(iii) Let \( a(x, \xi) \in S^m_{\rho, \delta}(\Omega \times \mathbb{R}^n) \) and \( u \in \mathcal{E}(\Omega) \). Then we have

(2.13) \( WF(a(x, D)u) \subset WF(u) \).

**Proof.** (i) Let \( u \in A' \) and \( (x_0, \xi_0) \in WF_{\delta}(u) \). From the expression

\[
U(x - i\omega, t) = (4\pi t)^{-n/2} \exp \left[ \frac{(x - y)^2 + 2i(x - y, \omega)}{4t} \right]
\]

we have the equivalent condition to (1.21):

(2.24) \[ |u_\delta(\exp \left[ \frac{(x - y)^2 + 2i(x - y, \omega)}{4t} \right])| \leq C \exp \left[ -\frac{c}{t} \right], \quad t > 0, \]

\[ |\omega - \omega_0| + |x - x_0| < \delta, \quad \omega_0 = \xi_0/|\xi_0| \in S^{n-1}. \]

Putting \( \xi' = \omega/2t \) in (2.14) and rewriting \( \xi' \) as \( \xi \) to get the estimate of the form

(2.15) \[ |u_\delta(\exp [i(x - y, \xi) - (x - y)^2/2])| \leq C \exp \left[ -\frac{c}{|\xi|} \right], \]

\[ |x' - x_0| \leq \delta, \quad \xi \in V(\xi_0), \]

where \( \delta \) is a small positive number and \( V(\xi_0) \) denotes a cone neighborhood of \( \xi_0 \). For \( \xi_0 \in \mathbb{R}^n \setminus 0, \langle \xi_0, \xi_0 \rangle < 0 \), let \( \Gamma_{\xi_0}^\ast \) be a closed cone neighborhood of \( \xi_0 \) such that

\[ \langle \eta, \xi_0 \rangle > 0, \quad \langle \eta, \xi_0 \rangle < 0 \quad \text{for any } \eta \in \Gamma_{\xi_0}. \]

Let \( \Gamma_{\xi_0}^\ast \) be the dual cone of \( \Gamma_{\xi_0} \), i.e.

\[ \langle \eta, \xi \rangle > 0 \quad \text{on } \Gamma_{\xi_0} \times \Gamma_{\xi_0}^\ast. \]

We can choose \( \xi_1, \ldots, \xi_N \) so that

\[ \mathbb{R}^n \setminus 0 = V \cup \Gamma_{\xi_1}^\ast \cup \cdots \cup \Gamma_{\xi_N}^\ast. \]
Now return to the local expression (2.4):

\[ a(x, D)u(x) = (2\pi)^{-n} \int_{|\beta - \gamma| \leq 2\varepsilon} u_\gamma (\exp [i\langle x - y, \xi \rangle - (\beta - y)^2/2]) \]
\[ \times a(x, \xi)(|\xi|/2\pi)^{n/2}d\beta d\xi + w_\varepsilon(x), \]

where \( w_\varepsilon(x) \) is analytic in \( |x - x_0| < \varepsilon \). We take the following cut-off symbols \( \chi_j \) such that

\[ \text{supp} \chi_j \subset \Gamma_j^\varepsilon, \quad \sum_{j=1}^N \chi_j = 1 \quad \text{on} \quad R^n \setminus V. \]

Furthermore, we can assume there are positive constants \( C_0 \) and \( C_1 \) satisfying

\[ |\partial^\alpha \chi_j(\xi)| \leq C_0 C_1^{|\alpha|} |\xi|^{-|\alpha|} \quad \text{if} \quad |\xi| \geq B|\alpha|, \quad j = 1, \ldots, N. \]

Such a method of the construction of \( \chi_j \) is given in [25], Chapter 5, Lemma 1.4. Considering \( a(x, \xi)\chi_j(\xi) \) are analytic symbols and choosing \( 2\varepsilon \) smaller than \( \delta \) in (2.15), we have

\[ (2.16) \quad a(x, D)u(x) = u_0(x) + \sum_{j=1}^N (2\pi)^{-n} \int_{|\beta - \gamma| \leq 2\varepsilon} u_\gamma (\exp [i\langle x - y, \xi \rangle - (\beta - y)^2/2]) \]
\[ \times (|\xi|/2\pi)^{n/2}a(x, \xi)\chi_j(\xi)d\xi d\beta \]
\[ \equiv u_0(x) + \sum_{j=1}^N u_j(x). \]

Assumption (2.15) yields that \( u_0(x) \) is analytic in \( |x - x_0| < \varepsilon \). By using Theorem 5.2 and Theorem 5.3 of [19] we can see that each \( u_j \) is the boundary value of

\[ f_j(z) = (2\pi)^{-n} \int_{|\beta - \gamma| \leq 2\varepsilon} u_\gamma (\exp [i\langle z - y, \xi \rangle - |\xi|(\beta - y)^2/2]) \]
\[ \times (|\xi|/2\pi)^{n/2}a(z, \xi)\chi_j(\xi)d\xi d\beta, \]

which is holomorphic in \( \tilde{Z} \cap (R^n + i\Gamma_j^\varepsilon) \) with a small complex neighborhood \( \tilde{Z} \) of \( x_0 \). Then by Theorem 1.5, we conclude that \( (x_0, \xi_0) \in WF_A(a(x, D)u) \).

**Proof of (ii).** In case \( \sigma = 1 \) the proof can be obtained by the same way as in the part (i). The estimate (2.15) is merely replaced by

\[ |u_\gamma (\exp [i\langle x - y, \xi \rangle - (x - y)^2/2])| \leq C \exp [-c|\xi|^{1/\delta}], \quad x - x_0 \leq \delta, \quad \xi \in V(\xi_0). \]
In case $\sigma > 1$ the symbol $a(x, \xi)$ is not analytic in $x$. So we make the device such that

$$a(x, \xi) = \sum_{j=0}^{N} a_j(x, \xi), \quad |x - x_0| \leq \delta, \quad \xi \in R^n.$$ 

Here $a_j(x, \xi)$ is analytic in $z \in Z \cap \{R^n + iI_j\}$, $j = 0, 1, \cdots, N$, where $Z$ is a small complex neighborhood of $x_0$ and $a_j(x, \xi)$ satisfies the same condition as in (2.2) in $Z \cap \{R^n + iI_j\}$. This is possible by making use of Fourier inversion formula in $x$.

The proof of the part (iii) is obtained also by using the formula (2.4), though we omit the details.

**THEOREM 2.3.** (cf. [18], Theorem 3.2.) Let $a(x, \xi) \in S_{\frac{1}{1,2}, 1}(\Omega \times R^n)$ and $(x_0, \xi_0) \in T^* \Omega \cdot 0$. Assume that there is a cone neighborhood $V$ of $\xi_0$ and there are positive constants $c$ and $B$ and $-\infty < m < \infty$ such that

\[(H_1) \quad |a(x, \xi)| \geq c|\xi|^{-m}, \quad x \in \Omega, \quad |\xi| \geq B.\]

Also assume that for any compact subset $K$ of $\Omega$, there are positive constants $C_0$ and $C_1$ such that

\[(H_2) \quad |a^{(j)}(x, \xi)| \leq C_0 C^{k+\beta + \gamma |\alpha|} |\xi|^{-|\alpha|}, \quad x \in K, \quad \xi \in V, \quad |\xi| \geq B|\alpha|. \]

Then if $u \in A'[K]$, $K \subset \Omega$, and $(x_0, \xi_0) \in WF_a(a(x, D)u)$, we have $(x_0, \xi_0) \in WF_a(u)$.

**Proof.** First we follow the same steps as in the proof of [5], Theorem 3.1. Determine recursively the symbols $b_j$ by means of the relations

(2.17) \hspace{1cm} b_0(x, \xi) = 1, \quad \xi \in V, \quad |\xi| \geq B

and for $j = 1, 2, \cdots$

(2.18) \hspace{1cm} b_j(x, \xi) = - \sum_{1 \leq |\alpha| \leq j} \frac{1}{\alpha!} \partial_{\xi}^{\alpha}a(x, \xi)D_{\xi}^{\alpha}b_{j-|\alpha|}(x, \xi), \quad \xi \in V, \quad |\xi| \geq B.

Then for any compact subset $K$ of $\Omega$ there are constants $C_0$ and $C_1$ such that

(2.19) \hspace{1cm} \sup_{x \in \Omega} |b_j^{(\xi)}(x, \xi)| \leq C_0 C^{k+\beta + j |\alpha|} |\xi|^{-|\alpha| - j}, \quad \xi \in V, \quad |\xi| \geq B(|\alpha| + j), \quad j = 0, 1, \cdots.

Let $V_0$ and $A_1$ be any fixed closed convex cones such that $\xi_0 \in V_0 \subset V_1 \subset V$. Prepare the functions $\varphi_j(\xi) \in C^\omega(R^n)$ satisfying for $j = 0, 1, \cdots$
\(0 \leq \varphi_j(\xi) \leq 1, \quad \xi \in R^n, \) and
\[
\begin{align*}
\varphi_j &= 0 \quad \text{if } |\xi| \leq 2R \max (j, 1) \quad \text{or } \xi \notin V_i, \\
\varphi_j &= 1 \quad \text{if } |\xi| \leq 3R \max (j, 1) \quad \text{and } \xi \in V_o,
\end{align*}
\]
\( (2.21) \quad |D^\alpha \varphi_j(\xi)| \leq (C/R)^{|\alpha|} \quad \text{if } |\alpha| \leq 2j. \)

Take \( R > B \) and set
\[
(2.22) \quad b(x, \xi) = \sum_{j=0}^{\infty} \varphi_j(\xi)b_j(x, \xi).
\]

Then we have \( b(x, \xi) \in S^{-m}_{m,0}(Q \times R^n) \). Take \( h \in C_0^\infty(\Omega) \) such that \( h \equiv 1 \) in a neighborhood of \( K \). The symbol of the operator \( r(x, D) = b(x, D)ha(x, D) \) satisfies
\[
(2.23) \quad r(x, \xi) + 1 + q(x, \xi), \quad |\xi| \geq B, \quad \xi \in V_o,
\]
for \( x \) in a neighborhood \( \Omega' \) of \( K, K \subset \Omega' \subset \Omega \), and \( q(x, \xi) \) satisfies the estimate of the form
\[
(2.24) \quad \sup_{x \in \Omega'} |D\xi q(x, \xi)| \leq C_0 C_1^\tau |\xi|^{-m'} e^{-c|\xi|}, \quad \xi \in V_o.
\]

This means \( q(x, D) \) is an analytic regularizer in the direction \( V_o \). We remark that \( ha(x, D)u(x) \in A' \) is well defined. Now return to the local expression (2.4) and (2.4'). For sufficiently small \( \varepsilon \) we have
\[
b(x, D)ha(x, D)u(x) = (2\pi)^{-n} \int \int_{|\xi| \leq B} u_\varepsilon (\exp [i(x - y, \xi)] \\
- (x - y)^r|\xi|^2) r(x, \xi) d\xi d\theta + w_\varepsilon(x).
\]

As in the proof of Theorem 2.2, choose a system of closed convex cones \( \Gamma_j, \cdots, \Gamma_N \) such that
\[
\langle \eta, \xi \rangle < 0 \quad \text{for any } \eta \in \Gamma_j, \\
R^n \setminus 0 = V_0 \cup \tilde{\Gamma}_0^* \cup \cdots \cup \tilde{\Gamma}_N^* \quad \text{and } \xi_0 \in \Gamma_j^*, j = 1, \cdots, N.
\]

Then we have
\[
u(x) = b(x, D)ha(x, D)u(x) + \sum_{j=1}^{N} (2\pi)^{-n} \int \int_{|\xi| \leq B} u_\varepsilon (\cdots) (r(x, \xi) - 1) \\
\times (|\xi|^2/2\pi)^{n/2} \gamma_j(\xi) d\theta d\xi + v_\varepsilon(x),
\]

where \( v_\varepsilon(x) \) is analytic in \( |x - x_0| < \varepsilon \) and \( \gamma_j(\xi) \) are the cut-off symbols as in the proof of Theorem 2.2. We can see each term of the summation in the right hand side is a boundary value of holomorphic function.
defined in \( \{ z = x + iy; |x - x_0| < \varepsilon, y \in \Gamma, 0 < |y| < r, 0 < r \ll 1 \} \). Thus we conclude that \( (x_0, \xi_0) \in WF_A(u) \) by Theorem 1.5 and Theorem 2.2.

**Theorem 2.4** (cf. [17], Theorem 2.2). Let \( a(x, \xi) \in S_{\rho, \delta, \sigma}^{\omega} (\Omega \times \mathbb{R}^n), 0 \leq \delta < \rho \leq 1, \sigma \geq 1, \) and \( (x_0, \xi_0) \in T^*(\Omega) \setminus 0 \). Assume that there is a cone neighborhood \( V \) of \( \xi_0 \) and there are positive constants \( c \) and \( B \) and \(-\infty < m' < \infty \) such that \((H_2)\) in Theorem 2.3 holds. Also assume that for any compact subset \( K \) of \( \Omega \), there are positive constants \( C_0 \) and \( C_1 \) such that

\[
(H_2') \quad \left| a^{(p)}(x, \xi) \right| \leq C_0C_1^{(\alpha + \beta)} |\alpha|! |\beta|! a(x, \xi) |\xi|^{-\rho (|\alpha| + |\beta|)},
\]

\( x \in K, \ |\xi| \geq B, \ \xi \in V. \)

Furthermore assume \( \theta \equiv \max (1/\rho, \sigma/(1 - \delta)) > 1 \). Then if \( u \in \mathcal{E}(\Omega) \) and \( (x_0, \xi_0) \in WF_{\{\theta\}}(a(x, D)u) \), then \( (x_0, \xi_0) \in WF_{\{\theta\}}(u) \).

**Remark.** Generally we have

\[
\tilde{\theta} = \max \left( 1/\rho, \sigma/(1 - \delta) \right) \leq \theta = \max \left( 1/\rho, \sigma/(1 - \delta) \right),
\]

where the equality holds if and only if \( \tilde{\theta} = \theta = 1/\rho \).

**Proof of Theorem 2.4.** We can obtain merely a weaker conclusion by only the same process of the proof of Theorem 2.3 in case \( \theta > 1 \) as was seen in a series of papers [5], [16] and [17] which treated the ordinary hypoelliptic problems. However, summing up the method used in the proof of Theorem 2.3 and those of [16], [17] and [24], the proof of the theorem will be accomplished. It needs rather long and tedious calculation, so we shall give an outline of the proof.

First determine recursively the symbols \( b_j(x, \xi), j = 0, 1, \cdots, \) by means of the relations (2.17) and (2.18). We assume the existence of the following cut-off symbol \( g(\xi) \) which was constructed in [25], Chapter 5, Lemma 1.4. Let \( \xi_0 \in V_0 \subset V_1 \subset V \) be closed convex cones in \( \mathbb{R}^n \setminus \{0\} \). There exists a function \( g(\xi) \) such that

\[
(2.25) \quad 0 \leq g(\xi) \leq 1, \quad \xi \in \mathbb{R}^n;
\]

\[
(2.26) \quad \text{there exist positive constants } C_0 \text{ and } C_1 \text{ such that }
\]

\[
|\partial_\xi g(\xi)| \leq C_0C_1^{(\alpha)} |\alpha|! |\xi|^{-|\alpha|} \quad \text{if } |\xi| \geq B|\alpha|;
\]

\[
(2.27) \quad g(\xi) = 1 \text{ if } \xi \in V_0, \ |\xi| \geq 1 \text{ and } g(\xi) = 0 \text{ if } \xi \notin V_1, \ |\xi| \geq B.
\]

We set
where the number $N_0$ is taken sufficiently large so that $(\rho - \delta)N_0 - m + m' > 2n + 1$ for later convenience. Then we have $b(x, \xi) \in S_{\rho, N_0}^{m'}(\Omega \times \mathbb{R}^n)$. Take a function $h \in \mathcal{D}^{(t)}(\Omega)$ such that $h = 1$ in a neighborhood of $\text{supp } u \subset \Omega$. By the formula (2.5) with $0 < \varepsilon \ll 1$ we have

\[
b(x, D)ha(x, D)u(x) = (2\pi)^{-n} \int_{|\beta - \rho| \leq \frac{|x|}{2\pi}} (haD)_\beta (\exp [i\langle x - y, \xi \rangle - (\beta - y)\xi |\xi|/2]) \times (|\xi|/2\pi)^{m\beta} R^\alpha(x, \xi) d\xi d\beta + v_\varepsilon(x),
\]

where $v_\varepsilon(x) \in \mathcal{E}^{(t)}(|x - x_0| < \varepsilon)$. By assumption the first term in the right hand side is in $\mathcal{E}^{(t)}(|x - x_0| < \varepsilon)$, $0 < \varepsilon \ll 1$. On the other hand, by using the results of [16] and [17], we can write

\[
b(x, D)ha(x, D)u(x) = (2\pi)^{-n} \int_{|\beta - \rho| \leq \frac{|x|}{2\pi}} u_\varepsilon (\exp [i\langle x - y, \xi \rangle - (\beta - y)\xi |\xi|/2]) \times (|\xi|/2\pi)^{m\beta} R^\alpha(x, \xi) d\xi d\beta + v_\varepsilon(x),
\]

where $v_\varepsilon(x) \in \mathcal{E}^{(t)}(|x - x_0| < \varepsilon)$ and the symbol $R^\alpha(x, \xi)$ satisfies the condition of the form

\[
|\partial_\xi R^\alpha(x, \xi)| \leq C_\alpha C_\varepsilon^{(t)} |x - y|^{m_\beta + n - \rho|}\sum_{\tau = 1}^{\beta} |\tau|^{|\rho| + n - \rho|}\sum_{\tau = 1}^{\beta} |\tau|^{|\rho| + n - \rho|}.
\]

Especially we can write

\[
R^\alpha(x, \xi) = 1 + R(x, \xi) \quad \text{if } \xi \in \mathcal{V}_0, \quad |\xi| \geq B + 1,
\]

where $R(x, \xi)$ satisfies the above condition (F) with $m_\beta$ replaced by $m_\beta - (\rho - \delta)N_0$. Thus we can finally deduce the problem to the following equation of the form

\[
u + R(x, D)u = f,
\]

where $u \in \mathcal{E}^{(t)}(\Omega)$, $f \in \mathcal{D}^{(t)}(\Omega)$ and $(x_0, \xi_0) \in WF_0(f)$. We may assume $R(x, \xi)$ satisfies (F) with $m_\beta = -2n - 1$. As in the proof of [17], Theorem 2.2, localize the problem so that $\text{supp } u \subset \{x; |x - x_0| < 2\varepsilon\}$. Take $\chi \in \mathcal{D}^{(t)}(\Omega)$ such that $\chi = 1$ if $|x - x_0| < \varepsilon$ and $\chi = 0$ if $|x - x_0| > 2\varepsilon$. Then the equa-
tion (2.29) is written as

\[(2.30)\]

\[u + \chi R_i(x, D)u = \chi f.\]

It was proved in [17] that we have

\[u = (I + \chi R_i)^{-1}\chi f = \sum_{j=0}^{\infty} (-\chi R_i)^j(\chi f)\]

for sufficiently small \( \varepsilon > 0 \). Since the condition (F) yields the condition (1) and (2) of [24] with \( \kappa = a/(1 - \delta) \), the results of [24] can be applied to the Neumann series \( \sum_{j=0}^{\infty} (-\chi R_i)^j \). According to [24], this is represented as the sum \( R_i(x, D) + R_i(x, D) \) of the pseudodifferential operators with symbols \( R_i(x, \xi) \) and \( R_i(x, \xi) \) where \( R_i(x, \xi) \) satisfies the condition (1) and (2) of [24] with \( \kappa = a/(1 - \delta) \) and \( R_i(x, D) \) is a regularizer from \( \mathcal{E}^{(\varepsilon)} \) to \( \mathcal{E}^{(\varepsilon)} \).

Again we apply the local formula of the form (2.4) for \( R_i(x, D)\chi f \) and we can see \((x_0, \xi_0) \in WF_{\varepsilon}(u)\) under the condition \((x_0, \xi_0) \in WF_{\varepsilon}(\chi f)\).

**Remark.** The details of the proof of the results of [24] will be given in a collaboration of Shinkai and Taniguchi, [21].
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