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#### Abstract

We deal with a singular quasilinear elliptic problem, which involves critical Hardy-Sobolev exponents and multiple Hardy terms. Using variational methods and analytic techniques, the existence of ground state solutions to the problem is obtained.
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## 1. Introduction

We consider the following quasilinear elliptic problem:

$$
\left.\begin{array}{c}
-\Delta_{p} u-\sum_{i=1}^{k} \frac{\lambda_{i} u^{p-1}}{\left|x-a_{i}\right|^{p}}=\sum_{i=1}^{m} \frac{\gamma_{i} u^{p^{*}(s)-1}}{\left|x-a_{i}\right|^{s}}+\sum_{j=1}^{l} \frac{\mu_{j} u^{p^{*}(s)-1}}{\left|x-b_{j}\right|^{s}}, \quad x \in \mathbb{R}^{N},  \tag{1.1}\\
u>0 \quad \text { in } \mathbb{R}^{N} \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}, b_{1}, b_{2}, \ldots, b_{l}\right\}
\end{array}\right\}
$$

where $a_{i}, b_{j} \in \mathbb{R}^{N}, N \geqslant 3,1<p<N, k, m, l \geqslant 0, k \geqslant m, 0<s<p, \lambda_{i}<\bar{\lambda}:=$ $((N-p) / p)^{p}, \gamma_{i} \geqslant 0, \mu_{j} \geqslant 0, i=1,2, \ldots, k, j=1,2, \ldots, l$, and $p^{*}(s):=p(N-s) /(N-p)$ is the critical Hardy-Sobolev exponent. Without loss of generality, we assume that $a_{i} \neq b_{j}$ for any $i \in\{1,2, \ldots, k\}$ and $j \in\{1,2, \ldots, l\} . k=0, m=0$ or $l=0$ means that the corresponding sum term vanishes.

Problem (1.1) is related to the following Hardy-Sobolev inequality [1]:

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{p^{*}(s)}}{|x-a|^{s}} \mathrm{~d} x\right)^{p / p^{*}(s)} \leqslant C \int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right), a \in \mathbb{R}^{N} \tag{1.2}
\end{equation*}
$$

If $s=p$, then $p^{*}(s)=p$ and the Hardy inequality holds [11]:

$$
\int_{\mathbb{R}^{N}} \frac{|u|^{p}}{|x-a|^{p}} \mathrm{~d} x \leqslant \frac{1}{\bar{\lambda}} \int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right), a \in \mathbb{R}^{N}
$$

where $\bar{\lambda}=((N-p) / p)^{p}$ is the best Hardy constant.

In this paper the space $D^{1, p}\left(\mathbb{R}^{N}\right)$ denotes the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm

$$
\|u\|=\|u\|_{D^{1, p}\left(\mathbb{R}^{N}\right)}:=\left(\int_{\mathbb{R}^{N}}|\nabla u|^{p} \mathrm{~d} x\right)^{1 / p}
$$

The function $u \in D^{1, p}\left(\mathbb{R}^{N}\right)$ is said to be a solution of problem (1.1) if $u>0$ satisfies

$$
\int_{\mathbb{R}^{N}}\left(|\nabla u|^{p-2} \nabla u \nabla v-\sum_{i=1}^{k} \frac{\lambda_{i} u^{p-1} v}{\left|x-a_{i}\right|^{p}}-\sum_{i=1}^{m} \frac{\gamma_{i} u^{p^{*}(s)-1} v}{\left|x-a_{i}\right|^{s}}-\sum_{j=1}^{l} \frac{\mu_{j} u^{p^{*}(s)-1} v}{\left|x-b_{j}\right|^{s}}\right) \mathrm{d} x=0
$$

for all $v \in D^{1, p}\left(\mathbb{R}^{N}\right)$. By the standard elliptic regularity argument, the solution $u$ satisfies

$$
u \in C^{1, \alpha}\left(\mathbb{R}^{N} \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}, b_{1}, b_{2}, \ldots, b_{l}\right\}\right)
$$

In recent years, much attention has been paid to the singular problems involving the Hardy and the Hardy-Sobolev inequalities (see, for example, $[\mathbf{1}-\mathbf{1 4}]$ and $[\mathbf{1 7 - 1 9}]$ and references therein). Many results were obtained, providing greater insight into these problems. Stimulated by these publications, we will study problem (1.1) in this paper.

For $0 \leqslant s<p,-\infty<\lambda<\bar{\lambda}$ and $a \in \mathbb{R}^{N}$, by the Hardy inequality and the HardySobolev inequality we can define the best constant $S(\lambda)=S(\lambda, p, s)$ as

$$
\begin{equation*}
S(\lambda):=\inf _{u \in D^{1, p}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}\left(|\nabla u|^{p}-\lambda|u|^{p} /|x-a|^{p}\right) \mathrm{d} x}{\left(\int_{\mathbb{R}^{N}}|u|^{p^{*}(s)} /|x-a|^{s} \mathrm{~d} x\right)^{p / p^{*}(s)}} \tag{1.3}
\end{equation*}
$$

Note that the constant $S(\lambda)$ is independent of the singular point $a$.
A challenging problem related to (1.1) and (1.3) is to investigate the extremal functions by which the best constant $S(\lambda)$ is achieved. Here we recall the result in $[\mathbf{1 3}]$, where the following limiting problem was investigated for $\lambda \in[0, \bar{\lambda})$ :

$$
\left.\begin{array}{rl}
-\Delta_{p} u-\lambda \frac{u^{p-1}}{|x-a|^{p}}= & \frac{u^{p^{*}(s)-1}}{|x-a|^{s}} \quad \text { in } \mathbb{R}^{N} \backslash\{a\}  \tag{1.4}\\
u \in D^{1, p}\left(\mathbb{R}^{N}\right), & u>0 \text { in } \mathbb{R}^{N} \backslash\{a\}
\end{array}\right\}
$$

The author proved that for $0 \leqslant \lambda<\bar{\lambda}, 1<p<N$ and $0 \leqslant s<p$ the problem (1.4) has radially symmetric ground states

$$
\begin{equation*}
V_{p, \lambda, \varepsilon}^{a}(x)=\varepsilon^{(p-N) / p} U_{p, \lambda}\left(\frac{x-a}{\varepsilon}\right)=\varepsilon^{(p-N) / p} U_{p, \lambda}\left(\frac{|x-a|}{\varepsilon}\right) \quad \forall \varepsilon>0 \tag{1.5}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(\left|\nabla V_{p, \lambda, \varepsilon}^{a}(x)\right|^{p}-\lambda \frac{\left|V_{p, \lambda, \varepsilon}^{a}(x)\right|^{p}}{|x-a|^{p}}\right) \mathrm{d} x=\int_{\mathbb{R}^{N}} \frac{\left|V_{p, \lambda, \varepsilon}^{a}(x)\right|^{p^{*}(s)}}{|x-a|^{s}} \mathrm{~d} x=S(\lambda)^{p^{*}(s) /\left(p^{*}(s)-p\right)} \tag{1.6}
\end{equation*}
$$

The function $U_{p, \lambda}$ is the unique radial solution of (1.4) satisfying

$$
\left.\begin{array}{c}
U_{p, \lambda}(1)=\left(\frac{(N-s)(\bar{\lambda}-\lambda)}{N-p}\right)^{1 /\left(p^{*}(s)-p\right)}, \\
\lim _{r \rightarrow 0^{+}} r^{a(\lambda)} U_{p, \lambda}(r)=C_{1}>0, \quad \lim _{r \rightarrow 0^{+}} r^{a(\lambda)+1}\left|U_{p, \lambda}^{\prime}(r)\right|=C_{1} a(\lambda) \geqslant 0,  \tag{1.7}\\
\lim _{r \rightarrow+\infty} r^{b(\lambda)} U_{p, \lambda}(r)=C_{2}>0, \quad \lim _{r \rightarrow+\infty} r^{b(\lambda)+1}\left|U_{p, \lambda}^{\prime}(r)\right|=C_{2} b(\lambda)>0,
\end{array}\right\}
$$

where $C_{1}$ and $C_{2}$ are positive constants depending on $\lambda, p$ and $N$, and $a(\lambda)$ and $b(\lambda)$ are zeros of the function

$$
\begin{equation*}
f(t)=(p-1) t^{p}-(N-p) t^{p-1}+\lambda, \quad t \geqslant 0 \tag{1.8}
\end{equation*}
$$

that satisfy

$$
\begin{equation*}
0 \leqslant a(\lambda)<\delta<b(\lambda), \quad \delta:=\frac{N-p}{p} \tag{1.9}
\end{equation*}
$$

Furthermore, there exist positive constants $C_{3}(\lambda)$ and $C_{4}(\lambda)$ such that

$$
\begin{equation*}
0<C_{3}(\lambda) \leqslant U_{p, \lambda}(x)\left(|x|^{a(\lambda) / \delta}+|x|^{b(\lambda) / \delta}\right)^{\delta} \leqslant C_{4}(\lambda) \tag{1.10}
\end{equation*}
$$

When $\lambda=0$ in (1.3), the best constant $S(0)$ is achieved by the following explicit extremal functions [9]:

$$
\begin{equation*}
V_{p, 0, \varepsilon}^{a}(x)=\varepsilon^{(p-N) / p} U_{p, 0}\left(\frac{x-a}{\varepsilon}\right)=C_{5} \varepsilon^{(p-N) / p}\left(1+\left|\frac{x-a}{\varepsilon}\right|^{(p-s) /(p-1)}\right)^{(p-N) /(p-s)} \tag{1.11}
\end{equation*}
$$

where $C_{5}>0$ is a particular constant and $\varepsilon>0$ is an arbitrary constant.
The above results are useful and crucial for the study of problem (1.1).
In this paper we need the following assumptions, where in the case when $k=0$, $m=0$ or $l=0$ we just mean that the corresponding terms vanish and the corresponding assumptions in $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{7}\right)$ are trivially satisfied.
$\left(\mathcal{H}_{1}\right) 0 \leqslant m \leqslant k, 0<\gamma_{1} \leqslant \gamma_{2} \leqslant \cdots \leqslant \gamma_{m}$.
$\left(\mathcal{H}_{2}\right) l \geqslant 0,0<\mu_{1} \leqslant \mu_{2} \leqslant \cdots \leqslant \mu_{l}$.
$\left(\mathcal{H}_{3}\right) k \geqslant 0, \lambda_{1} \leqslant \lambda_{2} \leqslant \cdots \leqslant \lambda_{k}$ and there exists $k_{0} \in\{0,1,2, \ldots, k-1\}$ such that $\lambda_{k_{0}} \leqslant 0<\lambda_{k_{0}+1} \leqslant \lambda_{k_{0}+2} \leqslant \cdots \leqslant \lambda_{k},\left(\lambda_{k_{0}}=0\right.$ if $\left.k_{0}=0\right)$ and $\sum_{i=k_{0}+1}^{k} \lambda_{i}<\bar{\lambda}$.
$\left(\mathcal{H}_{4}\right) \mu_{l}^{-p / p^{*}(s)} S(0) \leqslant\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right)^{-p / p^{*}(s)} S\left(\sum_{i=1}^{k} \lambda_{i}\right), \sum_{i=1}^{k} \lambda_{i}<0$.
$\left(\mathcal{H}_{5}\right) \gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right) \leqslant\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right)^{-p /\left(p^{*}(s)\right)} S\left(\sum_{i=1}^{k} \lambda_{i}\right), \sum_{i \neq m, i=1}^{k} \lambda_{i}<0$.
$\left(\mathcal{H}_{6}\right) \mu_{l}^{-p / p^{*}(s)} S(0) \leqslant \gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right)$.
$\left(\mathcal{H}_{7}\right) \gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right) \leqslant \mu_{l}^{-p / p^{*}(s)} S(0)$.

Under the above assumptions, the following form $Q(u)$ is well defined:

$$
Q(u):=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{|u|^{p}}{\left|x-a_{i}\right|^{p}}\right) \mathrm{d} x
$$

From $\left(\mathcal{H}_{3}\right)$ and by the Hardy inequality, $Q(u)$ is positive definite:

$$
Q(u) \geqslant\left(1-\frac{1}{\bar{\lambda}} \sum_{i=k_{0}+1}^{k} \lambda_{i}\right)\|u\|^{p} \quad \forall u \in D^{1, p}\left(\mathbb{R}^{N}\right)
$$

Then we can define the best constant $A=A\left(p, s, \lambda_{1}, \ldots, \lambda_{k}, \gamma_{1}, \ldots, \gamma_{k}, \mu_{1}, \ldots, \mu_{l}\right)$ :

$$
\begin{equation*}
A:=\inf _{u \in D^{1, p}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}\left(|\nabla u|^{p}-\sum_{i=1}^{k} \lambda_{i}|u|^{p} /\left|x-a_{i}\right|^{p}\right) \mathrm{d} x}{\left(\int_{\mathbb{R}^{N}}\left(\sum_{i=1}^{m} \gamma_{i}|u|^{p^{*}(s)} /\left|x-a_{i}\right|^{s}+\sum_{j=1}^{l} \mu_{j}|u|^{p^{*}(s)} /\left|x-b_{j}\right|^{s}\right)^{p / p^{*}(s)}\right)} \tag{1.12}
\end{equation*}
$$

In this paper, we will investigate the solutions to problem (1.1). Among all possible solutions of problem (1.1), we are interested in those having the smallest energy, termed ground states. These solutions minimize the Rayleigh quotient in (1.12). To state clearly the conclusions of this paper, some notation needs to be explained. For $N>\max \left\{p^{2}, p+\right.$ $1\}$ and $\lambda_{i}, \lambda \in(0, \bar{\lambda})$ we always set

$$
\begin{gather*}
\beta_{i}=b\left(\lambda_{i}\right)-\delta, \quad \delta=\frac{N-p}{p}, i=1,2, \ldots, k  \tag{1.13}\\
\lambda_{*}=\frac{1}{p^{p}}(N-p+s)^{p-1}(N-p-(p-1) s),  \tag{1.14}\\
\theta(\lambda)=C_{3}(\lambda)\left(\int_{\mathbb{R}^{N}} \frac{\left|U_{p, \lambda}(x)\right|^{p^{*}(s)}}{|x|^{s}}\right)^{-1 / p^{*}(s)},  \tag{1.15}\\
\bar{\theta}(\lambda)=C_{4}(\lambda)\left(\int_{\mathbb{R}^{N}} \frac{\left|U_{p, \lambda}(x)\right|^{p^{*}(s)}}{|x|^{s}}\right)^{-1 / p^{*}(s)},  \tag{1.16}\\
\Theta_{j}=\sum_{i=1}^{k} \frac{\lambda_{i}}{\left|a_{i}-b_{j}\right|^{p}}, \quad 1 \leqslant j \leqslant l .  \tag{1.17}\\
\Lambda_{i}=\sum_{j=1}^{k_{0}} \lambda_{j} \frac{\left(\bar{\theta}\left(\lambda_{i}\right)\right)^{p}}{\left|a_{j}-a_{i}\right|^{p \beta_{i}}}+\sum_{j \neq i, j=k_{0}+1}^{k} \lambda_{j} \frac{\left(\theta\left(\lambda_{i}\right)\right)^{p}}{\left|a_{j}-a_{i}\right|^{p \beta_{i}}}, \quad k_{0}+1 \leqslant i \leqslant k . \tag{1.18}
\end{gather*}
$$

where $k_{0}$ is defined as in $\left(\mathcal{H}_{3}\right), C_{3}(\lambda)$ and $C_{4}(\lambda)$ are the constants in (1.9) and $b\left(\lambda_{i}\right)$ are defined as in (1.5)-(1.9) by replacing $\lambda$ with $\lambda_{i}, i=1,2, \ldots, k$.

The main results of this paper can be summarized in the following theorems. We can verify that the intervals for $\lambda_{m}$ in Theorems 1.1 and 1.2 are not empty.

Theorem 1.1. Suppose that $N>\max \left\{p^{2}, p+1\right\}$ and $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{5}\right)$ hold. Assume that one of the following conditions holds:
(i) $k_{0}=0, k=m=1, l \geqslant 1$;
(ii) $k \geqslant 2, m \geqslant k_{0}+1, l \geqslant 1,0<\lambda_{m} \leqslant \lambda_{*}$;
(iii) $k \geqslant 2, m \geqslant k_{0}+1, l \geqslant 1, \lambda_{*}<\lambda_{m}<\bar{\lambda}, \Lambda_{m}>0$.

Then the infimum in (1.12) is achieved and problem (1.1) has one ground state.
Theorem 1.2. Suppose that $N>\max \left\{p^{2}, p+1\right\}$ and $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{3}\right),\left(\mathcal{H}_{5}\right)$ and $\left(\mathcal{H}_{7}\right)$ hold. Assume that one of the following conditions holds:
(i) $k_{0}=0, k=m=1, l \geqslant 1$;
(ii) $k \geqslant 2, m \geqslant k_{0}+1, m+l \geqslant 2,0<\lambda_{m} \leqslant \lambda_{*}$;
(iii) $k \geqslant 2, m \geqslant k_{0}+1, l \geqslant 0, \lambda_{*}<\lambda_{m}<\bar{\lambda}, \Lambda_{m}>0$.

Then the infimum in (1.12) is achieved and problem (1.1) has a ground state.
Theorem 1.3. Suppose that $N>\max \left\{p^{2}, p+1\right\}, 1 \leqslant m \leqslant k$ and $l \geqslant 1$. Assume that $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{4}\right)$ and $\left(\mathcal{H}_{6}\right)$ hold. Then the infimum in (1.12) is achieved and problem (1.1) has one ground state.

Theorem 1.4. Suppose that $N>\max \left\{p^{2}, p+1\right\}$ and $\left(\mathcal{H}_{2}\right)-\left(\mathcal{H}_{4}\right)$ hold. Assume that one of the following conditions holds:
(i) $k \geqslant 0, m=0$ and $l \geqslant 2$;
(ii) $k \geqslant 1, m=0, l=1$ and $\Theta_{1}>0$.

Then the infimum in (1.12) is achieved. Moreover, problem (1.1) has a ground state.
Remark 1.5. The assumptions $\left(\mathcal{H}_{4}\right)$ and $\left(\mathcal{H}_{5}\right)$ are compatible if we choose suitable parameters $\lambda_{i}, \gamma_{i}$ and $\mu_{j}, 1 \leqslant i \leqslant k, 1 \leqslant j \leqslant l$. For the same reason, $\left(\mathcal{H}_{4}\right)$ and $\left(\mathcal{H}_{6}\right)$, or $\left(\mathcal{H}_{5}\right)$ and $\left(\mathcal{H}_{7}\right)$, can also be compatible. If $1 \leqslant m \leqslant k_{0}$ and $\lambda_{m}<0, S\left(\lambda_{m}\right)$ cannot be achieved. In this case, from Theorem 1.3 we obtain the existence of ground state if $\left(\mathcal{H}_{6}\right)$ replaces $\left(\mathcal{H}_{5}\right)$.

This paper is organized as follows. In $\S 2$ we study the Palais-Smale condition by the concentration compactness principle. In $\S 3$, the asymptotic properties of the extremals for $S(\lambda)$ are investigated. Section 4 is devoted to the proofs of Theorems 1.1-1.4.

To end this section, we explain some of the notation used in this paper. $D^{-1, p}\left(\mathbb{R}^{N}\right)$ is the dual space of $D^{1, p}\left(\mathbb{R}^{N}\right), L^{q}\left(\mathbb{R}^{N},\left|x-a_{i}\right|^{\tau}\right)$ means the weighted $L^{q}\left(\mathbb{R}^{N}\right)$ space with the weight $\left|x-a_{i}\right|^{\tau}$. For $t>0, O\left(\varepsilon^{t}\right)$ denotes any quantity satisfying $\left|O\left(\varepsilon^{t}\right)\right| / \varepsilon^{t} \leqslant C$ and $o\left(\varepsilon^{t}\right)$ means $\left|o\left(\varepsilon^{t}\right)\right| / \varepsilon^{t} \rightarrow 0$ as $\varepsilon \rightarrow 0$. By $o(1)$ we denote a generic infinitesimal value. In the following argument, we employ $C$ to denote the positive constants and omit $\mathrm{d} x$ in integrals for convenience.

## 2. The Palais-Smale condition

We define the following functional in the space $D^{1, p}\left(\mathbb{R}^{N}\right)$ :

$$
\begin{align*}
& J(u)=\frac{1}{p} \int_{\mathbb{R}^{N}}\left(|\nabla u|^{p}-\sum_{i=1}^{k} \frac{\lambda_{i}|u|^{p}}{\left|x-a_{i}\right|^{p}}\right) \\
&-\frac{A}{p^{*}(s)}\left(\int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}|u|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}|u|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}\right) . \tag{2.1}
\end{align*}
$$

Note that if $u>0$ is a critical point of $J$, then $v=A^{1 /\left(p^{*}(s)-p\right)} u$ is a solution of problem (1.1). To continue, we recall the following standard definition.

Definition 2.1. Let $X$ be a Banach space and let $X^{-1}$ be the dual space of $X$. The functional $I \in C^{1}(X, \mathbb{R})$ is said to satisfy the Palais-Smale condition at level $c$ (abbreviated to $\left.(\mathrm{PS})_{c}\right)$, if any sequence $\left\{u_{n}\right\} \subset X$ satisfying $I\left(u_{n}\right) \rightarrow c$ and $I^{\prime}\left(u_{n}\right) \rightarrow 0$ in $X^{-1}$ as $n \rightarrow \infty$ contains a subsequence converging strongly in $X$ to a critical point of $I$.

We take $I=J$ and $X=D^{1, p}\left(\mathbb{R}^{N}\right)$. The following lemma provides a local Palais-Smale condition for $J$.

Lemma 2.2. Suppose that $k, m, l \geqslant 1$ and $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{3}\right)$ hold. Then the functional $J$ satisfies $(P S)_{c}$ for all $c<c^{*}$ with

$$
c^{*}:=\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A^{-p /\left(p^{*}(s)-p\right)}\left(B^{*}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)},
$$

where

$$
B^{*}:=\min \left\{\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right), \mu_{l}^{-p / p^{*}(s)} S(0),\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right)^{-p / p^{*}(s)} S\left(\sum_{i=1}^{k} \lambda_{i}\right)\right\}
$$

Proof. Suppose that the sequence $\left\{u_{n}\right\} \subset D^{1, p}\left(\mathbb{R}^{N}\right)$ satisfies $J\left(u_{n}\right) \rightarrow c<c^{*}$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$ in $D^{-1, p}\left(\mathbb{R}^{N}\right)$. Then from $\left(\mathcal{H}_{1}\right)$ it follows that $\left\{u_{n}\right\}$ is a bounded sequence in $D^{1, p}\left(\mathbb{R}^{N}\right)$. Up to a subsequence and for some $u_{0} \in D^{1, p}\left(\mathbb{R}^{N}\right)$ we have $u_{n} \rightharpoonup u_{0}$ weakly in $D^{1, p}\left(\mathbb{R}^{N}\right), u_{n} \rightarrow u_{0}$ almost everywhere in $\mathbb{R}^{N}$, and $u_{n} \rightarrow u_{0}$ in $L_{\mathrm{loc}}^{t}\left(\mathbb{R}^{N},\left|x-b_{j}\right|^{-s}\right)$ for all $t \in\left[1, p^{*}(s)\right), j=1,2, \ldots, l$. Then by the concentration compactness theorem $[\mathbf{1 5}, \mathbf{1 6}]$ and up to a subsequence if necessary, there exist real numbers $\tau_{a_{i}}, \tau_{b_{j}}, \gamma_{a_{i}}, \nu_{a_{i}}, \omega_{b_{j}}$, $i=1,2, \ldots, k, j=1,2, \ldots, l$, such that the following convergences hold in the sense of measures:

$$
\begin{aligned}
& \left|\nabla u_{n}\right|^{p} \rightharpoonup \mathrm{~d} \tau \geqslant\left|\nabla u_{0}\right|^{p}+\sum_{i=1}^{k} \tau_{a_{i}} \delta_{a_{i}}+\sum_{j=1}^{l} \tau_{b_{j}} \delta_{b_{j}} \\
& \frac{\lambda_{i}\left|u_{n}\right|^{p}}{\left|x-a_{i}\right|^{p}} \rightharpoonup \mathrm{~d} \gamma_{i}=\frac{\lambda_{i}\left|u_{0}\right|^{p}}{\left|x-a_{i}\right|^{p}}+\gamma_{a_{i}} \delta_{a_{i}}, \quad i=1,2, \ldots, k,
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\left|u_{n}\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}} \rightharpoonup \mathrm{~d} \nu_{i}=\frac{\left|u_{0}\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\nu_{a_{i}} \delta_{a_{i}}, \quad i=1,2, \ldots, m \\
& \frac{\left|u_{n}\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}} \rightharpoonup \mathrm{~d} \omega_{j}=\frac{\left|u_{0}\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}+\omega_{b_{j}} \delta_{b_{j}}, \quad j=1,2, \ldots, l
\end{aligned}
$$

where $\delta_{x}$ is the Dirac mass at $x$.
To study the concentration at infinity, we set

$$
\begin{aligned}
\tau_{\infty} & =\lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R}\left|\nabla u_{n}\right|^{p}, \\
\gamma_{\infty} & =\left(\sum_{i=1}^{k} \lambda_{i}\right) \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R} \frac{\left|u_{n}\right|^{p}}{|x|^{p}} \\
\nu_{\infty} & =\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right) \lim _{R \rightarrow \infty} \limsup _{n \rightarrow \infty} \int_{|x|>R} \frac{\left|u_{n}\right|^{p^{*}(s)}}{|x|^{s}} .
\end{aligned}
$$

Then, by arguments similar to those in $[\mathbf{7}]$ and $[\mathbf{1 3}]$, we can verify the following claims. We omit their proofs.

Claim 2.3. For $i=1,2, \ldots, m$, either

$$
\nu_{a_{i}}=0 \quad \text { or } \quad \nu_{a_{i}} \geqslant\left(\frac{S\left(\lambda_{i}\right)}{\gamma_{i} A}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)}
$$

Claim 2.4. For $j=1,2, \ldots, l$, either

$$
\omega_{b_{j}}=0 \quad \text { or } \quad \omega_{b_{j}} \geqslant\left(\frac{S(0)}{\mu_{j} A}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)}
$$

Claim 2.5. We claim that either

$$
\nu_{\infty}=0 \quad \text { or } \quad \nu_{\infty} \geqslant\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right)^{-p /\left(p^{*}(s)-p\right)}\left(\frac{S\left(\sum_{i=1}^{k} \lambda_{i}\right)}{A}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)}
$$

By $\left(\mathcal{H}_{1}\right)$ we deduce that

$$
\begin{aligned}
\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right) & =\min \left\{\gamma_{i}^{-p / p^{*}(s)} S\left(\lambda_{i}\right), i=1,2, \ldots, m\right\} \\
\mu_{l}^{-p / p^{*}(s)} S(0) & =\min \left\{\mu_{j}^{-p / p^{*}(s)} S(0), j=1,2, \ldots, l\right\}
\end{aligned}
$$

Then from Claims 2.3-2.5 it follows that

$$
\begin{aligned}
c & =J\left(u_{n}\right)-\frac{1}{p}\left\langle J^{\prime}\left(u_{n}\right), u_{n}\right\rangle+o(1) \\
& =\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A \int_{\mathbb{R}^{N}}\left(\sum_{i=1}^{m} \frac{\gamma_{i}\left|u_{n}\right| p^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\sum_{j=1}^{l} \frac{\mu_{j}\left|u_{n}\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}\right)+o(1)
\end{aligned}
$$

$$
\begin{aligned}
= & \left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A\left(\int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}\left|u_{0}\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}\left|u_{0}\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}\right) \\
& +\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A\left(\sum_{i=1}^{m} \gamma_{i} \nu_{a_{i}}+\sum_{j=1}^{l} \mu_{j} \omega_{b_{j}}+\nu_{\infty}\right) .
\end{aligned}
$$

From the definition of $c^{*}$ it follows that $\nu_{\infty}=0, \nu_{a_{i}}=0, i=1,2, \ldots, m$ and $\omega_{b_{j}}=0$, $j=1,2, \ldots, l$. Up to a subsequence, we obtain that $u_{n} \rightarrow u_{0}$ in $D^{1, p}\left(\mathbb{R}^{N}\right)$.

Hence, the proof of Lemma 2.2 is completed.
Arguing as in Lemma 2.2, we also obtain the following lemmas.
Lemma 2.6. Suppose that $m \geqslant 1$ and $l=0$. Then the functional $J$ satisfies $(P S)_{c}$ for all $c<c_{1}^{*}$, where

$$
\begin{aligned}
c_{1}^{*}:=\left(\frac{1}{p}-\right. & \left.\frac{1}{p^{*}(s)}\right) A^{-p /\left(p^{*}(s)-p\right)} \\
& \times\left(\min \left\{\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right),\left(\sum_{i=1}^{m} \gamma_{i}\right)^{-p / p^{*}(s)} S\left(\sum_{i=1}^{k} \lambda_{i}\right)\right\}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)} .
\end{aligned}
$$

Lemma 2.7. Suppose that $l \geqslant 1$ and $m=0$. Then the functional $J$ satisfies $(P S)_{c}$ for all $c<c_{2}^{*}$, where

$$
\begin{aligned}
& c_{2}^{*}:=\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A^{-p /\left(p^{*}(s)-p\right)} \\
& \times\left(\min \left\{\mu_{l}^{-p / p^{*}(s)} S(0),\left(\sum_{j=1}^{l} \mu_{j}\right)^{-p / p^{*}(s)} S\left(\sum_{i=1}^{k} \lambda_{i}\right)\right\}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)} .
\end{aligned}
$$

## 3. Asymptotic behaviours of the extremal function

In order to prove Theorems 1.1-1.4, we first establish several lemmas. Consider the minimizers in (1.3) and set

$$
z_{\varepsilon}^{\lambda}(x)=\varepsilon^{-\delta} U_{p, \lambda}\left(\frac{|x|}{\varepsilon}\right)\left(\int_{\mathbb{R}^{N}} \frac{\left.\left|U_{p, \lambda}(|x|)\right|\right|^{p^{*}(s)}}{|x|^{s}}\right)^{-1 / p^{*}(s)}
$$

Then we need to investigate the asymptotic properties of $z_{\varepsilon}^{\lambda}(x)$ in the case when $\varepsilon \rightarrow 0$. These properties play an important role in the proofs of Theorems 1.1-1.4.
In addition to the parameters $\lambda_{*}, \beta_{i}, \Lambda_{i}, \theta(\lambda), \bar{\theta}(\lambda)$ and $\Theta_{j}$ defined in (1.13)-(1.18), we use the following notation:

$$
\begin{gathered}
\beta=b(\lambda)-\delta, \quad \delta=\frac{N-p}{p}, \\
\bar{\Lambda}_{i}=\sum_{j \neq i, j=1}^{k} \frac{\lambda_{j}}{\left|a_{i}-a_{j}\right|^{p}}, \quad 1 \leqslant i \leqslant k,
\end{gathered}
$$

$$
\begin{gathered}
\lambda^{*}=\frac{\left(N-p^{2}\right) N^{p-1}}{p^{p}}, \quad \lambda^{* *}=\frac{(N-p s) N^{p-1}}{\left(p^{*}(s)\right)^{p}} \\
\delta_{\lambda, s}=\int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{|x|^{s}\left|x-e_{1}\right|^{p^{*}(s) b(\lambda)}}, \quad e_{1}=(1,0, \ldots, 0) \in \mathbb{R}^{N}
\end{gathered}
$$

Lemma 3.1. Suppose $\xi \in \mathbb{R}^{N} \backslash\{0\}, 0<s \leqslant p$ and $N>\max \{p s, s+1\}$. Then as $\varepsilon \rightarrow 0^{+}$we have

$$
\begin{array}{ll}
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x=\frac{\varepsilon^{s}}{|\xi|^{s}} \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda}\right|^{p^{*}(s)}+o\left(\varepsilon^{s}\right) & \text { for } 0 \leqslant \lambda<\lambda^{* *} \\
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \geqslant \theta(\lambda)^{p^{*}(s)} \frac{\varepsilon^{s}|\ln \varepsilon|}{|\xi|^{s}}+o\left(\varepsilon^{s}|\ln \varepsilon|\right) & \text { for } \lambda=\lambda^{* *} \\
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \leqslant \bar{\theta}(\lambda)^{p^{*}(s)} \frac{\varepsilon^{s}|\ln \varepsilon|}{|\xi|^{s}}+o\left(\varepsilon^{s}|\ln \varepsilon|\right) & \text { for } \lambda=\lambda^{* *} \\
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \geqslant \theta(\lambda)^{p^{*}(s)}\left(\delta_{\lambda, s}\right) \frac{\varepsilon^{p^{*}(s) \beta}}{|\xi|^{p^{*}(s) \beta}}+o\left(\varepsilon^{p^{*}(s) \beta}\right) & \text { for } \lambda^{* *}<\lambda<\bar{\lambda} \\
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \leqslant \bar{\theta}(\lambda)^{p^{*}(s)}\left(\delta_{\lambda, s}\right) \frac{\varepsilon^{p^{*}(s) \beta}}{|\xi| p^{p^{*}(s) \beta}}+o\left(\varepsilon^{p^{*}(s) \beta}\right) & \text { for } \lambda^{* *}<\lambda<\bar{\lambda}
\end{array}
$$

Proof. The above estimates can be applied to

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}(x)\right|^{p}}{|x+\xi|^{p}} \mathrm{~d} x
$$

Since $p^{*}(s)=p, \delta_{\lambda, s}=\delta_{\lambda, p}$ and $\lambda^{* *}=\lambda^{*}$ as $s=p$, we can obtain the similar estimates for the above expression just by replacing $s, p^{*}(s), \delta_{\lambda, s}$ and $\lambda^{* *}$ by $p, p, \delta_{\lambda, p}$ and $\lambda^{*}$, respectively.

The proof follows a similar line to that in $[\mathbf{7}]$. Here we need to use the property (1.7) of the parameters $a(\lambda)$ and $b(\lambda)$. Then we have

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x=\varepsilon^{s} \int_{|x|<\xi / 2 \varepsilon} \frac{\left|z_{1}^{\lambda}\right|^{p^{*}(s)}}{|\varepsilon x+\xi|^{s}} \mathrm{~d} x+\varepsilon^{s} \int_{|x| \geqslant \xi / 2 \varepsilon} \frac{\left|z_{1}^{\lambda}\right|^{p^{*}(s)}}{|\varepsilon x+\xi|^{s}} \mathrm{~d} x \tag{3.1}
\end{equation*}
$$

For the first part, from (1.9) we deduce that

$$
\begin{align*}
& \left.\left.\varepsilon^{s}\left|\int_{|x|<|\xi| / 2 \varepsilon}\right| z_{1}^{\lambda}(x)\right|^{p^{*}(s)}\left(\frac{1}{|\varepsilon x+\xi|^{s}}-\frac{1}{|\xi|^{s}}\right) \mathrm{d} x \right\rvert\, \\
& \leqslant C \varepsilon^{s} \int_{|x|<|\xi| / 2 \varepsilon}\left(|x|^{a(\lambda) / \delta}+|x|^{b(\lambda) / \delta}\right)^{-(N-s)}\left|\frac{1}{|\varepsilon x+\xi|^{s}}-\frac{1}{|\xi|^{s}}\right| \mathrm{d} x \\
& \leqslant C \varepsilon^{s} \int_{0}^{|\xi| / 2 \varepsilon} \frac{r^{N-1} \mathrm{~d} r}{\left(r^{a(\lambda) / \delta}+r^{b(\lambda) / \delta}\right)^{N-s}} \\
&=O\left(\varepsilon^{p^{*}(s)(b(\lambda)-\delta)}\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{3.2}
\end{align*}
$$

where we have employed the following fact: if $|x|<|\xi| / 2 \varepsilon$, then there exists some constant $C(\xi)>0$ depending only on $\xi$ such that

$$
\left|\frac{1}{|\varepsilon x+\xi|^{s}}-\frac{1}{|\xi|^{s}}\right| \leqslant C(\xi)
$$

On the other hand, from (1.9) it also follows that

$$
\begin{align*}
& \varepsilon^{s} \int_{|x| \geqslant \xi / 2 \varepsilon} \frac{\left|z_{1}^{\lambda}\right|^{p^{*}(s)}}{|\varepsilon x+\xi|^{s}} \mathrm{~d} x \\
& \quad \leqslant C \varepsilon^{p^{*}(s)(b(\lambda)-\delta)} \int_{|x-\xi| \geqslant|\xi| / 2} \frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{-(N-s)}}{|x|^{s}|x-\xi|^{p^{*}(s) a(\lambda)}} \mathrm{d} x \\
& \quad=C \varepsilon^{p^{*}(s)(b(\lambda)-\delta)}\left(\int_{|x-\xi| \geqslant|\xi| / 2,|x|<2|\xi|}+\int_{|x-\xi| \geqslant|\xi| / 2,|x| \geqslant 2|\xi|}\right) \\
& \quad \leqslant C \varepsilon^{p^{*}(s)(b(\lambda)-\delta)}\left(\int_{0}^{2|\xi|} r^{N-s-1} \mathrm{~d} r+\int_{2|\xi|}^{+\infty} \frac{\mathrm{d} r}{r^{1+p^{*}(s)(b(\lambda)-\delta)}}\right) \\
& \quad=O\left(\varepsilon^{p^{*}(s)(b(\lambda)-\delta)}\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{3.3}
\end{align*}
$$

To proceed, we need to investigate the properties of the function in (1.6):

$$
f(t)=(p-1) t^{p}-(N-p) t^{p-1}+\lambda, \quad t \in[0,+\infty)
$$

It is easy to verify that $f(t)$ has a unique minimum at $\delta=(N-p) / p$ and is increasing on the interval $(\delta,+\infty)$. Since $N / p^{*}(s), b(\lambda) \in(\delta,+\infty)$, for $N>p s$ and $\lambda \geqslant 0$ we thus have that

$$
\begin{aligned}
\frac{N}{p^{*}(s)}<b(\lambda) \quad \Longleftrightarrow f\left(\frac{N}{p^{*}(s)}\right)<f(b(\lambda))=0 \quad \Longleftrightarrow \quad \lambda<\lambda^{* *} \\
\frac{N}{p^{*}(s)}=b(\lambda) \quad \Longleftrightarrow f\left(\frac{N}{p^{*}(s)}\right)=f(b(\lambda))=0 \quad \Longleftrightarrow \quad \lambda=\lambda^{* *} \\
\frac{N}{p^{*}(s)}>b(\lambda) \quad \Longleftrightarrow \quad f\left(\frac{N}{p^{*}(s)}\right)>f(b(\lambda))=0 \quad \Longleftrightarrow \quad \lambda>\lambda^{* *}
\end{aligned}
$$

On the other hand, the equation

$$
(p-1) t^{p}-(N-p) t^{p-1}+\lambda=0, \quad \lambda \in(0, \bar{\lambda})
$$

determines the implicit functions

$$
t_{1}=a(\lambda):(0, \bar{\lambda}) \mapsto(0, \delta), \quad t_{2}=b(\lambda):(0, \bar{\lambda}) \mapsto\left(\delta, \frac{N-p}{p-1}\right)
$$

By direct calculations we see that

$$
\frac{\mathrm{d} t}{\mathrm{~d} \lambda}=\frac{1}{(p-1)(N-p-p t) t^{p-2}}
$$

Hence, $a(\lambda)$ is strictly increasing on $[0, \bar{\lambda})$ and $b(\lambda)$ is strictly decreasing on $[0, \bar{\lambda})$.
(i) If $N>p s, 0 \leqslant \lambda<\lambda^{* *}$, then $b(\lambda)>N / p^{*}(s), p^{*}(s)(b(\lambda)-\delta)>s$ and $z_{1}^{\lambda} \in$ $L^{p^{*}(s)}\left(\mathbb{R}^{N}\right)$. From (3.1)-(3.3) it follows that

$$
\begin{aligned}
\varepsilon^{s} \int_{|x|<|\xi| / 2 \varepsilon}\left|z_{1}^{\lambda}(x)\right|^{p^{*}(s)} \frac{1}{|\varepsilon x+\xi|^{s}} \mathrm{~d} x & =\frac{\varepsilon^{s}}{|\xi|^{s}} \int_{|x|<|\xi| / 2 \varepsilon}\left|z_{1}^{\lambda}(x)\right|^{p^{*}(s)} \mathrm{d} x+o\left(\varepsilon^{s}\right) \\
& =\frac{\varepsilon^{s}}{|\xi|^{s}} \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda}(x)\right|^{p^{*}(s)} \mathrm{d} x+o\left(\varepsilon^{s}\right)
\end{aligned}
$$

Consequently,

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x=\frac{\varepsilon^{s}}{|\xi|^{s}} \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda}(x)\right|^{p^{*}(s)} \mathrm{d} x+o\left(\varepsilon^{s}\right)
$$

(ii) If $N>p s$ and $\lambda=\lambda^{* *}$, then $b(\lambda)=N / p^{*}(s)$. From (1.9) it follows that

$$
\begin{align*}
\varepsilon^{s} \int_{|x|<|\xi| / 2 \varepsilon}\left|z_{1}^{\lambda}(x)\right|^{p^{*}(s)} \mathrm{d} x & =\varepsilon^{s} \int_{0}^{|\xi| / 2 \varepsilon}\left|z_{1}^{\lambda}(r)\right|^{p^{*}(s)} r^{N-1} \mathrm{~d} r \\
& =\varepsilon^{s} \int_{1}^{|\xi| / 2 \varepsilon}\left|z_{1}^{\lambda}(r)\right|^{p^{*}(s)} r^{N-1} \mathrm{~d} r+O\left(\varepsilon^{s}\right) \\
& \geqslant \theta(\lambda)^{p^{*}(s)} \varepsilon^{s}|\ln \varepsilon|+O\left(\varepsilon^{s}\right) \\
& =\theta(\lambda)^{p^{*}(s)} \varepsilon^{s}|\ln \varepsilon|+o\left(\varepsilon^{s}|\ln \varepsilon|\right) \tag{3.4}
\end{align*}
$$

From (3.1)-(3.4) it follows that

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \geqslant \theta(\lambda)^{p^{*}(s)} \frac{\varepsilon^{s}|\ln \varepsilon|}{|\xi|^{s}}+o\left(\varepsilon^{s}|\ln \varepsilon|\right)
$$

From (1.9) and by a similar argument we have that

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \leqslant \bar{\theta}(\lambda)^{p^{*}(s)} \frac{\varepsilon^{s}|\ln \varepsilon|}{|\xi|^{s}}+o\left(\varepsilon^{s}|\ln \varepsilon|\right)
$$

(iii) If $N>\max \{p s, s+1\}$ and $\lambda>\lambda^{* *}$, then $b(\lambda)<N / p^{*}(s)$. From (1.9) it follows that

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \\
& \quad \geqslant \theta(\lambda)^{p^{*}(s)} \int_{\mathbb{R}^{N}} \frac{\varepsilon^{s-N} \mathrm{~d} x}{|x+\xi|^{s}\left(|x / \varepsilon|^{a(\lambda) / \delta}+|x / \varepsilon|^{b(\lambda) / \delta}\right)^{N-s}} \\
& =\theta(\lambda)^{p^{*}(s)} \varepsilon^{p^{*}(s) \beta} \int_{\mathbb{R}^{N}} \frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{-(N-s)}}{|x|^{s}|x-\xi|^{p^{*}(s) a(\lambda)}} \mathrm{d} x \\
& =\theta(\lambda)^{p^{*}(s)} \varepsilon^{p^{*}(s) \beta} \int_{\mathbb{R}^{N}}\left(\frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) a(\lambda)}}-\frac{1}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}}\right) \\
& \quad+\theta(\lambda)^{p^{*}(s)} \varepsilon^{p^{*}(s) \beta} \int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}} \tag{3.5}
\end{align*}
$$

For $a, b \geqslant 0$ and $\tau>1$, the following elementary inequality is well known:

$$
0 \leqslant(a+b)^{\tau}-a^{\tau} \leqslant C\left(a^{\tau-1} b+b^{\tau}\right)
$$

where $C=C(\tau)>0$ is some constant. From $N>s+1$ it follows that

$$
\begin{align*}
&\left|\frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) a(\lambda)}}-\frac{1}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}}\right| \\
&= \frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}} \\
& \times\left(\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{N-s}-\left(|x-\xi|^{\left.(b(\lambda)-a(\lambda)) / \delta)^{N-s}\right)}\right.\right. \\
& \leqslant C \frac{\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}} \\
& \times\left(|x-\xi|^{(b(\lambda)-a(\lambda))(N-s-1) / \delta} \varepsilon^{b(\lambda)-a(\lambda) / \delta}+\varepsilon^{p^{*}(s)(b(\lambda)-a(\lambda))}\right) \\
&= C\left(\frac{\varepsilon^{(b(\lambda)-a(\lambda)) / \delta\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)-((b(\lambda)-a(\lambda))(N-s-1)) / \delta}}\right. \\
&\left.\quad+\frac{\varepsilon^{p^{*}(s)(b(\lambda)-a(\lambda))}\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}}\right) \tag{3.6}
\end{align*}
$$

If $\varepsilon \rightarrow 0$, then it follows that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} & \frac{\varepsilon^{(b(\lambda)-a(\lambda)) / \delta}\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)-(b(\lambda)-a(\lambda))(N-s-1) / \delta}} \\
\leqslant & C \varepsilon^{(b(\lambda)-a(\lambda)) / \delta} \int_{|x-\xi|>|\xi| / 2,|x|<2|\xi|} \frac{\mathrm{d} x}{|x|^{s}} \\
& \quad+C \varepsilon^{(b(\lambda)-a(\lambda)) / \delta} \int_{|x-\xi|>|\xi| / 2,|x|>2|\xi|} \frac{\mathrm{dx} x}{\mid x+p^{*}(s) b(\lambda)+p(b(\lambda)-a(\lambda)) /(N-p)} \\
& \quad+C \varepsilon^{N-p^{*}(s) b(\lambda)} \int_{0}^{|\xi| / 2 \varepsilon} \frac{r^{N-1} \mathrm{~d} r}{r^{p^{*}(s) b(\lambda)-(b(\lambda)-a(\lambda))(N-s-1) / \delta\left(1+r^{b(\lambda)-a(\lambda) / \delta}\right)^{N-s}}} \\
= & O\left(\varepsilon^{(b(\lambda)-a(\lambda)) / \delta}\right) \\
= & o(1) \quad \text { as } \varepsilon \rightarrow 0 .
\end{aligned}
$$

By a similar argument we also have

$$
\int_{\mathbb{R}^{N}} \frac{\varepsilon^{p^{*}(s)(b(\lambda)-a(\lambda))}\left(\varepsilon^{b(\lambda)-a(\lambda) / \delta}+|x-\xi|^{b(\lambda)-a(\lambda) / \delta}\right)^{s-N}}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}} \mathrm{d} x=o(1) \quad \text { as } \varepsilon \rightarrow 0
$$

From (3.5) and (3.6) we have that

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right|^{p^{*}(s)}}{|x+\xi|^{s}} \mathrm{~d} x \geqslant \theta(\lambda)^{p^{*}(s)} \varepsilon^{p^{*}(s) \beta} \int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}}+o\left(\varepsilon^{p^{*}(s) \beta}\right)
$$

From (1.9) and by a similar argument we deduce that

$$
\int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda}\right| p^{*}(s)}{|x+\xi|^{s}} \mathrm{~d} x \leqslant \bar{\theta}(\lambda)^{p^{*}(s)} \varepsilon^{p^{p^{*}}(s) \beta} \int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}}+o\left(\varepsilon^{p^{*}(s) \beta}\right) .
$$

On the other hand, the following function $\varphi(\xi)$ is invariant by rotation:

$$
\varphi(\xi):=\int_{\mathbb{R}^{N}} \frac{\mathrm{~d} x}{|x|^{s}|x-\xi|^{p^{*}(s) b(\lambda)}} .
$$

Moreover,

$$
\begin{gathered}
\varphi(\eta \xi)=\eta^{p^{*}(s)(\delta-b(\lambda))} \varphi(\xi)=\eta^{-p^{*}(s) \beta} \varphi(\xi) \quad \forall \eta>0, \\
\varphi(\xi)=|\xi|^{-p^{*}(s) \beta} \varphi(\xi /|\xi|)=|\xi|^{-p^{*}(s) \beta} \varphi\left(e_{1}\right)=|\xi|^{-p^{*}(s) \beta} \delta_{\lambda, s} .
\end{gathered}
$$

Thus, the proof of this lemma is complete.

## 4. Proof of the main results

Now we prove Theorems 1.1-1.4. To proceed, some preliminary lemmas are needed.
Lemma 4.1. Suppose that $N>\max \left\{p^{2}, p+1\right\},\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{3}\right)$ hold and the constants $\lambda_{*}$ and $\Lambda_{m}$ are defined as in (1.13)-(1.18). Assume one of the following conditions holds:
(i) $k_{0}=0, k=m=1, l \geqslant 1$;
(ii) $k \geqslant 2, m \geqslant k_{0}+1, m+l \geqslant 2,0<\lambda_{m} \leqslant \lambda_{*}$;
(iii) $k \geqslant 2, m \geqslant k_{0}+1, l \geqslant 0, \lambda_{*}<\lambda_{m}<\bar{\lambda}, \Lambda_{m}>0$.

Then $A<\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right)$.

Proof. (i) If $k_{0}=0, k=m=1$ and $\lambda_{1}>0$, we deduce that

$$
\begin{gathered}
\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{\lambda_{1}}\left(x-a_{1}\right)\right|^{p}-\lambda_{1} \frac{\left|z_{\varepsilon}^{\lambda_{1}}\left(x-a_{1}\right)\right|^{p}}{\left|x-a_{1}\right|^{p}}\right)=\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{\lambda_{1}}(x)\right|^{p}-\lambda_{1} \frac{\left|z_{\varepsilon}^{\lambda_{1}}(x)\right|^{p}}{|x| p^{p}}\right)=S\left(\lambda_{1}\right), \\
\int_{\mathbb{R}^{N}} \frac{\gamma_{1}\left|z_{\varepsilon}^{\lambda_{1}}\left(x-a_{1}\right)\right|^{p^{*}(s)}}{\left|x-a_{1}\right|^{s}}=\gamma_{1}, \quad \sum_{j=1}^{l} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|z_{\varepsilon}^{\lambda_{1}}\left(x-a_{1}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}>0 .
\end{gathered}
$$

Then the desired result follows.
(ii) Suppose that $k \geqslant 2$ and $m \geqslant k_{0}+1 \geqslant 1$. If $\varepsilon \rightarrow 0$, from Lemma 3.1 it follows that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} & \left(\left|\nabla z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}}\right) \\
& =\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}-\lambda_{m} \frac{\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}}{\left|x-a_{m}\right|^{p}}\right)-\sum_{i \neq m, i=1}^{k} \lambda_{i} \int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}} \\
& =\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{\lambda_{m}}(x)\right|^{p}-\lambda_{m} \frac{\left|z_{\varepsilon}^{\lambda_{m}}(x)\right|^{p}}{|x|^{p}}\right)-\sum_{i \neq m, i=1}^{k} \lambda_{i} \int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda_{m}}(x)\right|^{p}}{\left|x+a_{m}-a_{i}\right|^{p}} \\
& =S\left(\lambda_{m}\right)-\sum_{i \neq m, i=1}^{k} \lambda_{i} \int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{\lambda_{m}}(x)\right|^{p}}{\left|x+a_{m}-a_{i}\right|^{p}} \\
& \leqslant S\left(\lambda_{m}\right)- \begin{cases}\varepsilon^{p}\left(\bar{\Lambda}_{m}+o(1)\right) \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda_{m}}(x)\right|^{p}, & 0<\lambda_{m}<\lambda^{*} \\
\varepsilon^{p}|\ln \varepsilon|\left(\Lambda_{m}+o(1)\right), & \lambda_{m}=\lambda^{*} \\
\left(\delta_{\lambda, p}\right) \varepsilon^{p \beta_{\lambda_{m}}}\left(\Lambda_{m}+o(1)\right), & \lambda^{*}<\lambda_{m}<\bar{\lambda}\end{cases}
\end{aligned}
$$

If $m \geqslant 2$, then we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}} \\
& \quad=\int_{\mathbb{R}^{N}} \frac{\gamma_{m}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p^{*}(s)}}{\left|x-a_{m}\right|^{s}}+\sum_{i=1}^{m-1} \int_{\mathbb{R}^{N}} \frac{\gamma_{i}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}} \\
&
\end{aligned} \begin{array}{ll}
\varepsilon^{s}\left(\sum_{i=1}^{m-1} \frac{\gamma_{i}}{\left|a_{m}-a_{i}\right|^{s}}+o(1)\right) \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda_{m}}(x)\right|^{p^{*}(s)}, & \lambda_{m}<\lambda^{* *} \\
\left(\theta\left(\lambda_{m}\right)\right)^{p^{*}(s)} \varepsilon^{s}|\ln \varepsilon|\left(\sum_{i=1}^{m-1} \frac{\gamma_{i}}{\left|a_{m}-a_{i}\right|^{s}}+o(1)\right), & \lambda_{m}=\lambda^{* *} \\
\left(\theta\left(\lambda_{m}\right)\right)^{p^{*}(s)}\left(\delta_{\lambda_{m}, s}\right) \varepsilon^{p^{*}(s) \beta_{\lambda_{m}}\left(\sum_{i=1}^{m-1} \frac{\gamma_{i}}{\left|a_{m}-a_{i}\right|^{p^{*}(s) \beta_{\lambda_{m}}}}+o(1)\right),} & \lambda_{m}>\lambda^{* *}
\end{array}
$$

If $l \geqslant 1$, then it follows that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}} \\
& \quad=\sum_{j=1}^{l} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|z_{\varepsilon}^{\lambda_{m}}(x)\right|^{p^{*}(s)}}{\left|x+a_{m}-b_{j}\right|^{s}}
\end{aligned}
$$

$$
\geqslant \begin{cases}\varepsilon^{s} \int_{\mathbb{R}^{N}}\left|z_{1}^{\lambda_{m}}(x)\right|^{p^{*}(s)}\left(\sum_{j=1}^{l} \frac{\mu_{j}}{\left|a_{m}-b_{j}\right|^{s}}+o(1)\right), & \lambda_{m}<\lambda^{* *}, \\ \left(\theta\left(\lambda_{m}\right)\right)^{p^{*}(s)} \varepsilon^{s}|\ln \varepsilon|\left(\sum_{j=1}^{l} \frac{\mu_{j}}{\left|a_{m}-b_{j}\right|^{s}}+o(1)\right), & \lambda_{m}=\lambda^{* *}, \\ \left(\theta\left(\lambda_{m}\right)\right)^{p^{*}(s)}\left(\delta_{\lambda_{m}, s}\right) \varepsilon^{p^{*}(s) \beta_{\lambda_{m}}}\left(\sum_{j=1}^{l} \frac{\mu_{j}}{\left|a_{m}-b_{j}\right|^{p^{*}(s) \beta_{\lambda_{m}}}}+o(1)\right), & \lambda_{m}>\lambda^{* *} .\end{cases}
$$

As in Lemma 3.1, for $N>p+(p-1) s$ we have

$$
\begin{aligned}
& \lambda_{m}<\lambda_{*} \quad \Longleftrightarrow b\left(\lambda_{m}\right)>\frac{1}{p}(N-p+s) \quad \Longleftrightarrow \quad p \beta_{\lambda_{m}}>s \\
& \lambda_{m}=\lambda_{*} \quad \Longleftrightarrow \quad b\left(\lambda_{m}\right)=\frac{1}{p}(N-p+s) \quad \Longleftrightarrow \quad p \beta_{\lambda_{m}}=s \\
& \lambda_{m}>\lambda_{*} \quad \Longleftrightarrow \quad b\left(\lambda_{m}\right)<\frac{1}{p}(N-p+s) \quad \Longleftrightarrow \quad p \beta_{\lambda_{m}}<s
\end{aligned}
$$

For $0<s<p$ and $N>p^{2}$, since $b\left(\lambda^{*}\right)=N / p, b\left(\lambda_{*}\right)=(N-p+s) / p$ and $b\left(\lambda^{* *}\right)=$ $N / p^{*}(s)$, from the facts that $b(\lambda)$ is strictly decreasing on the interval $(\delta,+\infty)$ and $b\left(\lambda^{*}\right)>b\left(\lambda_{*}\right)>b\left(\lambda^{* *}\right)$, we see that $0<\lambda^{*}<\lambda_{*}<\lambda^{* *}<\bar{\lambda}$.

Suppose that $m \geqslant k_{0}+1, m+l \geqslant 2,0<\lambda_{m}<\lambda^{*}$ and $0<s<p$. Then

$$
\begin{aligned}
A \leqslant & \int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}}\right) \\
& \times\left(\int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{\left.\right|^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}\left|z_{\varepsilon}^{\lambda_{m}}\left(x-a_{m}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}\right)^{-p / p^{*}(s)} \\
& \leqslant\left(S\left(\lambda_{m}\right)+C \varepsilon^{p}\right)\left(\gamma_{m}+C \varepsilon^{s}\right)^{-p / p^{*}(s)} \\
\leqslant & \left(S\left(\lambda_{m}\right)+C \varepsilon^{p}\right)\left(\gamma_{m}^{p / p^{*}(s)}+C \varepsilon^{s}\right)^{-1} \\
& <\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right) .
\end{aligned}
$$

If $m \geqslant k_{0}+1, m+l \geqslant 2$ and $\lambda_{m}=\lambda^{*}$, for $\varepsilon>0$ small we have

$$
A \leqslant\left(S\left(\lambda_{m}\right)+C \varepsilon^{p}|\ln \varepsilon|\right)\left(\gamma_{m}^{p / p^{*}(s)}+C \varepsilon^{s}\right)^{-1}<\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right)
$$

If $m+l \geqslant 2$ and $\lambda^{*}<\lambda_{m}<\lambda_{*}$, then $p \beta_{\lambda_{m}}>s$ and $\lambda_{m}<\lambda^{* *}$. As $\varepsilon \rightarrow 0$ we deduce

$$
A \leqslant\left(S\left(\lambda_{m}\right)+C \varepsilon^{p \beta_{\lambda_{m}}}\right)\left(\gamma_{m}^{p / p^{*}(s)}+C \varepsilon^{s}\right)^{-1}<\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right)
$$

(iii) If $\lambda_{*} \leqslant \lambda_{m}<\bar{\lambda}$ and $\Lambda_{m}>0$, for $\varepsilon>0$ small we have

$$
A<\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right)
$$

The proof of this lemma is complete.

Lemma 4.2. Suppose that $N>\max \left\{p^{2}, p+1\right\}$, $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{3}\right)$ hold and the constant $\Theta_{1}$ is defined as in (1.17). Assume that one of the following conditions is satisfied:
(i) $k \geqslant 0, m \geqslant 0, l \geqslant 1, m+l \geqslant 2$;
(ii) $k \geqslant 1, m=0, l=1$ and $\Theta_{1}>0$.

Then $A<\mu_{l}^{-p / p^{*}(s)} S(0)$.
Proof. Consider the function

$$
z_{\varepsilon}^{0}(x)=\varepsilon^{-\delta} U_{p, 0}\left(\frac{|x|}{\varepsilon}\right)\left(\int_{\mathbb{R}^{N}} \frac{\left|U_{p, 0}(|x|)\right|^{p^{*}(s)}}{|x|^{s}}\right)^{-1 / p^{*}(s)}
$$

where $U_{p, 0}$ is the function defined in (1.10). Suppose $k \geqslant 1$. Arguing as in Lemmas 3.1 and 4.1, as $\varepsilon \rightarrow 0$ it follows that

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}}\right) & =\int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{0}(x)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{0}(x)\right|^{p}}{\left|x+b_{l}-a_{i}\right|^{p}}\right) \\
& =S(0)-\sum_{i=1}^{k} \lambda_{i} \int_{\mathbb{R}^{N}} \frac{\left|z_{\varepsilon}^{0}(x)\right|^{p}}{\left|x+b_{l}-a_{i}\right|^{p}} \\
& =S(0)-\varepsilon^{p}\left(\Theta_{l}+o(1)\right) \int_{\mathbb{R}^{N}}\left|z_{1}^{0}(x)\right|^{p},
\end{aligned}
$$

where the integral

$$
\int_{\mathbb{R}^{N}}\left|z_{1}^{0}(x)\right|^{p}
$$

converges under the assumption $N>p^{2}$.
On the other hand, if $l \geqslant 2$ and $m \geqslant 1$, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}} & =\int_{\mathbb{R}^{N}} \frac{\mu_{l}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-b_{l}\right|^{s}}+\sum_{j=1}^{l-1} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}} \\
& =\int_{\mathbb{R}^{N}} \frac{\mu_{l}\left|z_{\varepsilon}^{0}(x)\right| p^{p^{*}(s)}}{|x|^{s}}+\sum_{j=1}^{l-1} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|z_{\varepsilon}^{0}(x)\right|^{p^{*}(s)}}{\left|x+b_{l}-b_{j}\right|^{s}} \\
& =\mu_{l}+\varepsilon^{s}\left(\sum_{j=1}^{l-1} \frac{\mu_{j}}{\left|b_{l}-b_{j}\right|^{s}}+o(1)\right) \int_{\mathbb{R}^{N}}\left|z_{1}^{0}(x)\right|^{p^{*}(s)}, \\
\int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}} & =\varepsilon^{s}\left(\sum_{i=1}^{m} \frac{\gamma_{i}}{\left|b_{l}-a_{i}\right|^{s}}+o(1)\right) \int_{\mathbb{R}^{N}}\left|z_{1}^{0}(x)\right|^{p^{*}(s)},
\end{aligned}
$$

where the integral

$$
\int_{\mathbb{R}^{N}}\left|z_{1}^{0}(x)\right|^{p^{*}(s)}
$$

converges under the assumption $N>p^{2}$.
(i) For $\varepsilon>0$ small we have

$$
\begin{aligned}
A \leqslant & \int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}}\right) \\
& \times\left(\int_{\mathbb{R}^{N}} \sum_{i=1}^{m} \frac{\gamma_{i}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\int_{\mathbb{R}^{N}} \sum_{j=1}^{l} \frac{\mu_{j}\left|z_{\varepsilon}^{0}\left(x-b_{l}\right)\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}\right)^{-p / p^{*}(s)} \\
\leqslant & \left(S(0)+C \varepsilon^{p}\right)\left(\mu_{l}+C \varepsilon^{s}\right)^{-p / p^{*}(s)} \\
\leqslant & \left(S(0)+C \varepsilon^{p}\right)\left(\mu_{l}^{p / p^{*}(s)}+C \varepsilon^{s}\right)^{-1} \\
& <\mu_{l}^{-p / p^{*}(s)} S(0)
\end{aligned}
$$

(ii) In this case, arguing as above we deduce that

$$
\begin{aligned}
A & \leqslant \int_{\mathbb{R}^{N}}\left(\left|\nabla z_{\varepsilon}^{0}\left(x-b_{1}\right)\right|^{p}-\sum_{i=1}^{k} \lambda_{i} \frac{\left|z_{\varepsilon}^{0}\left(x-b_{1}\right)\right|^{p}}{\left|x-a_{i}\right|^{p}}\right)\left(\int_{\mathbb{R}^{N}} \frac{\mu_{1}\left|z_{\varepsilon}^{0}\left(x-b_{1}\right)\right|^{p^{*}(s)}}{\left|x-b_{1}\right|^{s}}\right)^{-p / p^{*}(s)} \\
& \leqslant \mu_{1}^{-p / p^{*}(s)}\left(S(0)-C \varepsilon^{p}\left(\Theta_{1}+o(1)\right)\right) \\
& <\mu_{1}^{-p / p^{*}(s)} S(0)
\end{aligned}
$$

Thus, the proof of this lemma is complete.
Proof of Theorem 1.1. Let $\left\{u_{n}\right\} \subset D^{1, p}\left(\mathbb{R}^{N}\right)$ be a minimizing sequence for the best constant $A$. By the homogeneity of the quotient (1.12) we can assume that

$$
\sum_{i=1}^{m} \int_{\mathbb{R}^{N}} \frac{\gamma_{i}\left|u_{n}\right|^{p^{*}(s)}}{\left|x-a_{i}\right|^{s}}+\sum_{j=1}^{l} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|u_{n}\right|^{p^{*}(s)}}{\left|x-b_{j}\right|^{s}}=1
$$

From Ekeland's variational principle we can assume that the sequence has the PalaisSmale property:

$$
\begin{aligned}
& o(\|v\|)=\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{p-2} \nabla u_{n} \nabla v-\sum_{i=1}^{k} \int_{\mathbb{R}^{N}} \frac{\lambda_{i}\left|u_{n}\right|^{p-2} u_{n} v}{\left|x-a_{i}\right|^{p}} \\
&-A\left(\sum_{i=1}^{m} \int_{\mathbb{R}^{N}} \frac{\gamma_{i}\left|u_{n}\right|^{p^{*}(s)-2} u_{n} v}{\left|x-a_{i}\right|^{s}}+\sum_{j=1}^{l} \int_{\mathbb{R}^{N}} \frac{\mu_{j}\left|u_{n}\right|^{p^{*}(s)-2} u_{n} v}{\left|x-b_{j}\right|^{s}}\right)
\end{aligned}
$$

holds for all $v \in D^{1, p}\left(\mathbb{R}^{N}\right)$. Consequently,

$$
J^{\prime}\left(u_{n}\right) \rightarrow 0, \quad J\left(u_{n}\right) \rightarrow\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A
$$

From the assumptions $\left(\mathcal{H}_{1}\right)-\left(\mathcal{H}_{5}\right)$ and by Lemmas 4.1 and 4.2 we have

$$
A<B^{*}=\min \left\{\gamma_{m}^{-p / p^{*}(s)} S\left(\lambda_{m}\right), \mu_{l}^{-p / p^{*}(s)} S(0),\left(\sum_{i=1}^{m} \gamma_{i}+\sum_{j=1}^{l} \mu_{j}\right)^{-p / p^{*}(s)} S\left(\sum_{i=1}^{k} \lambda_{i}\right)\right\}
$$

Consequently,

$$
A<A^{-p /\left(p^{*}(s)-p\right)}\left(B^{*}\right)^{p^{*}(s) /\left(p^{*}(s)-p\right)}
$$

By Lemma 2.2 we conclude that $\left\{u_{n}\right\}$ has a subsequence converging strongly to some $u_{0} \in H$. Furthermore,

$$
J\left(u_{0}\right)=\left(\frac{1}{p}-\frac{1}{p^{*}(s)}\right) A
$$

Thus, $u_{0}$ achieves the infimum in (1.12). From the fact that $J\left(u_{0}\right)=J\left(\left|u_{0}\right|\right)$, it follows that $\left|u_{0}\right|$ is also a minimizer in (1.12) and therefore $v_{0}=A^{1 /\left(p^{*}(s)-p\right)}\left|u_{0}\right|$ is a non-negative solution of problem (1.1). By the maximum principle [20], we have that $v_{0}>0$ in $\mathbb{R}^{N} \backslash\left\{a_{1}, a_{2}, \ldots, a_{k}, b_{1}, b_{2}, \ldots, b_{l}\right\}$.

The proof of Theorem 1.1 is complete.
Proof of Theorem 1.2. According to Lemmas 2.2, 2.6 and 4.1, the proof is similar to that of Theorem 1.1. We omit the details.

Proof of Theorems 1.3 and 1.4. From Lemmas 2.2, 2.7 and 4.2 and arguing as in the proof of Theorem 1.1, the desired result follows.

Acknowledgements. This work was supported partly by the National Natural Science Foundation of China (Grant no. 10771219) and the Science Foundation of SEAC of China (Grant no. 07ZN03).

## References

1. L. Caffarelli, R. Kohn and L. Nirenberg, First-order interpolation inequality with weights, Compositio Math. 53 (1984), 259-275.
2. D. Cao and P. Han, Solutions to critical elliptic equations with multi-singular inverse square potentials, J. Diff. Eqns 224 (2006), 332-372.
3. D. Cao and S. Peng, A note on the sign-changing solutions to elliptic problems with critical Sobolev and Hardy terms, J. Diff. Eqns 193 (2003), 424-434.
4. F. Catrina and Z. Wang, On the Caffarelli-Kohn-Nirenberg inequalities: sharp constants, existence and nonexistence and symmetry of extremal functions, Commun. Pure Appl. Math. 54 (2001), 229-257.
5. K. Chou and C. Chu, On the best constant for a weighted Hardy-Sobolev inequality, J. Lond. Math. Soc. 48 (1993), 137-151.
6. Y. Deng, Q. Gao and D. Zhang, Nodal solutions for Laplace equations with critical Sobolev and Hardy exponents on $\mathbb{R}^{N}$, Discrete Contin. Dynam. Syst. 14 (2006), 707-719.
7. V. Felli and S. Terracini, Elliptic equations with multi-singular inverse-square potentials and critical nonlinearity, Commun. PDEs 31 (2006), 469-495.
8. A. Ferrero and F. Gazzola, Existence of solutions for singular critical growth semilinear elliptic equations, J. Diff. Eqns 177 (2001), 494-522.
9. N. Ghoussoub and C. Yuan, Multiple solutions for quasi-linear PDEs involving the critical Sobolev and Hardy exponents, Trans. Am. Math. Soc. 352 (2000), 5703-5743.
10. P. HAN, Quasilinear elliptic problems with critical exponents and Hardy terms, Nonlin. Analysis 61 (2005), 735-758.
11. G. Hardy, J. Littlewood and G. Pólya, Inequalities (Cambridge University Press, 1934).
12. E. Jannelli, The role played by space dimension in elliptic critical problems, J. Diff. Eqns 156 (1999), 407-426.
13. D. Kang, On the quasilinear elliptic problems with critical Sobolev-Hardy exponents and Hardy terms, Nonlin. Analysis 68 (2008), 1973-1985.
14. D. Kang and S. Peng, The existence of positive solutions for elliptic equations with critical Sobolev-Hardy exponents, Appl. Math. Lett. 17 (2004), 411-416.
15. P. L. Lions, The concentration compactness principle in the calculus of variations: the limit case, I, Rev. Mat. Ibero. 1(1) (1985), 145-201.
16. P. L. Lions, The concentration compactness principle in the calculus of variations: the limit case, II, Rev. Mat. Ibero. 1(2) (1985), 45-121.
17. K. Sandeep, On the first eigenfunction of a perturbed Hardy-Sobolev operator, Nonlin. Diff. Eqns Applic. 10 (2003), 223-253.
18. D. Smets, Nonlinear Schrödinger equations with Hardy potential and critical nonlinearities, Trans. Am. Math. Soc. 357 (2005), 2909-2938.
19. S. Terracini, On positive entire solutions to a class of equations with a singular coefficient and critical exponent, Adv. Diff. Eqns 2 (1996), 241-264.
20. J. L. VÁzquez, A strong maximum principle for some quasilinear elliptic equations, Appl. Math. Optim. 12 (1984), 191-202.
