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A DECOMPOSITION THEOREM ON DIFFERENTIAL

POLYNOMIALS OF THETA FUNCTIONS

HISASI MORIKAWA

Let τ = (τi3) be a symmetric complex g X g matrix with the positive
definite imaginary part. A theta function of level n means an entire
function f(z) in g complex variables z = (zl9 , zg) satisfying the dif-
ference relations:

f(z+b + bτ) = exp ( - nntf-Ufyc'b + 2ztb))f(z) , ((6, b) e Zs X Zs) .

Denoting by ΘJW) the vector space of theta functions of level n, we get
the graded algebra of theta functions;

V
/ I

Theta series

. Z exp ( ( ( y (

(a e Zs\nZg)

form a canonical basis of Θ(

o

n), and thus

d i m θ(

o

n) = ng .

In the present article we shall prove the following decomposition
theorem:

The algebra of differential polynomials of theta functions has a canoni-
cal linear basis

) ' ^ [ α 1 ( ' z ) ]j e Zio'a e

i.e. any differential polynomial is uniquely expressed as a linear combi-

nation of (3/92:)^(n)[γl(τ|2), (j e Z| o, aeZ8jnZg, n > ί) with constant
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114 HISASI MORIKAWA

coefficients depending on τ. More precisely we have the explicit expres-
sions of the components of the decomposition.

The key is a very similar idea as making transvectants in the classi-
cal invariant theory, however the Lie algebra is Heisenberg Lie algebra
instead of s£2. The algebra θ0 of theta functions is embedded in a graded
algebra Θ of auxiliary theta functions in 2g complex variables (u, z) =
(ul9 - - , ug, zu , zg) with the following properties,

1° A realization (β, Sdu , 3fgy Δu , Ag} of Heisenberg Lie algebra
acts on θ as derivations,

2° Θo is the subalgebra consisting of all the elements ψ such that

&tφ = 0 (l<i<g),

3° | j ^ ( n ) Γ ^ l ( τ | 2 ; ) | ; eZ|o, aeZg/nZg, n > l | is a canonical linear

basis of Θ,
4° The mapping

4'*< > [ α / ^ ,

induces an algebra isomorphism of Θ onto the algebra of differential
polynomials of theta functions.

We shall also characterize differential polynomials of theta functions
which are theta functions.

The associative law for the structure constants of

with respect to the basis must be very important relations between

Notations.

Z>o = {non-negative integers}, Z | o = {j = OΊ, , jg) IΛ e Z>0\,

j ± εt = (j» - ,h-uh ± 1» h+u • ,Jg),P- =jA •• jg} ,

p) \pj \pj

\ j \ = h - \ + j g , « = ( « ! , • • • y U g ) , Z = (Z» •• , Z g ) , U} = Ui1 ••• Ug*,

KduJ "ΛduJ '
Y ( Y (y (Λ (

du) KduJ ΛduJ ' \dz) \dzj \dzg
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THETA FUNCTIONS 115

u + AY = (2πn^=ϊuί + A-) ' 1 Uπn4~=Λug + J-Y* .
du I \ dzx / \ dzg 1

§1. Auxiliary theta functions

1.1. An auxiliary theta function of level n means a function φ(u, z)

in 2g complex variables (u, z) = (ul9 , ug, zu , zg) such that

1° <p(u, z) is a polynomial in u = (ẑ , , ŵ ) whose coefficients are

entire functions in z — (z1} , zg),

2° ^M + 6, z + b + bτ) = exp ( - πn/^Λ(bτιb + 2zιb))φ(u, z), ((6, 6) e

Z8 X

Denoting by Θ{n) the vector space of auxiliary theta functions of level

n, we obtain a graded algebra

= Σ ®(n)

of auxiliary theta functions, which contains the graded algebra θ0 of theta

functions as the subalgebra of polynomials of degree zero in u. Auxiliary

theta series are also defined as follows,

- Y
111

( Σ
tez*

• exp πV

0" 6 Zio, a e Zg/nZg, n>ΐ)

LEMMA 1.1.

(1.2) [^]

#f[alf\(ΐ\u + b, z + b + bτ)

(1.3) = exp ( - πnV=ϊ(bτ'b + 2ztbW;)\alή\(τ\ u, z)

(b, b)eZg X Z') .

Proo/. For a, 6, 6 in Z ? we have
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\2πn\l — 1 u + ) exp (πn\P-
\ dz 1 \

n /

exp (*τhf=ϊ((s + b + ±y(i + b + -| ) + 2z'(/ + 6 + -£•

= exp (ffn/^l(6τ*6 + 22ί6)('w + ^ + b + —V

+ 2(z + 6 + 6

Hence, making the sum with respect to i € Z*, we obtain (1.2), (1.3).

THEOREM 1.1. Uf P^ l f r Iw' 0) 1 '̂e z ^ a e zglnZ8\ is a> basis of the
space Θn of auxiliary theta functions of level n.

Proof. By virtue of Lemma 1.1 5JΛ)Knl(τ|M,«) (jeZiQ, aeZgjnZg)

belong to Θin\ and obviously they are linearly independent. Let <p(u, z)
— ΣL ujfj(z) be an element of Θ(n), and let ukfk(z) be one of terms with
maximal degree k in u. Then, comparing the coefficients of uk in the both
sides of

Σ (u + b)jfj(z + b + bτ) — exp { — πn*J~— l(bτιb + 2zιb)) 2 ujfj(z) ,
3 3

we have

fk(z + b + bτ) = exp ( - πn^lφτ'b + 2zιb))fk{z) .

This means that there exists a system (OαezSMzs °f constants such that

and thus
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THETA FUNCTIONS 117

is an element in Θ{n) without wfc-term and all the new terms are of lower

degree than k in u. Proceeding this process successively, we can express

<p(u,z) as a linear sum of &f)\a'^ (τ|u, z) (jeZ^0, aeZg/nZg).

1.2. Denoting the projection operators by

*<«>: θ >ΘW , (n > 1)

we define differential operators

6 = 2-J Uσ 9

^ v-i 1 3 _rm

A, = Ί u4 + ^
ozt

2s = 3/t ••• 2'g« , Δi1 ••

PROPOSITION 1.1.

(1.4) < 2 ^ [ α ^ ] ( r I u, z) = njt#?2ti[
al

o

n](τ\u, z) ,

(1.5) Λ^r[α^](r|u, z) = 9fU^\{t\ut z) ,

(1.7) A-^9fψ^Yτ\u, z) = (J )n^$f2p[
a/

o

n](τ\u, z),

(1.8) J L ί ^ S f [ α / n l ( τ \u,z)= n"'3<"> [ a / n ] ( r 12)

(y, p 6 Zlo, > p, ae ZgjnZg, n > 1).

Proof. From the expression

| M , z) =

it follows (1.4), (1.5), (1.6). Applying (1.4) and (1.5) successively, we have

(1.7), (1.8).
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PROPOSITION 1.2. £, 2U •• , 9fg, Δu , J .̂ are derivations of Θ such

that

(1.9) K #,] = K J J = [<£„ ̂ ,] = [Δif Δ3] = 0 ,

f<? (ί = £0
[9UΔA = ' .; ( l < i , i',j£g).

[0 (i Φ ι')

Proof. By virtue of Proposition 1.2 δ,2u , ̂ , Jj, , Δg, map

Θ into itself. Since Θ = χ | n ^ Θ(7l) is a graded algebra, £,@u > -,@g,

Δl9 - , Δg are derivations of Θ. By simple calculation we have (1.9).

Proposition 1.2 states (£, £&u ,£&g9 Δu , Δg} is a realization of

Heisenberg Lie algebra acting on Θ as derivations.

PROPOSITION 1.3. The graded algebra of theta functions is the sub-

algebra consisting of all the elements φ such that 3f^ — 0 (1 < i < g).

Proof. Each φ in Θo contains no ut and

hence we have 2iψ = 0 (1 < i < g). Conversely, assume

Then it follows

Σ W>i,α/»,.^lL).<[α^](τI M, «) = 0 (1 < ί

This means ajia/ntn = 0 for j Φ 0.

§2. Projection operators

2.1. In order to express the projection operators

σf: 0 > ji©c») (j e Z^ n>ΐ),

we need a lemma.

LEMMA 2.1.

(2.D
p !
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Σ
p p\ j

(2.2) J$r[al

o

n](τ\u,z) (*=/)
I 0 (kψj)

(j, k e Z|o, a e Zg/nZg, n > 1)

Proof. From (1.4), (1.5), (1.6), (1.7) it follows

-'»'
v p\

= Σ

(r I M, z)

\u, z)

psic,

0

^ (-1)"" ra-
v p\

Σ ^
p p\

0)

j \

I «, z)

\u, z)

\u, z)

0 (Jψk)

THEOREM 2.1. Θ has the direct sum decomposition

(2.3) θ= Σ ^β. = Σ Σ

swc/i that Δ1 induces a vector space isomorphism of θi>n) onto dsθin). The

projection operators

of: θ—

are given by

(2.4) σf =
v pi

(jeZio,n>ί).
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Proof. The first part of the assertion is a direct consequence of the

fact: ^f[α^](r|^^)|;eZl0, aeZ*lnZ*9 n>ή, {«$«>[α ]̂(τ|w, z)| a e

ZglnZg\ and ί« (">Γα^ n l(τ |«) |α6Z ί r/Λz4 are the basis of Θ, ΔjΘ(

o

n) and ΘJΓ\

respectively. The expression (2.4) is a direct consequence of (2.2).

COROLLARY. The inverse mapping of Δ3: θ(

o

n) -> ΔjΘ(

o

n) is given by

(2.5) (Σ ^~-^-n-^Δ»@λ^n-^& (j e Z|o, n > 1) .
\ v pi I J\

Proof. Since the mapping

is a bijection, (2.4) implies (2.5).

§3. Decomposition theorem on differential polynomials of theta

functions

3.1. First let us prove the algebra isomorphic theorem:

THEOREM 3.1. The replacement

Δiφ{z) • (-A-)\{z) (j e Z | o , φ 6 θ0)

induces a Θ0-algebra isomorphism of Θ onto the algebra

of differential polynomials of theta functions, namely

1° G ( , J ^ >[°f*](τI«),••• ) = 0 ,

i/ and only if G( , (^-)^W[aon]<Tl2)' ' •) = 0,

2° G( , ̂ [ ^ ( r l * ) , •) = G( , ( ^ ^ [ ^ ( r I*), )

i/ and only if G( , (^)^<n)[a()ra](rl2)' ' •) 6 θ0.

Proo/. It is enough to assume Gί , ΔS9W\a'^ί\(τ\u, z), •) belongs
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to Θ(!B> with some m. If G( • , J ^ w K n j ( τ | z ) , Λ = 0, then putting

u = 0, we obtain G(- • •, (-^-Y'Bw\a/^\(τ\z), Λ = 0. By virtue of the

direct decomposition theorem we may put

with φh e Θ^\ If we assume G(- • , ('J-V19('»Γα/rej(Γμ)) .. Λ = 0, then

we have

Therefore it is enough to show φh(z) = 0 under the condition

W ) = 0 and φh(z)eθfr>.

For each beZg it follows

φh(z + bτ) = exp(-τrmVr:=Ί(6rί6 + 2ztb))φh(z) ,

h \OZ / h \OZ /

= exp (-W^ΪC&τ'δ + &'&)) Σ Σ (

oz

and thus

Σ ( ) ( ) ( ^ ) ^ ( ) (& e
v \pJ \dz)

Let Λo be one of maximal h in the above sum. Then, the coefficients of
bho in the polynomial relation (*) in b is given by (— 2πmj — l) |Λo1 φhjίz),
hence we may conclude ^Λo(^) = 0. Proceeding this process successively

we have φh(z) = 0, i.e. β( - , J ^ ( w ) K n l ( τ | z ) , . Λ = 0. Since

belongs to 6>(m\ assuming
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V L 0 J ' / V \dz) L 0 J ' / '

we have

= exv(-πmS=ϊ(bτ'b + 2ztb))G( •-,

i.e.

Conversely, if

then applying 1° for

we obtain

i.e.

Combining Theorem 2.1 and Theorem 3.1 we obtain the decomposition

theorem.

THEOREM 3.2. The algebra cΓ . , ( — y « ( w > K n l ( τ | « ) , ••] o/ df/-

ferentίal polynomials of theta functions has a canonical linear basis
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(3.1)

namely differential polynomials of theta functions are uniquely expressed

as linear combinations of (3.1) with constant coefficients depending on τ.

3.2. In order to express the decomposition of differential polynomials

of theta functions explicitly, we introduce differential polynomials in

V . . . Y
M > > 1 r

A!(n, + + rar)
|ft| T p\ Vra, H + nr dz

(3.2) ( Σ ( , ( (1f
 + H (rj)—D 1 =(iΓ^~(rΓ

Λii 9/2 / \ nr dz / )

THEOREM 3.3. For ί^eία function* <p£z) e θ^"' (1 < α < r) F^ϋ;:::^

X (ίΊ> > ψr I z), (jm, , / r ) , Λ e Z| o ) are ίΛeto functions of level nγ +

• 3 V " v / 1 3 V " , v

where

= __ 2 exp

(3.4)
0

c
n, + + nr
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Proof. Putting

nr

with ψft(z) e Θ^-+nr\ by virtue of Corollary of Theorem 2.1 (1.6) and (1.7)

we have

hi (Λ, + + nr)'»' j />! V^

nr

v̂  (-1) I :l) l ? l / 1
A ! ( n , + + », ) '* ' V p \ \ n i + - - - + n r '

U ( I . + . . . t ^ ( r ) . 1 , + f t U < ' > , , ^ < r > J ; ( 1 > ! •• 7 < r ) ! r a F " ) | ••• n\.i<r>i

Σ Y
Λ! (n, + + n r ) | Λ | V p \ \n1+ ••' +nr

/ v Γ P + h 1 1 .

n r /prW )

Hence, replacing Δt by djdzt (1 < i < ^), we prove the first assertion of

Theorem 3.3. Putting

we have

F(ni, ,nr) I/Λ . . . /Λ

\

= Σ *» e5C i+ +«
••• + n r )+ - +

= Σ λhtt eχP ( _ W = ϊ « ! £ _ W +-r)Γc/(». + + π.
c \ra, + + nj L 0

( c e Z ' K n t + ••• + nr)Z*) .
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Hence, by virtue of the orthogonal relation for characters

^ exp ( ^ Λ ^ Ί C ' C \ = Unx + + nr)
8 c ΞΞ 0 mod (n, + . + nr)

c =έ 0 mod fa + + nr) 9

it follows

+ + n,)* Y

0

Specializing

(2r), φ)) to

+ 7lr

we obtain the explicit expression of structure constants of

with respect to the basis

THEOREM 3.4. The structure constants of

are given by

— V V r(&>C/(7ll + 7l2),Wi + 7l2)

γ(h,c/(.ni+n<z),m+n ι) /J\
1 (</(1),aiwi,wi)(y(2J,a2/n2Jw2)\*'/

"̂ —

(3.5)
! (TZJ + n2)

g+ϊh{

o J v

V exp \ nx nz

3V

), ^ ( 2 ) J o * ( 1
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ί
2 0

For theta functions φa(z) (1 < a < z), if a differential polynomial

G( , {djdz)jφa{z), •) is a theta function, then by virtue of Theorems 2.1

and 3.1 G( -, (dldz)Jφa(z), •) is itself the Θ0-component of the decompo-

sition. Hence, Theorem 3.4 implies the following characterisation of dif-

freential polynomials of ψa{z) (1 < a < r) which are also theta functions.

THEOREM 3.5. For theta functions φa{z) e Θ^tt) the space

is linearly spanned by

, ψu , φr, , φr\z)

γj — m . 7*(l,l) . . . 7*(l,βi) . . . 7*(r,l) , . m (r
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