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1. Introduction

The Fourier transform F(y) of a function }(t) in L1(£ifc) where Ek is
the ^-dimensional cartesian space will be defined by

(1.1) F(y) =

We consider the inversion formula fo(x) = lim/}_cog(x, R) where

(1.2) g(x,R)=

in which formula s is the radial vector in y-space and BR is the ball of radius
R with centre at the origin. In the cases considered fo(x) = f(x) almost
everywhere, but this detail will not concern us at the moment.

Following the method of Bochner [I] we substitute (1.1) in (1.2) and
then change the origin to x by writing t = x-\-z. Thus we obtain

g(x, R) = (2*)-* f J(x+z)dVJ

We now express the y-system in polar co-ordinates and integrate out all
of the "angular" co-ordinates. This leaves us with

g(x, R) = (2*)-** jEJ(x+z)dVz

where now r is the radius vector of the s-system. The final simplification is
obtained by turning the z-system into polar co-ordinates and integrating
out all the variables except r. The final result is

where Q(r) = Jf(x-\-rz)dA, the (k—l) dimensional integral (area) over the
surface of the unit sphere.

The particular value of n — \(k— 1) = a is called the critical value of
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the index (see in particular E.M. Stein [5]). If n > a, we may split the
integral into two parts and write

and it is obvious that lim^^, fs • • • dr = 0. That is to say limB_ „<,£(.*, R)
depends only on the values of f{t) near t — x. The inversion formula will
possess a localisation property. When « < a it is easy to construct a function
f{t) which is finite near x, but for which the integral will not converge.

The critical value a for the localisation property to hold was obtained
on the assumption that f{t) belonged to L1(£t). As mentioned by Bochner
if we add further conditions on differentiability and integrability on f{t)
it is possible to reduce the value of the critical value to zero.

In this paper we will determine what effect symmetry of f(t) will have
on the critical value. It will be shown that the critical value is closely related
to the singularity (if such exists) of f(t) at the origin.

In this section we assume that f(t) belongs to i1(£'*) and is radial,
that is f(t) = g(r). We then follow Bochner and Chandrasekharan ([2],
p. 67 et seq.) to see that the Fourier transform is also radial and is given by

(2.1) G(s) = «-*<*-» j~r*Jh±.t){sr)g{r)dr.

The inversion formula we wish to investigate will then be written as
Iiin8_oog(r, R), where

Sir. R) =

(2.1a) = r-*»-w Jo
K (l-s«/R•)"***/!<,_„ (sr)G(s)ds

(2.1b) = r-i<*-*> j"uh*g(u)du /0
Bs(l-sVl?«)"7K*-.,(»')/i(»-i,(«*)^

where now M*-1^**) belongs to L1^, oo). We recall that if $o°°P{r)dr exists
then l imfl^J^l— r*jR2)np{r)dr also exists and equals $o°°P(r)dr (see

Titchmarsh [6], p. 27).
We then divide the integral J~ m (2-lb) into

Jo Jo Jo Jr-6 Jr+b

If we take n — 0 and use Watson ([7], p. 134, (8)) we obtain the contribu-
tion from the last integral to be
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Rg(u)ul*(rJiik_2)(uR)Jik(rR)-uJhk_2)(rR)Jik(uR))
du.

The asymptotic expressions for the Bessel Functions and the Riemann
Lebesgue Lemma show that this contribution vanishes as R -> oo (see for
example Titchmarsh [6], p. 240 et seq.). A similar remark can be made
concerning the contribution Ĵ ~6. Thus the contributions to limij_oog(r, R)
from J^"6 and j£ 6 will both vanish for all n ^ 0.

Now Titchmarsh (I.e.) shows that the contribution from Jg vanishes if
(M) belongs to i1(0, a). This is a heavier condition than we wish to

impose. We will assume that

J0*~1lfir(")l'*« = -P(0 = °(te)' for som-e c ̂  0
as t^-0.

Writing v = %(k—2), as is usual, we use the Parseval formula for the
Hankel transforms in conjunction with formulae of Erdelyi ([4], p. 26, (33)
and p. 52, (31)) to obtain

(say)
v r

J R T-VL\ y

where A = 2n-3"+ir(n+l)ljilr(v+$). Then after a change of variables

(2.2b)

Integrating equation (2.2b) by parts g times, and using the formula

(Watson [7], p. 132, (1), with some change of variable), we write I(R) in
the form

(2.3) 7(1?) =

where Bv are constants not containing R or M. Thus
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(2.4)

If»»—•|- is an integer we may take q = v+ \ . It is then easy to show that
when v—\ is an integer the estimate (2.4) will hold for all q with 0 U q <^ v+£.

If v is an integer we may only take q = v, in (2.3). However we may
take the integration by parts one step further for each term in the summation
in (2.3) except those terms given by p = 0 and p = q — v. The first of these
terms will be

-nf ( r + U ) i /n+ l (^*)
«" J rr_u)«

*

(B, C and w being constants not containing u or /?)

[v2— (r—u)z]-l[(r
p I U \ / J L\

M J |r-u|

Jr-«
cos (i?u—

with \r—u\ < p <C \r-{-u\, by a mean value theorem.
If we now put v = \r—u\-\-z{R in the integral this last expression takes

the form

R-i f cos (z+R\r-u\—w)z-idz
v Q

in which the integral is bounded uniformly for all R and w. If we then
substitute back we see that the contribution from the term in p = 0 to
I(R) will be O(R~nu-h). A similar treatment will show that the contribution
from the term with p = v will be of the same order.

We have then shown that the estimate (2.4) holds for 0 ^ q ^
whether v is an integer or not.

We now return to equation (2.1b) to examine the contribution form JjJ.
It will be useful to split the range into J^/ie+J?/ij = K^K^ (say). Kt will
be dominated by a term of the form
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S(R) = C22**-1-*-* J*'* \g{u)\u*-i">du

where C is independent of R (but is dependent on q). Recalling that a =
\(k—1) = v-\-\, we have

S(R) =

If c > 0, then we select 0 < # < c and each term is seen to be o(JRa-"~e)
as R -> oo. If c = 0, we select <? = 0 and the second term will vanish so that
S(R) = o («•-").

A similar method shows that K% will be dominated by

V{R) =

the first term being from the upper limits and the second from the lower.
So provided that we choose n > a—c if c < a and n ^ 0 if c > a

we can be assured that the contribution from Jg will vanish. That is to say
that the inversion integral (1.2) or (2.1a) will be localised if n > a—c.

We will now show that in general we cannot improve on this result.

. x ix'~k, 0 ^ x ^ X]
Suppose that

so that

We may then write g(z) — f(x)—h(x) with

f{x) = x"-* = x"-2*-2, all x

and

o, . < * :
Thus equation (2.1b) becomes

g(r,R)=f(r,R)-h(r,R)

'*s(l-s*IR*yjv(sr)Jv(su)ds

t j*s(-l-s*IR*rjy(sr)Jv(su)ds.

Now limij_0O/t(»') i?) exists for all M ^ O by the proof of theorem 135
of Titchmarsh [6], We will only need to examine \im.R_^!X>f(r, R).
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From Watson ([7], p. 391, (1)),

For our purpose we will put r = 1 and n = m—/? where m is an integer
and 0 ^ /? < 1. We will assume that n < v-\-\—c, and will examine

as R -> oo.
We will require the two formulae

(3.2a) £ **'/,, (art)* = 2a-1zh'+i)Jv+1 (azh)

(Watson [7], p. 133, (1)) and

(3.2b) \'o (z-t)Hl>J,(atl)dt =

which is found by expanding the Bessel function in a series form and
integrating.

Now

(3.3) 2I(R) = j * * x-h°(R*-z)nxh'J,,(xl)dx.

We will show that as R -> oo the dominating part of I(R) can be expressed
in the form ARv+n-"Jv+n+1(R). More exactly we shall show that as R-> oo

(3.4) R*

We now expand (3.3) using integration by parts m times. Then I(R)
will be expressed as a linear combination of terms of the type

(3.5) Safb

The expansion will contain only one term involving b = m. We leave
this term unaltered but carry out one integration by parts step on all the
other terms. We then split the formula for Sab into JJ+Jf* = SJ
From which we see that as R -> oo

S1 = O(Rin-it) and S2 =

The only terms in (3.5) which will possibly contribute a term of suffi-
ciently great order will be that in which a = 0 and b = m.

So

2/(2?) =

+ terms of lower order.
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Further

+ terms of lower order.

The first term is 21-<T(l-P)R*+n-c+1Jv+n+1{R). To make an estimate
of the second term we divide the range of integration. (In the next few
lines A will denote a constant but not necessarily the same constant).

= $*'x-i'-HRt—x

= 2 J * 2»-*-i (!P

Then since >̂ ^ 1 and \(v-\-m-\-l) > J,

It(R) < A

I3{R) = Ĵ 1 a;-*"-1^ J* (#2-M

Thus examining It, /2 and 73, the second term in (3.6) is seen to be of
lower order than R'+n-'+i provided that /9 > 0. If 0 = 0 then

h(R) =
= O(R'+m~c-l)

after one step of integration by parts.
We have thus shown that if n < a—c,

I(R) = 4i?"+"-c+1/,,+n+1(#) + terms of lower order.

This result confirms the assertion that we cannot in general take n < oc—c
for all c > 0. Putting this result in another way we can say that for each

https://doi.org/10.1017/S1446788700027725 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700027725


296 James L. Griffith [8]

n < OL—C we can find a g(t) so that ^o3^~1\S(x)\^x = °(?°) f°r which the in-
version theorem will not be localised.

Further noting that if pox
lc-1\g(x)\dx = o(te) for c > 0, then JoS*"1^*)!

dx = o{\), we can extend our result to say that if n < a we can find a g(t) so
that Joa;*-1|gr(a;)|<fo; = o(l) and for which the inversion theorem will not be
localised.

Up to this point no comment has been made concerning the contribu-
tion in HmR_aag(r, R) from the part of the integral J ' j | in equation (2.1b).

If g(u) is of bounded variation in \r—b, r-\-b], then the limit in (2.1b)

(4.1) limr-i<*-2> fr+b... du I*• • • ds = | ( / ( r + ) + / ( r _ ) )
R-<x> Jr~b JO

for n = 0, (Titchmarsh [6], Th. 135). Equation (4.1) confirms the assump-
tion made in the previous section that the contribution from fctl did not
effect the convergence or otherwise of the integral treated there.

Keeping equation (4.1) in mind we will consider

(4.2) F(r,R)=r^^

where f{u) = g(u)—C, and we will assume that as t -> 0,

(a condition corresponding to that in Chandrasekharan and Minakshisun-
daram [3], p. 117). It will be profitable to use formula (2.2a). However the
estimate in (2.4) will fail when \Rvi\ < 1. We examine first the integrals in
which \Rvi\ > 1.

If we put q = x + i in (2.4) we see that

r uf{u)du\dv
Jr+l/R / v ' J(r-u)*

is dominated by a term of the type

AR-n[r+h uv+l\f(u)\du,
Jr+l/R I'\ n

which -*• 0 for any n > 0. A similar conclusion may be drawn concerning
the integrals

• • • d u \ ••• dv, \ •• - d u \ • •• dv a n d • • • d u \ • • • d v .
Jr-b J(r-u)* 'Jr J1/JR* Jr-l/R Jl/K«

We are finally left with one part

• • • du • • • dv = K(R), say.
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Now

K(R) =
pr+l/R pl/R* T (Rvl\

'-«+A uf{u)du\ Jn+:£v+X) ' (v-(r-u)*y-i((r+u)*-vy-ldv
J r—l/R J (r— u) 2 "

(with B constant, by equation (2.2a)).
Thus using the estimate for the Bessel function when \Rvi\ < 1, we

see that

K(R) ^ ^ J^ \
(C constant)

^ DR j ' ^ \f(u)\du = o(l) as R -> oo (D constant).

We are then assured that if

^r, R) = r-H*-»f^u»g(u)du j*s(l-s*IR*yjhk_2)(sr)Jiik_2)(su)ds

and there exists a C so that

as t -> 0+, then
lim G^r, 1?) = C

for all n > 0.
We have thus shown that if /(<) in (1.1) is radially symmetric, and is

written f(t) = g(u), and

le~1i(u)du = °{tc) a s * -> ° + '

then limB_0og(a;, 7?) in (1.2) is localised if n>\{k—l)—c, n > 0. Also if
there exists a C so that

= oit) as t -> o+,

then limfi^oog(a;, R) = C.
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