Action-space clustering of tidal streams to map the Galactic potential
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Abstract. Given a parametrized model of the Galactic potential, the best-fit parameters can be obtained by maximizing the Kullback-Leibler divergence of the action distribution of a set of stars initially clustered in action space (e.g. stars in tidal streams). This method will allow us to map the Milky Way’s gravitational potential by simultaneously fitting multiple tidal streams without requiring stream membership information. With 20 streams of at least 20 stars each, including observational errors consistent with predictions for Gaia, this technique recovers the input potential parameters to a precision of 10-60% and an accuracy of 10%. With all the observed streams in our mock stellar halo (about 40) that fit the error criteria, the precision improves to 10%.
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1. Introduction

Gaia will measure the complete six-dimensional phase space positions of an unprecedentedly large set of Galactic halo stars. This will allow us to search for and study tidal streams in spaces other than the standard positions and velocities ($x,v$). One particularly useful space is that of the angles and actions ($\theta,J$). In this space, for a time-independent or adiabatically varying potential, the evolution of streams with time is quite simple: the angles $\theta$ evolve linearly with time and the actions $J$ are adiabatically invariant. Furthermore for a tidal stream created by the disruption of a satellite galaxy or globular cluster, the small initial phase-space volume of such a system implies that the actions of the stream stars will be tightly clustered in action space. This property of stream star actions can be used to constrain the potential because the actions depend on the gravitational potential: the clustering is tightest for actions computed using the best-fit potential.

We use the Kullback-Leibler divergence \textit{KLD}; Kullback & Leibler 1951, which measures clustering, as a merit function to find the best-fit gravitational potential. For a continuous random variable $x$, the KLD from distribution $p(x)$ (e.g. the action distribution of the stream stars) to a comparison distribution $q(x)$ is defined as

$$D_{KL}(p||q) = \int p(x) \log \frac{p(x)}{q(x)} dx.$$  \hspace{1cm} (1.1)

The KLD is not symmetric; it can be considered a measure of the relative entropy between $p$ and $q$. The lower the entropy (i.e., the higher the clustering) of $p$ relative to $q$, the higher the value of $D_{KL}$.
2. Construction of a mock Milky Way stellar halo

To test how well the KLD can recover the potential when used as a goodness-of-fit criterion, we constructed a mock Milky Way stellar halo by simulating the disruption of a set of satellite galaxies consistent with current expectations from observations and cosmological simulations.

Satellite galaxy luminosities were drawn from the measured luminosity function of Milky Way satellites given by Koposov et al. (2008) and placed on the fundamental plane of Tollerud et al. (2011). We considered only the RGB stars of each satellite, calculating the number per satellite by assuming a stellar mass-to-light ratio of 2 and 1 RGB star per 40 $M_\odot$ of stellar mass (Marigo et al., 2008; Helmi et al., 2011). We limited the mass range of the satellites on the low end by requiring a minimum of 20 RGB stars per satellite and on the high end by setting a maximum velocity dispersion of $\sigma = 20$ km s$^{-1}$. Satellites were represented by Plummer spheres in equilibrium at zero tide, with scale radii and masses derived from the fundamental plane parameters using the relations in Wolf et al. (2010).

Apocenter radii of satellite center-of-mass orbits were chosen for consistency with the observed radial density distribution of the stellar halo, $\rho \propto r^{-3.5}$ (Helmi & de Zeeuw, 2000). More massive satellites had a higher probability of being placed on an orbit with smaller apocenter, to mimic the effect of dynamical friction. Orbits were distributed uniformly in angle; eccentricities were drawn from the distribution found by Wetzel et al. (2011) for infalling satellite galaxies in cosmological simulations of Milky-Way-mass halos. The stars in each satellite were integrated as test particles in a static isochrone potential representing the Galaxy for a random (real) number of orbital periods with a lower limit of 5 orbits and an upper limit of 13.6 Gyr total orbital time.

The number of satellites in the mock halo was chosen so the number of “thin” streams ($M_\ast < 10^5 M_\odot$) in which more than 20 RGB stars had acceptable Gaia errors was consistent with current estimates from semi-analytic modeling of the Aquarius simulations (Helmi et al., 2011, Helmi, priv. comm.). This resulted in a stellar halo comprised of 153 streams with more than 20 stars in Gaia range, of which 110 were thin. The positions and velocities of the stars were convolved with the Gaia error model representing its projected performance (de Bruijne, 2012) for KIII giant stars with $M_V = 1$.

3. Selecting stars without stream membership information

The KLD is insensitive to which stars belong to a particular clump, and so does not require information about membership of stars in streams. However, the method works best when the action-space clumps are not significantly overlapped. We select stars to use in the fit by guessing a simple form for the energy,

$$E_{\text{trial}} = \frac{1}{2} \mathbf{v} \cdot \mathbf{v} - (220 \text{ km s}^{-1})^2 \ln r - \phi_0,$$

and viewing the halo stars in the space $(L_z, E_{\text{trial}})$ (Figure 1, left panel). The circular velocity $v_c = 220$ km s$^{-1}$ in the trial potential was chosen to roughly match the input potential in the outer halo. The constant $\phi_0$ is chosen so that all $E_{\text{trial}} < 0$. We select all stars for which $E_{\text{trial}} > E_{\text{cut}}$, and set $E_{\text{cut}}$ to select the part of the distribution that looks clumpy to the eye. After trying several different values, we chose $E_{\text{cut}} = -0.64$ kpc$^2$ Myr$^{-2}$ (blue dashed line in left panel of Figure 1). The selected sample contains 195166 stars in 39 streams, with a bias towards more distant streams (Figure 1, right panel). Although the observational errors blur the streams in action space, individual streams still form clumps (Figure 2).
Galactic potential from tidal stream actions

4. Fitting potential parameters using the KLD in two steps

To identify the best-fit potential, we tiled the two-dimensional parameter space with a regular grid of points spaced by 0.05-dex in $\log_{10}(M/M_\odot)$ and $\log_{10}(b/kpc)$. For each combination $a = (M, b)$ we calculate $(J_r, L, L_z)$ for each star in the selected sample to produce a three-dimensional distribution of actions $f(J|a)$. Then we randomize the $L$ and $L_z$ values of the stars, which do not depend on $a$, to produce a comparison distribution $f(J_{\text{shuf}}|a)$. Randomization guarantees that the $J_{\text{shuf}}$ are less clustered than the $J$. We use a density estimator to calculate the Kullback-Liebler distance between these two distributions, $D_{\text{KL}}^{(1)} = D_{\text{KL}} [f(J|a)||f(J_{\text{shuf}}|a)]$. The point $a_0$ with largest $D_{\text{KL}}^{(1)}$ is the best-fit potential.

Once the best-fit is identified we use a second step to determine how well the parameters are recovered. In this step we calculate the KLD between the action distribution at the best-fit parameters, $f(J|a_0)$, and the action distribution $f(J|a)$ for each point in the parameter grid: $D_{\text{KL}}^{(2)} = D_{\text{KL}} [f(J|a_0)||f(J|a)]$. Since the distribution is most clustered at $a_0$, $D_{\text{KL}}^{(2)}$ will be zero at $a_0$ and increase away from this minimum. Kupperman (1957) relates $D_{\text{KL}}^{(2)}$ to the $\chi^2$ distribution for a system with $n_0$ data points (stars) and $m_0$ degrees of freedom:

$$2n_0D_{\text{KL}}[f(J|a_0)||f(J|a)] \rightarrow \chi^2(m_0 \text{ DOF}) \quad (4.1)$$

as $n_0 \rightarrow \infty$. In this way we can assign a $\chi^2$ value to each $a$. 

---

**Figure 1.** Left: Approximate energy-angular momentum space used to select stars for potential fitting. All stars above the dot-dashed blue line are used for the fit. Right: Selected stars in Galactic coordinates (different shades/colors indicate different progenitors).

**Figure 2.** Selected stars in the projected action space ($L_z, J_r$) for the correct potential parameters, without (left) and with (right) Gaia errors. Different shades/colors indicate different progenitors. $n_*$ is the number of stars in the sample.
Figure 3. Contour plots of $D_{KL}^{(1)}$, used to identify the best-fit potential (left), and $\chi^2 \propto D_{KL}^{(2)}$, used to determine the confidence intervals on the parameters (right). In both plots, the black dot identifies the best-fit potential parameters, the black lines cross at the input values, and the white dots show the parameter grid. Values in the white region are discarded because too many star orbits are unbound. The contours in the left-hand plot are evenly spaced in $D_{KL}^{(1)}$; the contours of the right-hand plot show $\chi^2/\text{DOF} < \{1, 2, 3, 4, 5, 6\}$ for the colors (online) \{magenta, red, orange, yellow, green, blue\}.

Figure 4. Contour plots of $\chi^2/\text{DOF}$, as in the right panel of Figure 3, but for different numbers of streams: 5 (left), 15 (center), and 25 (right).

5. Results

For the stars selected from our mock halo, the best-fit potential parameters identified by our method in the first step described above are within 1 parameter grid point of the input values; that is, within $\sim0.05$ dex or about 10% (Figure 3, left panel). After step 2, we see that the 1$\sigma$ confidence interval, which is too small to be adequately sampled at this grid spacing, is roughly $\pm0.1$ dex in both parameters, and the input values are well within the 2$\sigma$ contour (Figure 3, right panel).

We tested how the ability to recover the true potential was affected by the number of streams by building up a random subset of streams from $N_{\text{str}} = 1$ to $N_{\text{str}} = 39$ (the full sample). The recovery generally improves as the number of streams increases (Figure 4). For $N_{\text{str}} \lesssim 20$, the process is still sensitive to the particular streams that make up the sample, and adding another stream can substantially change the result. Above this threshold adding one more stream tends to affect the best-fit values much less and by this point the chi-squared contours are nearly as small as in the full sample.
6. Conclusions & future work

Maximizing the clustering of tidal streams in action space, measured by the KLD, can recover the true potential given the errors and number of streams predicted for Gaia. This technique does not require stream membership information, and returns uncertainties as well as best-fit values for the potential parameters. In our tests about 20 streams are needed to overcome variability from individual streams; using all the observed streams in our mock halo results in 1σ confidence intervals of about 10% in each parameter.

In the future we will extend this work to more realistic potentials (axisymmetric, triaxial, and/or time-dependent). This fitting algorithm also provides a framework for comparing the ability of different models to fit the potential if the Bayesian evidence can be calculated. Finally, including more realistic stellar populations in the mock halo will reveal the full impact of Gaia spectroscopic follow-up missions like WEAVE and 4MOST to constrain the potential.
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Discussion

CARL GRILLMAIR: Is your technique sensitive to the length of the tidal streams in the sample?

ROBYN SANDERSON: No, we actually discard that information since we consider only the actions and not the angles of the stream stars. This is probably part of why it takes 20 streams to get a good fit in this method, while other methods that use all the information can get some constraints from just one stream, like the work on the Sagittarius stream or the method that Jason Sanders is presenting at this meeting.

GANG ZHAO: What happens if there are stars in your sample that don’t belong to a stream, but to a smooth background?

ROBYN SANDERSON: This will affect the results only if enough stars belong to the smooth background that the stream-clusters are lost in the noise. The KLD can also be maximized
by increasing the mass and decreasing the scale radius of the potential without bound, thereby putting all the stars into one big clump deep in the potential. If there is too much smooth background, this asymptotic region starts to get a KLD higher than the local maximum that identifies the best-fit potential. This is why we choose an energy cutoff to select the stars for the fit—if you include all of them, the clumps at low \((J_r, L_z)\) all blend together and produce the same effect.