A adapting information from research to clinical prac-
tice can be difficult, and we are often forced to de-
cide whether benefits reported in selected trials are ade-
quate to justify widespread application of the
intervention studied. This is particularly problematic
when the “evidence” is scanty, the degree of benefit ap-
parently small (if real), and the treatment potentially
dangerous. In addition, it is always important to consider
whether community physicians can replicate the success
described in research studies, which are typically per-
formed by experts working in the controlled setting of a
well-funded study.

To complicate matters, the use or non-use of new treat-
ments may be subjected to the retrospective scrutiny of a
courtroom whenever bad outcomes occur. Medicolegal
concerns put even greater pressure on clinicians to adopt a
ew therapy, even if they are not convinced of a positive
risk–benefit ratio. This is particularly true when external
forces (e.g., advertising leading to public demand, review
articles written by authors with financial ties to the manu-
facturer, and questionable guidelines created by “experts”)
speak in its favour.

The US Surgeon General’s enthusiastic public endorse-
ment of steroids for spinal cord injury, which was based on
minimal and controversial evidence, led many physicians
to accept high-dose steroids as the standard of care, despite
widespread personal misgivings and published critiques.
Similarly, recommendations by groups such as the Ameri-
can Heart Association (AHA) exert strong practical and le-
gal weight on practitioners to use other disputed modalities
or therapies with which they may not agree.

The Position Statement on thrombolytic therapy for
acute ischemic stroke, recently published by the CAEP
Committee on Thrombolytic Therapy for Acute Ischemic
Stroke,1 addresses an important area where, despite on-
going debate and controversy, there is pressure on the
emergency medicine (EM) community to consider this
treatment a “standard of care” issue. This is in large part
because of official support by organizations such as the
AHA.2 In the US, more and more lawsuits are being filed
against emergency physicians (EPs) for non-use of tPA,
even if the decision to withhold it was based on an in-
formed consideration of its relative risks and potential ben-
efits, in the circumstances of both a given individual pa-
tient and a particular emergency department setting. This is
reason enough for EPs to welcome the CAEP position pa-
paper, which is thoughtful and well-reasoned, and bases its
conclusions on a careful evaluation of the available evi-
dence. Although some may not agree with all of its recom-
endations, we should salute the courage of the authors
and of CAEP in standing up to substantial outside pressure
and producing such a reasonable document.

The evidence

The “evidence” in favour of tPA in acute stroke comes es-
sentially from a single source.3 The well-designed but
small National Institute of Neurologic Disorders and
Stroke (NINDS) rt-PA Stroke Study, involving just 312 pa-
tients who received tPA, is the only randomized controlled
trial (RCT) to show benefit from intravenous thrombolysis.
Numerous other RCTs (some cited in the CAEP docu-
ment) failed to show benefit and many were stopped early
because of excessive mortality in treated patients. These
conflicting results may reflect differences in study design,
but could also reflect the play of chance.

When numerous studies of a therapy are performed, the
study outcomes do not always represent truth. Rather, they
produce a bell-shaped curve of results, with many approxi-
mating the “true” outcome, some being overly negative,
and some being overly positive. Positive trials are more
likely to be published and negative trials more likely to dis-
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appear (publication bias). There are numerous examples in medicine where a single study or a few small studies seemed to support a promising hypothesis, but subsequent larger work failed to confirm that benefit, or proved substantial harm. Ironically, one such example was published immediately after the NINDS trial in the same issue of the New England Journal of Medicine. The study\(^1\) found that low-molecular-weight heparin provided similar benefit to that reported for tPA in the NINDS trial. However, subsequent larger trials failed to confirm this benefit, and low-molecular-weight heparin therapy for stroke has largely been abandoned.

NINDS — Our landmark is flawed

Even ignoring the many negative trials of stroke thrombolysis, there are further worries about accepting the NINDS results as “the truth.” These relate to elements of the study design, the small number of stroke victims who qualify for lytic therapy (thus the limited potential for benefit), and the far larger number who stand to be harmed if this treatment, which is associated with substantial risk, is applied imperfectly.

An important methodologic concern about the NINDS trial is that it selectively enrolled patients with less than 90 minutes of symptoms. In fact, the study protocol required that investigators recruit equal numbers of “very early” patients (treated in 0–90 min) and “early” patients (91–180 min). The study showed an overall 11%–13% absolute benefit with tPA treatment; however, a recent report by the NINDS authors\(^2\) clarified that the benefits were greater than this in the “very early” (0–90 min) group, which means they had to be less than this in the early (90–180 min) group. This is extremely important because, in real clinical practice, “very early” patients are almost non-existent. Had a disproportionate sampling mechanism not been built into the trial, it is likely that “very early” patients would have comprised a minimal proportion of those enrolled — and that the apparent benefit of treatment would diminish or even disappear. Thus, if “very early” patients were the group who derived most or all the benefit in NINDS, the only study to suggest benefit, evidence for the use of tPA becomes far more tenuous.

Another concern is that, in the 91–180 minute group, patients who received placebo were much sicker at baseline than those treated with tPA. Sicker patients tend to have worse outcomes, and these baseline differences may explain much of the apparent benefit that has been attributed to tPA. These problems make it unclear whether there was any benefit to the use of tPA. If so, it is almost certain that the time limit for benefit is far less than 180 minutes, and perhaps much closer to 90 minutes.

Efficacy vs. effectiveness

Despite the above concerns, the CAEP Committee on Thrombolytic Therapy accepted the NINDS results at face value and did not object to the use of tPA in the hands of experts using the NINDS criteria. I am, however, far less sanguine about this, and I believe we should demand far better evidence of efficacy (benefit when used under optimal circumstances) before endorsing this treatment outside of ongoing research protocols. Far more important, the CAEP Position Statement appropriately challenges the effectiveness (benefit when used in ordinary practice) of tPA and suggests that most EPs should not apply this treatment outside of research or formal clinical protocols. I enthusiastically endorse this position, which I believe is strongly supported by the best information we currently have.

Only 1%–4% of stroke patients meet NINDS inclusion criteria, suggesting that, even accepting the NINDS numbers at face value, the potential benefit for the entire population of stroke patients is likely to be minimal.\(^6,7\) Given the risk associated with stroke thrombolysis and the likelihood that it will be misused at least some of the time by non-experts, the effectiveness of tPA would almost certainly be marginal, at best. And with even a few errors, like treating “stroke mimics,” failing to identify small intracranial hemorrhages on CT, or violating suggested eligibility criteria in a few patients, we could easily reach a situation where harm exceeds benefit.\(^8,9\) This concern is heightened by the fact that, unlike patients who actually have ischemic stroke, those with “stroke mimics” (e.g., hypoglycemia, post-ictal states) usually arrive early and “qualify” for thrombolytic therapy. Such patients — who cannot benefit from tPA but can be harmed by it — are also less likely to have other exclusion criteria, such as an abnormal CT scan or persistent hypertension.

The most compelling effectiveness study published to date comes from Cleveland.\(^10\) Unlike a handful of other reports claiming to evaluate effectiveness, this paper did not involve sponsorship by the drug’s manufacturers, nor experts who participated in the formal randomized clinical trials. It does not reflect selective reporting or publication bias, since it includes every single stroke patient treated at all 29 non-VA hospitals in the metropolitan Cleveland area over one year. In this study, only 70 (1.8%) of 3948 patients hospitalized with acute ischemic stroke received tPA, and only half of these (<1%) actually met NINDS eligibility criteria. The results in this real world sample are strik-
It is clear that no consensus exists regarding the appropriateness of tPA for acute ischemic stroke. The CAEP committee’s willingness to acknowledge this, to recognize the limitations of the therapy, and to recommend appropriate caution, is a tremendously positive step. It should be applauded heartily by all of us who do our best to make difficult decisions, under enormous time stresses — regardless of whether we suspect that tPA will ultimately prove, on balance, and in community practice, to do more good, or more harm, in patients with suspected stroke.
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Summary

It is clear that no consensus exists regarding the appropriateness of tPA for acute ischemic stroke. The Cleveland results were extremely different from those reported in the NINDS trial, and from other selective “effectiveness studies” that had proprietary support. In fact, the Cleveland results were extremely and startlingly negative.

The 15.7% rate of symptomatic intracerebral hemorrhage was more than twice that in NINDS, and half of these were fatal. Predicted mortality in tPA treated patients was 7.9%, but actual in-hospital mortality for patients treated with tPA was extremely high, at 15.7%, compared with 7.2% for matched controls who presented within 3 hours of symptom onset but did not receive tPA. Interestingly, outcomes of patients meeting appropriate eligibility criteria were not notably different than outcomes of “protocol violators.” Although the study lacked adequate power to prove that the outcomes in appropriate candidates were as bad as those in protocol violators, the outcomes were clearly terrible in both groups.

The Cleveland results were, of course, derived from a relatively small number of patients treated with tPA, and it was not a randomized, controlled trial. But the striking divergence between NINDS and the Cleveland experience reminds us of the large difference between efficacy in a research trial and effectiveness in real-world practice.

It is disturbing that the AHA upgraded its classification of early tPA for stroke to “Class I” based on only one positive RCT, especially as the decision was made at about the same time that the Cleveland results were published in JAMA. It is hard to imagine how these results, which raise sobering doubts about whether NINDS can carry over into widespread practice, did not give the AHA more pause. Add in the questions about NINDS itself, and the recent reevaluation of its results, and the AHA decision seems startling indeed.

It is worth emphasizing that other “effectiveness” studies that support the community use of tPA provide much less compelling evidence. A good example is the CASES database (www.strokeconsortium.ca/CASES). This is an Internet site, supported by a manufacturer of tPA, which invites physicians to register cases and provide unsubstantiated “outcomes” of treatment. The voluntary reporting is, of course, likely to be extremely selective, and the “outcomes” not only depend on scoring systems that are subject to substantial interpretation (and thus possible bias), but which also require no verification. These weaknesses makes this “database” so far from science that I wonder why anyone would use it to justify a treatment that has a striking potential to harm patients.