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ANALYTIC SUBALGEBRAS OF VON NEUMANN 
ALGEBRAS 

PAUL S. MUHLY AND KICHI-SUKE SAITO 

1. Introduction. Let M be a von Neumann algebra and let { a , } / e R be 
a a-weakly continuous flow on M; i.e., suppose that {a,} r e E R is a 
one-parameter group of *-automorphisms of M such that for each p in the 
predual, M*, of M and for each x e M, the function of t, p(at(x) ), is 
continuous on R. In recent years, considerable attention has been focused 
on the subspace of M, H°°(a), which is defined to be 

{x G M\p(at(x) ) e H°°(R), for all p e M*}, 

where i/°°(R) is the classical Hardy space consisting of the boundary 
values of functions bounded analytic in the upper half-plane. In Theorem 
3.15 of [8] it is proved that in fact 7/°°(a) is a a-weakly closed subalgebra 
of M containing the identity operator such that 

#°°(a) -+ #°°(a)* ( = {x + y*\x, y e H°°(a) } ) 

is a-weakly dense in M, and such that 

H°°(a) Pi H°°(a)* = Ma = {x e M|a f(x) = x, r e R} 

(see [7] and [27] also). Consequently, the elements of H°°(a) are called 
analytic with respect to {a,}f(ER and H°°(a)9 itself, is called the analytic 
subalgebra of M determined by ( a f } ? e R . The algebras H°°(a) provide a 
very interesting generalization to the noncommutative setting of certain 
well known classes of function algebras and, perhaps more importantly, 
they provide a common perspective from which one can analyze certain 
types of non-self-adjoint operator algebras that have received significant 
attention lately. Indeed, if there is a faithful family of a-invariant, normal 
states on M, then as is shown in [7] and [8], H°°(a) is a maximal 
subdiagonal algebra in M in the sense of Arveson [1] and, as it turns out, 
most subdiagonal algebras can be realized as H°°(a) for a suitable 
automorphism group {«,}r€ER. Also, each nest subalgebra of a von 
Neumann algebra may be realized as an H°°(a). 

In this paper we contribute some partial answers to the following 
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Question. When is H°°(a) maximal among the a-weakly closed 
subalgebras of Ml 

The reason we are interested in this question has two components, at 
least. First of all, from the function algebra perspective, it is intrinsically 
interesting, and when we can answer it, the proofs are nontrivial. The fact 
that H°°(R) and H°°(T) are maximal weak-* closed subalgebras of L°°(R) 
and L°°(T), respectively, is classical and certainly well known. The next 
results, in the abelian case, were obtained by the first author in [14], using 
[13]. Of course in the abelian case, M may be identified with L°°(£2) for 
some measure space £2, which we may take to be a standard Borel space with 
finite measure m if M is a-weakly separable. In this case { « r } / e R is imple
mented by a measurable action of R on fi leaving m quasi-invariant: 

(<o, t) -> Ttu, co e Q, f e R. 

The space H°°{a), then, may be viewed as {<p e L°°(Œ) | for m-almost 
all to, the function of t, <p(Ttoi), lies in H°°(R) }. It is proved in [14] that if m 
is invariant, then //°°(a) is maximal among the a-weakly closed 
subalgebras of L°°(S2) if and only if m is ergodic. An examination of the 
proof reveals that it is not necessary to assume that m is invariant. Of 
course, m is ergodic if and only if Ma is a factor. So, in the abelian case, we 
conclude that H°°(a) is maximal among the a-weakly closed subalgebras 
of M if and only if Ma is a factor. The first noncommutative results were 
obtained by the authors in joint work with M. McAsey. The strongest 
result of our three papers relating to the subject [10-12] may be expressed 
as follows. Suppose that N is a a-finite von Neumann algebra and that ft is 
a *-automorphism of TV preserving a faithful normal state. Let M be the 
crossed product determined by TV and ft and let {at } , G R be the (periodic) 
action of R on M that is dual, in the sense of Takesaki [25], to the action of 
Z on N determined by /?. Then H°°(a), which is called the analytic crossed 
product determined by TV and /?, is maximal if and only if Ma{ = TV) is a 
factor. In [10-12], the maximality of H°°(a) is related to its invariant 
subspace structure and ideal structure. Subsequent results along these 
lines were obtained by the second author [17-19] who considered almost 
periodic actions of R (alias compact group actions) on finite von 
Neumann algebras and related results were obtained by Solel [21]. On the 
basis of the results of these investigations, one might be led to conjecture 
that Hco(a) is maximal among the a-weakly closed subalgebras of M 
precisely when Ma is a factor. However, this is not the case. Indeed, if M is 
the algebra of 2 X 2 matrices, and if {« f } ? G R is nontrivial, then H°°(a) 
is (isomorphic to) the algebra of upper triangular matrices, which is 
maximal in this case, but Ma is (isomorphic to) the algebra of diagonal 
matrices and is not a factor. In Corollary 3.12 of [22], Solel subsumes this 
example in a result that gives a necessary and sufficient condition for 
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H°°(a) to be a maximal a-weakly closed subalgebra of M under the 
assumption that { a , } , ^ is periodic. Solel's discoveries don't seem to 
generalize readily to the aperiodic setting and we must content ourselves 
with partial results. Nevertheless, it is clear that the maximality of H°°(a) 
is tied in some fashion to whether or not Ma is a factor. 

The second reason why the maximality question intrigues us has to do 
with the fact that H°°(a) may always be viewed as the intersection of 
(some faithful, normal representation of) M with a nest algebra (see 
Proposition 2.4 below). If M has almost any intersection at all with the 
projections determining the nest, then H°°(a) is not maximal and Ma is 
not a factor. In some sense, which as yet we are unable to make precise, 
H°°(a) seems to be maximal if and only if M is highly "skewed" with 
respect to the projections that determine the nest. In our view, M is most 
highly "skewed" with respect to the projections in the nest, when M is the 
crossed product of another von Neumann algebra by an action of R or Z. 
In the case of a crossed product by an R-action, as we shall see in Theorem 
5.2, H°°(a) is maximal if and only if Ma is a factor. 

As mentioned above, in earlier work the maximality question is related 
to the invariant subspace structure of H°°(a)\ the same is true here. We 
refine the invariant subspace analysis presented in [8] and use it to 
establish our maximality theorems. In Section 2, we recall the basic facts 
about von Neumann algebras in standard form from the perspective of 
Haagerup's //-spaces, [6] and [26]. In Section 3, we show that when M is 
in standard form, there is essentially a one-to-one correspondence between 
invariant subspaces of H°°(a) and cocycles for {ott}t^R in M. In Section 4, 
we use this correspondence to show that when M is a-finite and finite and 
{ a J f e R preserves a faithful, normal, finite trace, then H°°(a) is a maximal 
a-weakly closed subalgebra of M whenever Ma is a factor. Besides 
showing, in Section 5, that H°°(a) is maximal if and only if Ma is a factor 
(under the assumption that M is a crossed product and {a,}/GER is a dual 
action), we generalize Solel's analysis in [21], and identify all of the 
a-weakly closed subalgebras of M containing H°°(a) when H°°(a) is not 
maximal. 

2. Algebras and automorphisms in standard form. There are a number of 
ways in which one can view the standard form of a von Neumann algebra. 
The form we find most congenial and the one we shall use is that 
developed by Haagerup. So let M be a von Neumann algebra and form the 
noncommutative Lebesgue space L (M) in the sense of Haagerup [6] (cf. 
[26] also). Recall that L2(M) is a certain space of (generally unbounded) 
operators. For x e M, let Lx (resp. Rx) be the operator on L2(M) defined 
by the formula Lxy = xy (resp. Rxy = yx), y e L2(M). Then by Theorem 
3.6 of [26], L (resp. R) is a faithful normal representation (resp. 
antirepresentation) of M on the Hilbert space L2(M). If J is defined on 
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L (M) by the formula Jy = y*, y e L (M), then / is a conjugate linear 
isometric involution of L2(M). The von Neumann algebras L(M) and 
R(M) are communtants of one another (in general, for a subset S of M, we 
write L(S) for {Lx}xeS and # (S ) for { ^ } l G 5 ) , and JL(M)J = R(M). In 
fact, the quadruple 

{L(M) ,L 2 (M) , / ,L 2 (M) + }, 

where L (M)+ is the cone of positive operators in L (M), is a standard 
form of M in the sense of [3], by Theorem 36 of [26]. That is, the quadruple 
satisfies the following assertions: 

1) JL(M)J = R(M); 
2) JLCJ = Lc* for all c in the center of M, 3£(M)\ 
3) Jy = y, for all y €= L\M)+\ and 

4) LaJLaJ(L2(M)+) Q L2(M) + , for all « G M. 
Let { a j ^ j j be a a-weakly continuous flow on M, i.e., a a-weakly 

continuous, one-parameter group of *-automorphisms of M. Then by 
Theorem 3.2 of [3], there is a uniquely determined unitary group {Ut}t(=R 

on L2(M) such that 

1) £/,/ = JUt9 

2) £/,(L2(M)+) = L2(M) + , and 

3) L ^ = UtLxUf 

for all JC e M and / G R. 
We need Arveson's theory [2] of spectral subspaces and so we recall the 

definitions here. The groups {«,} / ( E R and {L£} / e R may be integrated 
yielding representations a{) and U() of L](R). Specifically, 

foo 
a(f)x = J _oo f(t)at(x)dt, x e M, / G L](R), and 

/*oo 

For L^R), we denote by Z(f) the set 

{ / G R | / ( / ) = 0} where 

/<'> = J -oo ^ ' / ( ^ 
For I G M (resp. j> e L (M) ), we define Spa(x) (resp. Spa(y) ) to be the 
set 

n { Z ( / ) | / e l ' ( R ) ) a ( / > = 0} 

(resp. n ( Z ( / ) | / G L'(R), i / ( / > = 0} ) and for any closed subset S of R 
we define the spectral subspace Ma(S) (resp. L (M)U(S) ) to be 

{x e M|SP a(x) S S) 

https://doi.org/10.4153/CJM-1987-005-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1987-005-4


78 P. S. MUHLY AND K.-S. SAITO 

(resp. {y e L2(M)\Sp,j(y) Q S) ) . If S is not closed Ma(S) 
and L2(M)U(S) are defined to be the a-weak and norm closures, res
pectively, of the sets 

{x\SPa(x) ç S} and {y\SPu(y) Q S}. 

Finally, we define the spectrum of a, Sp(a), to be 

n{Z ( / )K / ) = 0} 
and the spectrum of {Ut}t(=R, Sp(U), to be 

n{Z(/)|t/(/) = 0}. 
We refer the reader to [2], [8], and [23] for the basic facts about spectra. 

In this paper, we write H°°(a) for M a ( R + ) and H™(a) for M a (R + 0 ) 
where R + = [0, oo) and R + 0 = (0, oo). It is not difficult to see that H°°(a) 
defined in this way coincides with our definition of H°°(a) in the 
introduction. Let E be the spectral measure of {Ut}tŒR and define H (a) 
to be £[0, oo)L2(M); likewise, define Hl(a) to be £(0, oo)L2(M). Observe 
that in the classical setting when M = L°°(R) or L°°(T) and {a,}reER is 
translation then Hp(a) coincides with the classical Hardy space HP(R) or 
HP(T), for/? = 2, oo. Of course 

HP(R) = flg(R) 

while 

HP (J) * /*g(T), /7 = 2, oo. 

We write fi+ for L(H°°(a)), ^ + for R(H°°(a)), S[/, oo) for L(M a( [/, 
oo)) ) , and 9t[/, oo) for R(Ma( [t, oo))). Finally, we write Ma for 
Ma( {0} ) and note that 

Ma = {x e M|a,(x) = JC, t G R}. 

Definition 2.1. Let 5ft be a closed subspace of L (M). We say that Wl is: 
left-invariant, if C+9W ç gft; left-reducing, if L(M)30? c 2ft; left-pure, if 2ft 
contains no left-reducing subspaces; and left-full, if the smallest left-
reducing subspace containing 2ft is all of L (M). The right-hand versions 
of these concepts are defined similarly, and a closed subspace which is 
both left-invariant and right-invariant is called two-sided invariant. 

The proof of the following proposition is straightforward and so will be 
omitted; the key fact that one needs, to fill in the details, is the relation 

Ma( [t, oo) )Ma( [s, oo) ) ç Ma( [s + /, oo) ). 

PROPOSITION 2.2. Let Wt be a left-invariant subspace of L2(M). Then 
1) 2ft reduces L(Ma); 
2) A [Q[t, oo)2ft]2 and V [£[/, oo)2ft]2 are left-reducing subspaces of 

L2(M); 
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3) z/2ft is left-pure, then 

rA[S[f, oo)9ïï]2 = {0}; 

and 
4) 2ft is left-full if and only if 

Vo[Q[t9 oo)2ft]2 = L\M\ 

where, for a subset SQL (M), [S]2 denotes its closure in L (M). 

If 2ft is a left-invariant subspace of L2(M), then we write 2ft(+) for 
A [£[/, oo)2ft]2 and 2ft(_} for V [2[f, oo)2ft]2. 

Definition 2.3. Let 2ft be a left-invariant subspace of L (M). Then 2ft is 
said to be left-normalized (resp. right-normalized) in case 2ft = 2ft(+) (resp. 
2ft = 2ft(_)). If 2ft is both left- and right-normalized, then we call 2ft 
completely normalized. 

The following two propositions describe some basic properties of 
H°°(a) and H (a) and their proofs rest ultimately on Theorem 2.9 of [8]. 

PROPOSITION 2.4. The algebra H°°{a) coincides with 

{x e M\LxE[t, OO)L\M) Ç E[t, oo)L2(M), for all t e R} 

««J vW//z 

{x G M|# x £[ / , oo)L2(M) ç £[*, oo)L2(M), /or Û// / G R}. 

Proof Since 

A*,(*) = UtLxUT> f o r all x G M and f e R, 

the first identification is a consequence of Theorem 2.9 of [8]. On the other 
hand, since JUt = UtJ for all / and JLXJ = Rx*, for all x e M, the 
following calculation and Theorem 2.9 of [8] complete the proof: 

^a/jc) = JLa^x*yJ = JUtLx*UfJ 

= UtJLx*JU? = UtRxU*. 

PROPOSITION 2.5. (1) The space H2(a) is a left-full, right-full, two-sided 
invariant subspace of L (M). 

(2) The space H0(a) is a left-pure, right-pure, two-sided invariant subspace 
ofL2(M). 

Proof Proposition 2.4 shows that H (a) is a two-sided invariant and it 
also shows that H^(a) is two-sided invariant once one notes that 

E(t, oo) = V E [s, oo). 
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(1) It suffices to prove that H2(a) is left-full. To this end, consider 

V [S[/, oo)H2(a) ]2 = [L(M)H\a) ]2. 

Since [L(M)H2(a) ]2 is a left-reducing subspace of L2(M), there is a 
projection p e M such that 

[L(M)H\a) ]2 = RpL
2(M). 

Since H°°(a) is {£/,},^-invariant and L(M) is {a,} ,^-invariant , 
RpL

2(M) is {L^J^R-invariant. Thus/? is {a,}?(ER-invariant. Also, since 
Rp è E[0, oo), we have fl^ ^ £ ( - 0 0 , 0). Set 

Q = Ll_pRl__p. 

Then, by Lemma 2.6 of [3], the quadruple 

{QL(M)Q, QL\M), QJQ, QL\M) + ) 

is a standard form for QL(M)Q. Since 1 — p is {a r},eR-invariant, g 
commutes with {£/r},«=R. So, if {ap},SR is the automorphism group of 
QL(M)Q defined by 

then the restriction, 

^ = Ut\QL2(My 

of t/, to QL2(M) is the canonical unitary group that implements 
{ « p } r e R and preserves the standard form. On the other hand, since 
Rx_p ^ £ ( - o o , 0), we find that 

S p ( ^ ) ç ( - o o , 0 ) , 

and so 

Sp(UQ) Q ( - o o , 0) n (0, oo) = 0 

since 

ufQJQ = QJQUf for all t e R. 

Thus Q = 0, and by Corollary 2.5 of [3], p = 1. Hence 77 (a) is 
left-full. 

(2) Put 

m = A t S [ ' ' œ)^2(a) b 
and note that by Proposition 2.2, ffll is left-reducing. Consequently there is 
a projection/? in M such that 

^ = RpL
2(M). 
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Since 2ft is {L^ },GR-invariant,/? is {at}t(ER-invariant. Also since £"(0, oo) is 
the projection onto 

,V0[S[f, oo)//2(«) ] 2 , 

R = £"(0, oo). So, as in the proof of (1), we conclude that/? = 0, proving 
that H (a) is left-pure, and completing the proof. 

Remark 2.6. It follows from Proposition 2.7 of [19] and Lemma 3.3 of 
[21] that H2(a) need not be left- or right-pure. 

3. Invariant subspaces and cocycles. In this section we refine the results 
of [8] and parameterize the invariant subspaces for H°°(a) in terms of 
cocycles. Let 2ft be a left-invariant subspace of L (M). By Theorem 5.2 
of [8], 2ft has a "Wold" decomposition 3», 0 2ft2, where 2ftj is a left-
pure, left-invariant subspace, and 2ft 2 *

s a left-reducing subspace. Since it 
is sufficient to describe the left-pure part, 2ft l5 of 2ft we assume now, 
without loss of generality, that 2ft = 2ft j . Also, we shall assume that 2ft is 
left-normalized, the argument when 2ft is right-normalized is similar. For 
t <E R, let Ft be the projection of L2(M) onto 

A [ S [ j , oo)3K]2, 
S<Lt 

and let 

E = V K 

Since 

£L2(M) = (yR[S[f, oo)2R]2 

is left-reducing by Proposition 2.2, there is a projection/? e M such that 
E = Rp. Since 2ft is left-pure, by assumption, 

AR[2[S, cx>)3K]2 = 0 

by Proposition 2.2, and so 

A R = 0. 

As in the proof of Theorem 5.2 of [8], there is a spectral measure with 
values in the projections on R L (M) such that F[t, oo) = Fv By 
construction and the hypothesis that 2ft is left-normalized, we see that 

2ft = F0L
2(M) = F[0, oo)RpL

2(M) = F[0, oo)L2(M). 

Also, by construction, 

(£[/, oo) )F[s, cx>)RpL
2(M) Ç F [ J -f /, oo)^L2(M), 
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for all s, t G R. Consequently, if {Vt}t<ER is the strongly continu
ous unitary representation of R on R L (M) which is the Fourier-Stieltj es 
transform of F, then 

Lat(x)R
P = vtLxVî for x e M and t G R, 

by Theorem 5.2 of [8]. Put At = VtU*. Then since V*Vt = VtV* = Rp, we 
have 

ArLx= VtUfLx= VtUfLxUtU* 

= VtLa_Ax)U? = VtV*VtLa_kx)U* 

= V,K_AX)V7V,U7 = LxRpV,UT 

= LxVtUf = L^, 

for all x e M and t e R. This implies that At lies in L(M)' = R(M). 
Consequently, there is a strongly continuous family, {«r},eR, of partial 
isometries in M such that At = Ra. Since 

Rafa, = Rafiar = W W 

= K*7 = *„ 
and 

we find that a*at = p and ataf = oct(p). Moreover, {at}t^R has the co-
cycle property, namely, since 

««,(«», = RaUtRaUt = VtU*UtVsUfU* 

= Vs+tUt+t = Rai+, 

at+s = at{as)at for all s, t G R. The discussion to this point is summarized 
in the first half of the following theorem; the proof of the second half is 
straightforward, and so will be omitted. 

THEOREM 3.1. Let Wl be a left-pure, left-invariant subspace of L (M) that 
is left-normalized (resp. right-normalized). Then there is a projection p in M, 
a strongly continuous unitary representation {Vt}tŒR of R on R L (M), 
and a strongly continuous family {at}t<=R of partial isometries in M such 
that 

(1) La(x)Rp = VtLxV*,for all x G M, t G R; 
(2)Vt'= RaUtJorallt G R; 
(3) a*at = p, ata* = at(p) and at+s = at{as)apfor ail s, t G R; and 
(4) Wl = F[0, OO)RPL\M) {resp. Wl = F(0, oo)RpL

2(M) ), where F is the 
spectral measure for V on RpL

2(M). 
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Conversely, given a projection p in M and a strongly continuous family 
{at}t<=R of partial isometries in M which satisfies (3), the family {Vt}t(£R, 
defined by the formula 

V, = RaU„ t e R, 

is a strongly continuous unitary representation on R L (M) that satisfies (1) 
and has the property that if F is the spectral measure of{Vt}tŒRon RpL (M), 
then the space Wl defined by the formula(s) in (4) is a left-normalized (resp. 
right-normalized), left-pure, left-invariant subspace of L (M). 

Definition 3.2. A strongly continuous family {tf f}, e R of partial 
isometries in M satisfying condition (3) in Theorem 3.1 will be called a 
cocycle and p will be called its initial projection. 

Theorem 3.1 asserts that there is a one to one correspondence between 
cocycles and left-normalized, left-pure, left-invariant subspaces. The next 
proposition and its corollaries are devoted to describing the right invariant 
subspaces of L2(M) that are left reducing. This is the key to determining 
sufficient conditions for the maximality of H°°(a). 

PROPOSITION 3.3. Suppose there is a projection p e M such that the 
subspace R L (M) is right-invariant, but not right-reducing. Then there is a 
projection q in 3?(M) n Ma such that {at\M }/<ER is inner. 

Proof Let Wl = RpL
2(M), and put 

Stti = ,AR[H[/, oo)aW]2. 

Then on the basis of Proposition 2.2, it is easy to see that Wlx reduces both 
L(M) and R(M), i.e., 

SK, = RqL
2(M) 

for some central projection q e M, q ^ p, and 

arceau, = R(p_q)û{M) 
is right-invariant and right-pure. As a result, we may assume without loss 
of generality that Wl — R L (M) is right-pure. 

Form 

2K<+> = A [9l[f, oo)3tt]2 and 

2R(-> = V [ft[t, oo)2R]2. 

Since Wl is left-reducing, so are m{+) and Wl{~\ Hence, there are 
projections /? ( + ) and/?(_) in M such that 

2R<+> = Rn L2(M) and ^ ( _ ) = Rn L2{M). 
P(+) v 7 P(-) v ' 
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There are two cases to consider. 
Case 1. yjl^ ' and Tl^~^ are right-reducing. In this case, of course, 

/?(+) and/?(_) are central, but since Wl is left-pure, by hypothesis, and 
since we conclude that/>(_) = 0. But then we find that 

(fl L 2 ( J / ) ) ( _ ) = (2R ( + )) ( _ ) = 2R (_) = {0} 

by Corollary 5.6 of [8]. Hence 

W[t, œ)Rp(+L2(M) ]2 = {0} for all t > 0; 

i.e., 

/> (+)M
a( [/, oo) ) = {0} for all t > 0. 

We claim that p^M Q Ma so that {at\M } / ( E R is trivial and therefore 
inner. To see this, suppose there is an x e p,^M\Ma. Then there is a 
nonzero t e R such that / e Spa(x). Since Spa(x*) = — Spa(x), we may 
suppose that t > 0. We may then choose a function / e L*(R) such 
that 

supp / c [t/2, 3//2] and a(f)x ¥= 0. 

Of course 

S p a ( « ( / > ) Ç [r/2, 3f/2]. 

However, since 

/> (+)M
a([*, oo)) = {0} f o r s > 0 , 

we conclude that 

which is a contradiction. Hence, p<+\M Q Ma as we claimed. 
Case 2. Either ^ + ) or 9 ^ - ) is not right-reducing. We assume that 

W" ^ is not right-reducing; the argument for Wl^ is similar. By 
Proposition 5.5 of [8], 9D?*-+^ is left-normalized with respect to 91+ . 
By Theorem 3.1, there are a projection q in M, a strongly continuous 
unitary representation {^} r€ER of R on LJL2(M) and a cocycle {a,} / ( E R of 
partial isometries in M such that: 

(1) K^A = J J / W x e M, t e R; 

(2) ^ = L0 t /„ ? e R; and 

(3) 30?(+) = F\0, oo)LqL
2(M), 

where -Fis the spectral measure for {Vl)[eR on L L (M). Since 

LqL\M) = VR my, ooW]2 
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and Wl is left-reducing, q is a central projection in M. Since Lq = Rq, (1) 
implies that 

KMRq = KMLq = VtRqV* = VtLqV* = Lq = Rq, 

and so at(q) = q for all t e R. On the other hand, since F[t, oo) is the 
projection of L L2(M) onto 

A[9t[5, oo)3W]2 

and 2ft is left-inducing, F[t, oo) lies in L(M)' = R(M). Thus PJ e R(M\ 
and we conclude that there is a unitary representation {v,} , e R of R in Mq 
such that Vt = Rv. Appealing to (1), again, we have 

R<xt(xq) = RqRat(xq) = ^at(xq)^q = K^xq^T = ^vt^xq^vf = ^v*xqvt' 

Thus 

aAx(l) = v*(x<l)vt f° r a ^ * G ^> 

and so {oLt\Mg)tGR is inner on Mq. This completes the proof. 

COROLLARY 3.4. Suppose that { a J / G R is not trivial on M. If Ma is a 
factor, then every two-sided invariant subspace of L (M) which is not 
left-reducing is left-full and left-pure. 

Proof. Let Wl be a two-sided invariant subspace of L (M) which is not 
left-reducing. Form 

^ + o o = A [S[/, oo)2ft]2 and Wl^ = V [S[f, oo)2R]2. 

Then both 2ft+00 and 2ft . ^ are left-reducing and right-invariant 
subspaces of L2(M). If either 2ft+00 or 2 ) 1 - ^ is not right-reducing, then by 
Proposition 3.3, there is a nonzero projection q in «3T(M) n M a such 
that { « J A / ^ G R is inner. Since Ma is a factor, q = 1, and we conclude that 
there is a unitary group in M which implements {a ,} r G R . Since this 
unitary group is contained in the center of M a , which is a factor, we see 
that at(x) = x for all t e R and x e M, i.e., {a,},GR is trivial. This 
contradiction shows that 2ft+00 and 2ft _0 0 are two-sided reducing 
subspaces of L2(M). Hence there are central projections p±OQ such that 

src±oo = RP±00L\M). 

Form 

2ft(+) = A [2[*, oo)2ft]2 and 2ft(_} = V [C[/, oo)2ft]2. 

If both 2ft(+) and 2ft(_) are left-reducing, then 2ft(+) = 2ft _oo while 
2ft(_) = 2ft+00. I n t n i s event, the argument in the proof of Proposition 3.3 
shows that 
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is trivial on M(p_00 — /?+00) which, in turn, means that 

P-oo ~ P+oo e Ma n 2{M). 

Since Ma is a factor, we have P-^ ~ p+oo = 1 > a contradiction. 
Therefore, either 9K(+) or 9DÎ(_̂  is not left-reducing. Set/? = p~oo ~~ P+oo-
If $?(+) is not left-reducing, then by Theorem 3.1, there is a unitary group 
{ ^ } / e R on RpL

2(M) such that 

L ^ = VtLxV*9 x^M. 

Since Lp = R we have 

La X p )Lp = ^ F f = VtVfVtVf = Lp, 

and so at(p) = p for all t Œ R. Thus 

p G ^ ( M ) n M a . 

Since M a is a factor,/? = 1, which implies t\iaip_00 = 1 and/? + 0 0 = 0. 
Hence Wl is left-pure and left full, and the proof is complete. 

COROLLARY 3.5. Suppose that { a J / G R is not trivial and Ma is a factor. 
IfWl is a two-sided invariant subspace of L (M) which is not left-reducing, 
then 9K(+) is not left-reducing. 

Proof Let Wl be a two-sided invariant subspace of L (M) which is 
not left-reducing. Applying Corollary 3.4, we know that Wl is left-pure and 
left-full. If 9ft(+) were left-reducing, then 3W(+) = L2(M) because Wl 
is left-full. By Theorem 3.1, then, there is a strongly continuous unitary 
group {Jf}/€ER on L (M), whose spectrum is nonnegative, which 
implements {at}t<=R- By the corollary to Theorem 3.1 of [2], there is a 
unitary group {w,} , e R in M such that 

AX,(JC) = LWLXLW*. 

This unitary group must lie in the center of M a , and since Ma is a factor, 
we conclude that {«/} / eR is trivial on M. This contradiction completes the 
proof. 

4. Maximality of H°°(a). Finite algebras. In this section, we suppose 
that M is a a-finite, finite von Neumann algebra. Recall that this is 
tantamount to assuming that there is a faithful, normal, finite trace r on 
M. We fix one such trace for the remainder of this section and we assume 
that there is a r-preserving, a-weakly continuous flow {a,}rGR on M. We 
note that L2(M) coincides with Segal's L2-space, [20], constructed from T, 
L2(M, T), and we note that since M is finite and {oit}t^R preserves T, there 
is a faithful, normal, {a,}, ^- invariant expectation c0 from M onto Ma. It 
results from this, as is proved in [7], [8], and [27], that H°°(a) is a finite, 
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maximal, subdiagonal algebra in M with respect to €0 in the sense of 
Arveson [1]. Finally, we note that since { « , } , G R is T-preserving, the 
canonical unitary group {Ut}t(ER on L (M, T) determined by {«,},<=« as in 
Section 2 is given by the formula 

Ut(x) = at(x), x e M. 

This observation yields 

LEMMA 4.1. If {E[t, oo) } / e R is the spectral measure for {« , } , e R , then 

E[t9 oo)L2(M, T) = [Ma( [t, oo) ) ]2. 

Proof From elementary spectral theory we know that 

E[t, oo)L2(M, r) = {x e L2(M, r) |Sp^(jc) ç [/, oo) }. 

Since {Ut}t^R is an extension of {«/} /eR, 

E[t, oo)L2(M, T) n Af = M "( [/, oo) ). 

Since E[t, oo)L2(M, T) is a left-invariant subspace of L2(M, r), Theorem 1 
of [16] implies that 

E[t, œ)L2(M, T) = [Ma( [/, oo) ) ]2, 

and completes the proof. 

THEOREM 4.2. Le/ M be a von Neumann algebra with a faithful, normal, 
finite trace r on M, and let {oct}tGR be a o-weakly continuous flow on M such 
that T o at = T, for all t e R. If Ma is a factor, then HQO{a) is a maximal 
o-weakly closed subalgebra of M. 

Proof Suppose that there is a a-weakly closed subalgebra B of M such 
that H°°(a) Q B Q M. Form Wl = [B]2 and apply Theorem 1 of [16] to 
conclude that 

2ft ¥> L2(M, T). 

Moreover, 2ft is a two-sided invariant subspace of L (M, T) which is not 
left-reducing since 1 e B. By Corollary 3.4, 2ft is left-pure and left-full, 
and so, by Corollary 3.5, 2ft(+) is not left-reducing. Therefore, by Theorem 
3.1, there is a unitary group {Vt}t(ER and a cocycle {at}t(ER of unitary 
operators in M such that 

Vt = RaUt, 2ft(+) = F[0, oo)L2(M, r), and 

2ft(_} = F(0, oo)L2(M, T), 

where F i s the spectral measure of {Vt}t(=R. Since 

2ft(_} ç i ç aw(+), 

the projection of L2(M, T) onto 2ft, Pç^, commutes with the spectral 
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measure {F[t, oo) } / e R , and so Pm commutes with {Vt}t(ER. 
Hence VtWl = Wl for all t e R. Put 

5 = {JC G M|LX2)Î ç g»}. 

Then B is a a-weakly closed subalgebra of M that contains B and satisfies 
[1?]2 = [#]2 , as may be seen from the proof of Theorem 4.1 of [10]. 
By Theorem 1 of [16], then, we find that B = B. Next observe that for all 
x e B, 

Lat{x)m = vtLxvfm = vtLxm ^ 1 = 1 , 
for all / G R, and so B is {a,},eR-invariant. Since 

USF[U oo)t/*L2(M, T) = L^f , oo)L2(M, r) 

= l£ A[fi[r, oo)2R]2 ç A[S[r, oo)2R]2 

= F[/, oo)L2(M, r), 

we see that 

Lrf[/, oo)[/; g F[/, oo) for all / e R. 

This implies that equality holds and, therefore, that {Vt}tŒR and {Ut}((=R 

commute. As a result, we find that {a,}/(ER is a unitary group in Ma. Since 
each of the spaces F[t, oo)L2(M, T) is right-invariant, each is R(Ma)-
invariant. Thus, for all /, F[t, oo) lies in R(Ma)' and so, therefore, does 
{ ^ } / e R . From this we conclude that 

Ra e R(Ma) n R(Ma)', 

and since Ma is a factor, there must be a real number X such that a, = ë l. 
Thus 

P; = eiXtUt for all * e R. 

If is denotes the spectral measure of {Ut}t(=R, then we conclude from this 
and Lemma 4.1 that 

[Ma( ( -X , oo) ) ]2 = £ ( - X , oo)L2(M, r) 

= F(0, oo)L2(M, T ) Q 1 Ç F[0, OO)L 2 (M, T) 

= [ M a ( [ - X , o o ) ) ] 2 . 

Since Wl 2 # 2(a) , we have X > 0. Since [ M a ( [ - X , oo) ) ]2 is a 
left-invariant subspace and Ma( [ — X, oo) ) is a-weakly closed, Theorem 1 
of [16] implies that 

Ma( ( -X, oo)) Q B Q Ma([-X, oo) ). 

We must now consider two cases: 
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(1) Ma( ( -A, oo) ) * H°°(a); and 

(2) M\(-Koo)) = H°°(a). 

Case (1). In this case, we have that for — A < t < 0, 

[Ma( [t - A, oo) ) ]2 = E[t - A, oo)L2(M, T) = î [f, oo)L2{M, T) 

= _XA </[fi[j, oo)F[0, oo)L2(M, T) ]2 

Q [B]2 c F[0, oo)L2(M, r). 

From this and Theorem 1 of [16], we conclude that Ma{ ( — 2A, ex?) ), which 
is the a-weak closure of 

L) Ma([t -\,oo)), 
A<~/ 

is contained in B. Repeating this argument, we conclude that Ma( ( — nX, 
oo) ) is contained in B for all n > 0 and, therefore, that B = M, a 
contradiction. 

Case (2). Since Ma is a factor, Sp(a) is a subgroup of R by Proposition 
16.1 of [23]. If 

M a ( ( - A , c o ) ) = tf°°(a), 

then we conclude that 

sP(a) = {*A;UZ. 

Set 

5 ( - A ) = £ n Ma({-X}). 

Since 5 ^ #°°(a), B(-X) * {0}. As in the proof of Theorem 2.3 of [18], 
there is a unitary operator u in M a( {— A} ) such that 

Ma({-X}) = Mau = wMa. 

Consequently, 

H°°(a) = M *M a ( [ -A, oo)) D w*£ D w*M a((-A, oo) ) = #g°(a). 

Now w*i? is a a-weakly closed two-sided ideal in H°°(a) containing 
H™(a) properly. Therefore, e0(u*B) is a nonzero ideal in Ma. Since M a is a 
finite factor, and therefore algebraically simple, we see that 

e0(u*B) = Ma. 

Therefore, 

u*B = H°°(a) and B = uH°°(a) = Ma([-X, oo) ). 
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In particular, u e B and we have 

B 2 uB = Ma([-2X, oo) ) = i/H°°(a). 

Repeating this argument yields the inclusion 

B 3 Ma( [~n\, oo) ) for all n > 0, 

which implies that B = M, again a contradiction. This completes the 
proof. 

5. Analytic crossed products. The continuous case. Let TV be a von 
Neumann algebra on a Hilbert space H, and let {/?,},GR be a a-weakly 
continuous flow on TV. Recall that the crossed product, TV X^ R, 
determined by TV and {/?,}, e R is the von Neumann algebra on the Hilbert 
space L (R, H) generated by the operators 7T(JC), X Ê J V , and \{s), s e R, 
defined by the equations 

{ir{x)f)(t) = y8_,(x)/(r), / e L2(R, H), t G R, 

and 

(X(5)/)(0 = / ( / - 5 ) , / G L2(R, 7/), r G R. 

The automorphism group {«?} /eR of TV Xn R which is dual to {/?,},GR in 
the sense of Takesaki [25] is implemented by the unitary representation of 
R, {S,},eR> defined by the formula 

(S,f)(s) = eistf(s), f G L2(R, H); 

that is, 

at(y) = StyS*, for all y (= TV X^ R. 

The group {ar},GR is characterized by the equations 

at(7r(x) ) = 77-O), x e TV, / e R, 

a j (X(0) = e"ist\{t)9 s, t e R. 

In particular, 

77(TV) = {j; G TV X^ R|a,(.y) = y, for all f G R}. 

For simplicity, we write M for TV X^ R. The following proposition was 
proved by M. McAsey and the first author in the context of C*-crossed 
products in [9]. In the von Neumann algebra setting, there is a simpler 
proof. 

PROPOSITION 5.1. Let TV X^ R + denote the o-weakly closed subalgebra 
generated by 7T{N) and {X(s) } 5 É R . Then the three spaces, Hco{a), 
TV X̂ g R + and H™(q) coincide. 

Proof. Since TT(TV) = Ma and since Spa(\(s) ) = s, it is clear that 
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N Xp R + ç H°°(a). 

To see that H^(a) Q N Xp R + , choose x e M with compact spectrum 
contained in (0, oo). Then choose an fin Ll(R) such that f(t) = 1, for 
all / e Spa(x) and such that the support of / , supp / , is compact and 
contained in (0, oo). By Proposition 14.2 (9) of [25], <x(f)x = x. Since M is 
the a-weak closure of the linear span, L, of ir(N) and {\(s) }S<=R, there is a 
net {xy}y(=T in L that converges a-weakly to x. Then {a(f)xy}y(=T 

converges a-weakly to a(f)x = x. Since 

S p > C 0 )xy) ç supp / n Spa(xy) ç (0, oo), 

by Proposition 14.2(3) of [23], and since a(f)xy belongs to L, we see 
that x e N Xp R + . Since H™(a) is the a-weak closure of the set of all 
x e M with compact spectra in (0, oo), we conclude that 

Hg°(«) Q NXpR+. 

To complete the proof, we need only show that 

H°°(a) Ç H?(a). 

But if x e H°°(a), then for all t > 0, 

X(t)x e ffS°(a). 

Since (X(/) } f e R is a strongly continuous unitary group, X(t)x converges 
a-weakly to x as t —> 0. Thus JC e 7/^°(a), and the proof is complete. 

By Proposition 5.1, H°°(a) is the a-weakly closed subalgebra of M 
generated by 7r(7V) and {X(t) } , e R , and so, as in [10-12], we call H°°(a) 
the analytic crossed product (formerly, non-self-adjoint crossed product) 
determined by N and {/J,}rGR. Since there are no {ar}rGR-invariant, 
faithful, normal conditional expectations of M onto Ma = ir(N), H°°(a) is 
not a subdiagonal algebra in the sense of [1]. However, we do have a 
necessary and sufficient condition for H°°(a) to be maximal among the 
a-weakly closed sub algebras of M. 

THEOREM 5.2. With the notation as above, H°°(a) is a maximal o-weakly 
closed subalgebra of M if and only if N is a factor. 

The proof rests on several lemmas. First recall that the formula 

/*oo 

e(x) = I at(x)dt, x e. M+ 

defines a faithful, normal, semi-finite, operator-valued weight € from M 
onto TT(N) by Lemma 5.2 of [5]. We denote {3c G M\e(x*x) G M} by g. 
As is shown in Section 1 of [4], fa ,} / ( E R has a natural extension to 
the extended positive part of M+, M+. We keep the same notation for 
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this extension. Since e o at = e, t G R, and since there is a faithful normal 
semi-finite weight \p0 on 7r(iV), we obtain an {a,},eR invariant, faithful, 
normal, semi-finite weight on M through the formula 

(see [23, Proposition 11.6] ). In this section, we shall have to investigate the 
es ( 

under H°°(a). 
subspaces of space L (M) associated with M and yp that are invariant 

LEMMA 5.3. Put g + = H°°(a) n g . Then g + is o-weakly dense in 
H°°(a). 

Proof. Set 

A = {x G H°°(a) |spa(x) is compact in (0, oo) }. 

Then, by Proposition 5.1, A is a-weakly dense in H°°(a). Let x ^ A and 
choose / GA Ll(R) with compactly supported Fourier transform such 
that supp / Q (0, oo) and such that a(f)x — x. Since g is a-weakly 
dense in M, there is a net {* y } y e r

 m 3 converging a-weakly to x. Then 
a(f)x

y converges a-weakly to a(f)x = x. By Lemma 21.3 of [23], 

a(f)xy G A H g ç g + > for all y G T. 

Hence g + is a-weakly dense in H°°(a) and the proof is complete. 

LEMMA 5.4. IfB is a o-weakly closed subalgebra of M containing H°°(a), 
then B P\ $ is o-weakly dense in B. 

Proof Since g + is a-weakly dense in H°°(a)9 by Lemma 5.3 there is a 
net { e y } y e F

 m S+ converging a-weakly to 1. Since g is a left ideal in M, 
xey G B n 5 and xey converges a-weakly to x. This completes the 
proof. 

LEMMA 5.5. If Wl is a left-invariant subspace of L (M), then ffll is 
completely normalized. 

Proof If 2ft(+) ^ 9K(_), then by Proposition 5.5 of [8], the vector state 
determined by any unit vector in Wl^+y © Wl^_y is {a,}, ^- invariant . But 
there are no {a,} /GR-invariant normal states of M. For, if <p is one, then 
since g is a-weakly dense in M, there is an x in $ such that <p(x*x) ¥= 0. 
We then have 

<p(e(x*x) ) = q>y J _o Q a , (x*x) j * = J _OQ <p(0Lt(x*x) 

/"oo 

= J y(x*x)dt = oo. 

This contradiction completes the proof. 

v 
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LEMMA 5.6. If N is not a factor and if {/^},GR acts ergodically on the 
center, £?(N), ofN, then there is a family {et}t<0 of projections in ̂ (N) such 
that 

et+s = etPt(esl S> * < 0, 

and 0 < et < 1 for some t < 0. 

Proof First we note that 2?{N) is nonatomic. Indeed, if p is a minimal 
projection in 3?(N\ then so is (it(p) for all /. Consequently, for each 
t G R, fit(p)p = 0 or p. Since {/?,},GR is a-weakly continuous, ftt(p) 
converges to p a-weakly as / —» 0. It follows that /?,(/?) = p for all / in a 
neighborhood of 0 and, therefore, for all / e R. Since {/?,},GR is ergodic 
on ^(N), p = 1, and so TV is a factor. This contradiction shows that there 
are no atoms in &(N). 

Next we observe that there is a faithful normal state on 3?{N). (Note: 
We do not assume a priori that N is a-finite and therefore, that 2£(N) is 
a-finite.) Let <p0 be any normal state of 3?(N) and let s(<jp0) be the support 
projection of <p0. Then 

Pt(s(<Po) ) = s(vo ° P-t) f o r a11 * G R 

By ergodicity, 

yRs(<pQoHt) = l, 

but also by the a-weak continuity of {/J,}fGR, 

,V/(<P0°ft)= I-

If {*„}^i is a counting of the rationals, then 

2 (-)«,>oo^„ 

is a faithful normal state on £?(N). 
By Cohen's famous factorization theorem, 

{a(f)x\f e LJ(R), x e j2-(AD } 

is a { a, },eR-in variant, a-weakly dense, C*-subalgebra of £?(N) on which 
( J S J ^ J J is strongly continuous. If S2 is the maximal ideal space of this 
subalgebra, then there is a continuous, one-parameter group of homeo-
morphisms, {7]} / e R , of S2, and, from what was just noted above, there is a 
nonatomic, quasi-invariant, ergodic, probability measure /i on Q, with 
supp(ju) = £2, such that 

T(Pt{x) )(<o) = T(x)(Tto>) a.e. (/i), 
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where T is the canonical extension of the Gelfand transform to all 
of 3?(N\ mapping isomorphically onto L°°(JU). Let E be an open subset 
of Q, such that 0 < \x{E) < 1. Since JU, is nonatomic and the function, 
(/, co) —> Ttœ, from R X fi to fi is continuous, there is an open subset Wof 
E (so p{W) ^ 0), and a positive 8 such that if |/| < 8, and if <o e W, then 
Ttco Œ E. Thus 

PF ç n TtE Q E. 
\t\<8 l 

For each / < 0, we set 

£ , = n T E. 

Then 

Et+s = Et n r,(£5) for 5, * < 0 

and from the last inclusion, we conclude that there is a / such that 
0 < \i(Et) < 1. So, if we define 

et = Y'\\E), t<0, 

then we obtain the desired family of projections, {et}t<0, in £3?(N). 

Proof of Theorem 5.2. Suppose that N is a factor and that B is a a-weakly 
closed subalgebra of M such that H°°(a) Q B ç M. Then there are 
nonzero vectors £ and t] in L (M) such that 

u^(y) = (L^, 1]) = 0, for all y e 5 . 

Form 2ft = [L(2?)£]2. Then 2ft is a left-invariant subspace of L2(M) which 
is not left reducing since co^ # 0. By Lemma 5.5, 2ft is completely 
normalized. Set 

3»! = A [S[/, oo)2ft]2 

to obtain a left-pure, left-invariant subspace of L2(M) that is completely 
normalized. By Theorem 3.1, there is a projection p e M and there is a 
strongly continuous representation {Vt}t^R of R on R L2(M) such that 

2ft = F[0, OO)RPL\M\ 

where i7 is the spectral measure for {Vt}t(ER. Set 

S = {x e M|Lx2ft ç 2ft}. 

Since ^ > F[0, oo), we have, for all x e Z?, 

= LaÂx)RpL
2(M) = VtLxV*F[0, ^>)RpL

2(M) 
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ç VtLxF[0, oo)RpL
2(M) Q VtF[09 oo)RpL

2(M) 

= F[0, oo)L2(M) = 3R. 

Thus B is an {a,},eR-invariant, a-weakly closed subalgebra of M such 
that MDBQB(B=£M because $Jl is not left-reducing). (We will see 
later, in Lemma 5.7, that the introduction of B really is superfluous; B 
already is invariant.) By Lemma 5.4, B D g is a-weakly dense in B. Since 
B (D H°°(a)) is {a,} /eR-invariant, and { a J / e R is an integrable action, 
there is an element x e B such that 

SPttC*) = V} f ° r some / < 0 

(cf. [23, Section 21.3]). But then there is an x0 e N such that 
x = 7r(x0)X(t). So, 

7T(N)7T(x0)7T(N)X(t) = 7T(NMx0)X(t)7T(N) = 7T(N) X 7r(N) Q B. 

Since TV is a factor, and since 7T(N)7T(X0)'JT(N) is a two-sided ideal of IT(N)9 

we conclude from this inclusion that 

ir(N)\(t) ç B 

and, therefore, that X(t) e B. This implies that X(s) e B, for all 5 G R. 
Indeed, if 5 > /, then 

X(s) = X(t)X(s - t) e B, 

while if s < /, then, choosing a positive integer « such that s ^ nt, we 
conclude that 

X(s) = X(t)nX(s - nt) e 5 . 

Since B contains ir(N), as well, we reach, finally, the contradiction that 
B = M. Thus H°°(a) is a maximal a-weakly closed subalgebra of M. 

For the converse, suppose that N is not a factor. If {/?,},GR is not 
ergodic on S(iV), then for any proper, {/?,}, ̂ - invariant projection/? in 
g(A0, it is evident that 

7r(p)H°°(a) 0 77(1 - /?)M 

is a proper a-weakly closed subalgebra of M containing H°°(a) properly. 
Consequently, without loss of generality, we may suppose that {/?,}, e R 

acts ergodically on &(N). By Lemma 5.6, then, there is a family, {et}t<0, 
of central projections in TV such that 

et + s = etPt(es)> 

for all s, t < 0, and 0 < e, < 1 for some t < 0. We set e, = 1 for / ^ 0, 
and let B denote the a-weak closure of the linear span of 

H°°(a) and M e , W t f W 0 },<<>• 
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Evidently, //°°(a) Ç 5 Ç M, and so, to complete the proof, it suffices to 
prove that B is an algebra. If t, s < 0, then 

(ir(eMN)Mt) )(n(esMN)X(s) ) 

= ^etMP,(es)MN)X(t + s) 

= TT(et+MNMt + s), 

while if t < 0 and 5 = 0, then 

(w(e>(JV)A(0 MTV)A(S) 

= m(et)-ïï(N)k(t + s) 

Q 77(e,+>(JV)A(f + s). 

These two computations show that B is closed under multiplication and 
complete the proof. 

This proof of Theorem 5.2 suggests the form of all the a-weakly closed 
super-algebras of H°°(a) when H°°(a) is not a maximal a-weakly 
closed subalgebra of M. Our objective in the remainder of the paper is 
to show that the suggestion is correct. We need a series of lemmas; in 
them, B will denote a fixed a-weakly closed subalgebra of M such that 
H°°(a) C B Ç M. 

LEMMA 5.7. B is {at}t ^-invariant. 

Proof. As in the proof of Theorem 5.2, we can find proper, 
{a,},<ER-invariant, a-weakly closed subalgebras of M that contain B. We 
let B be the smallest such algebra. If B ¥= B, then there are nonzero 
vectors, £ and rj, in L2(M) such that 

co^O) = 0 for all x e B 

while 

CÔÇ^XQ) ¥- 0 for some x0 e B. 

Let 

C = {x e M|Lx[*fl2 ç [2>fl2}. 

As in the proof of Theorem 5.2, C is a proper a-weakly closed subalgebra 
of M containing B that is {a,}?(ER-invariant. Therefore B Q C. Since 
[CÇ]2 - [££]2, we have [2?É]2 = [fi£]2. But then, 

co^O) = 0 for all x ^ B. 

This contradiction completes the proof. 

LEMMA 5.8. For each t < 0, //zere w a central projection et in N such 
that 
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B n Ma{ {/} ) = <n(et)<ir(N)\(t). 

Proof. Let 

Bt = B n M a( {/} ) for all t < 0. 

Since ir(N) = Ma( {0} ) c B, 

7T(N)Bt7T(N) = Br 

Thus BtX( — t) is a a-weakly closed two-sided ideal in ir(N) and we 
conclude that there is a central projection et in N such that 

Bt\(-t) = *(etMN). 

This completes the proof. 

LEMMA 5.9. For all s, t < 0, et+s = etfit(es). 

Proof. Since 

ir(B,(es) ) = \(tMes)\(0*, 

we have 

v(eMPt(es) MN)X(t + s) 

= 77(e,)77(iV)7r(J8,(es))7r(^V)A(/)X(5) 

= B,BS Q Bt+S = v(et+MN)Mt + s). 

Thus etBt(es) ê el+s. To prove equality, observe that since 

Bs + tM-s) Q B„ 

we have et+s ^ et. On the other hand, since t < 0, we have 

= M-tMe^sMN)X(t + j) 

= M-t)Bt+s Q Bs = ^esMN)Hs). 

This implies that fî_t(et+s) = es, and so e,+5 ^ Pt(
es)- Thus 

e,+iS = etf5t(es) for all 5, / < 0, 

and the proof is complete. 

LEMMA 5.10. B is the o-weakly closed linear span of {Bt}t<Q and 
H°°(a). 

Proof. This is an immediate consequence of the Fourier inversion 
theorem (cf. [23, Corollary 21.3] ). 
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Combining Lemmas 5.7-10 with a calculation in the proof of Theorem 
5.2 gives a proof of our last result. 

THEOREM 5.11. If B is a o-weakly closed subalgebra of M containing 
H°°(a), then there is a family, {et}t(=R9 of central projections in N such 
that 

et+s = etjit{es), s, t < 0, et = 1, t ^ 0, 

and such that 

B n Ma( {t}) = 7T(er)7T(N)\(t). 

Conversely, given such a family {^} /eR, the o-weakly closed linear span of 
the spaces 

is a o-weakly closed subalgebra of M containing H°°(a). Moreover, the 
correspondence between subalgebras B and families {et}t<=R is bijective. 
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