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Abstract

Let G be a finite d-dimensional classical group and p a prime divisor of |G| distinct from the characteristic
of the natural representation. We consider a subfamily of p-singular elements in G (elements with
order divisible by p) that leave invariant a subspace X of the natural G-module of dimension greater
than d/2 and either act irreducibly on X or preserve a particular decomposition of X into two equal-
dimensional irreducible subspaces. We proved in a recent paper that the proportion in G of these so-called
p-abundant elements is at least an absolute constant multiple of the best currently known lower bound for
the proportion of all p-singular elements. From a computational point of view, the p-abundant elements
generalise another class of p-singular elements which underpin recognition algorithms for finite classical
groups, and it is our hope that p-abundant elements might lead to improved versions of these algorithms.
As a step towards this, here we present efficient algorithms to test whether a given element is p-abundant,
both for a known prime p and for the case where p is not known a priori.
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1. Introduction

Estimates for the proportion of elements of order divisible by a certain prime in
finite groups have not only provided a better theoretical understanding of these
groups, but also underpinned the design of many algorithms for computing with
them [3, 6, 11, 13, 18]. In a recent paper [16], we introduced a subfamily of p-singular
elements (elements with order divisible by p) in finite classical groups G for p a prime
divisor of |G| distinct from the natural characteristic, defined as follows.

D 1.1. Let q be a prime power, n a positive integer, and G, δ, d = d(n)
as in one of the lines of Table 1. Let V = V(d, qδ) denote the natural G-module.
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[2] Algorithms to identify abundant p-singular elements 51

T 1. The groups considered in this paper: G contains (p, m)-abundant elements if and only if the
integer m, in addition to lying in the range (d/2, d], satisfies the stated conditions.

G δ d G contains (p, m)-abundant G contains (p, m)-abundant
irreducible elements quasi-irreducible elements
if and only if if and only if

GLn(q) 1 n p | qm − 1 Never
GUn(q) 2 n m odd and p | qm + 1 m even and p | qm − 1
Sp2n(q) 1 2n m even and p | qm/2 + 1 m even and p | qm/2 − 1
SO2n+1(q) 1 2n + 1 m even and p | qm/2 + 1 m even and p | qm/2 − 1
SO+

2n(q) 1 2n m , d, m even and p | qm/2 + 1 m even and p | qm/2 − 1
SO−2n(q) 1 2n m even and p | qm/2 + 1 m , d, m even and p | qm/2 − 1

Let p be a prime dividing |G| and coprime to q, and m an integer with d/2 < m ≤ d.
An element g ∈G is said to be (p, m)-abundant if, in its action on V , g has an
eigenvalue ζ in some extension field of Fqδ such that ζ has multiplicative order divisible
by p and either:

(i) ζ has m Galois conjugates over Fqδ ; or
(ii) G , GLn(q), m is even, ζ and ζ−1 are not Galois conjugate, and ζ and ζ−1 have

together m Galois conjugates over Fqδ .

The element g is called (p, m)-abundant irreducible in case (i) and (p, m)-abundant
quasi-irreducible in case (ii), and is said to be of type ‘irreducible’ or ‘quasi-
irreducible’, respectively, in these cases. In either case, a p-abundant element is one
that is (p, m)-abundant for some m with d/2 < m ≤ d.

The terms ‘irreducible’ and ‘quasi-irreducible’ are chosen to reflect certain
properties of the actions of p-abundant elements on the natural G-module. The
(p, m)-abundant irreducible elements leave invariant a unique irreducible subspace
of dimension m (see Lemma 2.1). The (p, m)-abundant quasi-irreducible elements
have a similar property, preserving a specific decomposition of a unique invariant
m-dimensional subspace into two closely related irreducible subspaces of dimension
m/2 (see Lemma 2.4).

Necessary and sufficient conditions for the existence of p-abundant elements
are summarised in Table 1. The group G in a given line of the table contains
(p, m)-abundant elements if and only if the integer m, in addition to lying in the
range (d/2, d], satisfies the conditions detailed in the final two columns. Note in
particular that, in accordance with the definition, GLn(q) contains no p-abundant
quasi-irreducible elements. Justification for Table 1 is given in our other paper
on p-abundant elements [16].

R 1.2. In particular, it follows from Table 1 that a given element can be (p, m)-
abundant for at most one value of m, because the definition requires that m > d/2.
Similarly, the type of a p-abundant element is unique.
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52 A. C. Niemeyer et al. [3]

The p-abundant irreducible elements can be viewed as a generalisation of the
subfamily of p-singular elements, called ppd(d, qδ; m) elements, considered in the
first and third authors’ recognition algorithm for finite classical groups [18]. Here the
prime p is said to be a primitive prime divisor (ppd) of qe − 1 if e is minimal such that
p divides qe − 1, namely if q has order e modulo p. The ppd(d, qδ; m) elements also
leave invariant a unique irreducible subspace (of the natural G-module) of dimension
m > d/2, and indeed all ppd(d, qδ; m) elements are (p, m)-abundant irreducible.

The ppd(d, qδ; m) elements are useful in practice because they can be found
easily by random selection, arising with frequency O(1/d), and because there exists
an efficient algorithm to test whether a given element is a ppd(d, qδ; m) element
for some m [18]. The following result shows that, in the cases where they exist,
p-abundant elements are even easier to find by random selection, comprising a
constant proportion of the elements in G as the dimension d→∞. The proof and an
explicit expression for the constant c(G; p) are given in our other paper on p-abundant
elements [16, Theorem 1.3].

T 1.3. Let q be a prime power, n a positive integer, and G as in one of the lines
of Table 1. Let p be an odd prime dividing |G| and coprime to q, and e the smallest
positive integer such that p divides qe − 1. For T = I or T = QI, let Q(p; T; G) denote
the set of all p-abundant irreducible or quasi-irreducible elements in G, respectively.
There is a constant c(G; p) depending only on p and the type of G, and an absolute
constant α, such that in all cases where Q(p; T; G) is nonempty (see Table 1),∣∣∣∣∣ |Q(p; T; G)|

|G|
−

c(G; p)
e

∣∣∣∣∣ < α

n
.

The assumption that p , 2 in Theorem 1.3 is made for technical reasons, as
explained in our other paper [16]. We believe that a similar result holds in the case
where p = 2.

An interesting implication of Theorem 1.3 is that, in all cases where the set
Q(p; T; G) is nonempty, the proportion |Q(p; T; G)|/|G| is at least a constant multiple
of the best currently known lower bound for the proportion of all p-singular elements
in G, which can be deduced from two theorems of Isaacs et al. [11, Theorems 6.2
and 8.1]. This is explained in more detail in our other paper [16].

It is our hope that p-abundant elements might be used in new, improved recognition
algorithms for finite classical groups, playing a role similar to that of the ppd elements
in the first and third author’s existing algorithm [18]. This paper is a step towards this
aim. We prove the following two theorems, in which ω denotes the exponent of matrix
multiplication (see Definition 3.1).

T 1.4. Let q be a prime power, n a positive integer, G and d = d(n) as in one
of the lines of Table 1, and p a prime dividing |G| and coprime to q. Algorithm 1
determines in O(dω+o(1)(log q)2+o(1)) bit operations whether a given element of G is
(p, m)-abundant for some m.
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In many situations, it might be difficult to obtain a prime divisor p of |G|, because
finding such primes might involve factorising large integers. Thus we also consider
the situation where the prime p is not known in advance and we wish to determine
whether there exists a pair (p, m) such that a given element is (p, m)-abundant.

T 1.5. Let q be a prime power, n a positive integer, and G, d = d(n) as in one
of the lines of Table 1. Algorithm 2 takes as input an element g ∈G and determines
the integer m, if such exists, and all integers e for which a given element of G is
(p, m)-abundant for some primitive prime divisor p of qe − 1. This algorithm costs
O(dω+o(1)(log q)2+o(1)) bit operations.

Preliminary results needed for proving Theorems 1.4 and 1.5 are collected in
Section 2. Algorithms 1 and 2 are then presented and analysed in Section 3.

2. Preliminaries

Assume throughout this section that G, δ, d = d(n) are as in one of the lines of
Table 1, for q a prime power and n a positive integer, with V = V(d, qδ) denoting the
natural G-module. For brevity, these assumptions are not repeated explicitly in the
following definitions and lemmas.

Recall that the definition of p-abundance, for p a prime dividing |G| and coprime
to q, is given in terms of the eigenvalues of an element g ∈G in some extension field
of Fqδ . As mentioned after Definition 1.1, the concept of p-abundance can also be
viewed as a condition on irreducible g-invariant subspaces of V . There is also a third
equivalent characterisation of p-abundance, in terms of the characteristic polynomial
of g, which we use here as a condition for recognising p-abundance computationally.
The equivalence of these three different characterisations of p-abundance is proved in
Lemmas 2.1 and 2.4 below for the irreducible and quasi-irreducible cases, respectively.

For a positive integer k, define the p′-part of k to be k/pa, where pa is the highest
power of the prime p that divides k.

L 2.1. Let p be a prime dividing |G| and coprime to q, m an integer with d/2 <
m ≤ d, and ∆ the p′-part of qδm − 1. Let g ∈G and let cg(x) denote the characteristic
polynomial of g in its action on V. The following are equivalent:

(i) g is (p, m)-abundant irreducible.
(ii) cg(x) has an irreducible factor h(x) of degree m such that x∆ . 1 (mod h(x)).
(iii) V has a unique m-dimensional g-invariant subspace U such that g|U is

irreducible and has order divisible by p.

P. First suppose that g is (p, m)-abundant irreducible, and let ζ be an eigenvalue
of g in some extension field of Fqδ , such that ζ has multiplicative order divisible
by p and m Galois conjugates over Fqδ , say ζ1, . . . , ζm where ζ1 = ζ and ζi+1 = ζ

q
i

for i = 1, . . . , m − 1. Then h(x) :=
∏m

i=1(x − ζi) is an irreducible factor of cg(x) with
degree m. Moreover, ζ is a generator of the extension field Fqδm , which may be
constructed as the quotient of the polynomial ring Fqδ[x] modulo the ideal (h(x)).
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In this setting, ζ corresponds to multiplication by x modulo h(x), and because the
multiplicative order of ζ is divisible by p, x∆ . 1 (mod h(x)).

Now suppose that cg(x) has an irreducible factor h(x) of degree m such that
x∆ . 1 (mod h(x)). Since m > d/2, cg(x) is not divisible by h(x)2. Let Vh be the h-
primary component of V as a g-module. Then Vh is g-invariant and, since h(x)2 does
not divide cg(x), Vh has dimension m and g acts irreducibly on Vh. As a g|Vh -module,
Vh is isomorphic to the quotient Fqδ[x]/(h(x)) with g|Vh acting as multiplication by x.
Since x∆ . 1 (mod h(x)), it follows that g|Vh has order divisible by p.

Finally, suppose that U is an m-dimensional g-invariant subspace such that g|U
is irreducible and has order divisible by p. Then the restriction g|U lies in a Singer
cycle of GL(U) [8, Satz II.7.3, p. 187]. Moreover, U can be identified with the field
Fqδm in such a way that g|U acts as multiplication by some nonzero element ζ ∈ Fqδm .
This element ζ is an eigenvalue of g over the extension field Fqδm , and because g|U is
irreducible, ζ has m Galois conjugates over Fqδ . Moreover, since g|U has order divisible
by p, so also does ζ. �

The analogous result for p-abundant quasi-irreducible elements involves what we
call abundant polynomial pairs and quasi-irreducible actions on the natural G-module.

D 2.2. Assume here that G , GLn(q), and define ϕ ∈ Aut(Fqδ) by ϕ : a 7→ aq.

(i) Given a polynomial f (x) =
∏d

i=1(x − ζi) with the ζi lying in some extension field
of Fqδ , write f ∗(x) =

∏d
i=1(x − ζ−ϕi ) and call f ∗(x) the ϕ-conjugate of f (x).

(ii) Given a degree d polynomial f (x) over Fqδ and an even integer m with d/2 <
m ≤ d, two polynomials f1(x), f2(x) over Fqδ are said to form an m-abundant
polynomial pair for f (x) if f1(x), f2(x) are distinct monic irreducible divisors of
f (x), each of degree m/2, such that f2(x) = f ∗1 (x).

(iii) Given g ∈G and an even-dimensional g-invariant subspace U of V , we say that g
is quasi-irreducible on U if U is nondegenerate and U = U1 ⊕ U2, where each Ui

is a totally isotropic irreducible g-module, dim(U1) = dim(U2), and there exist
bases bi for Ui such that if A is the matrix for g|U1 with respect to b1 then the
matrix for g|U2 with respect to b2 is (Atr)−ϕ and is not similar to A.

We remark that the actions considered in Definition 2.2(iii) correspond to those
introduced by Huppert [9, Satz 2]. Part of the significance of ϕ-conjugate polynomials
is explained by Lemma 2.3, the proof of which is straightforward and omitted
here. Lemma 2.3 is used below in the proof of Lemma 2.4, which is the analogue
of Lemma 2.1 for p-abundant quasi-irreducible elements. We note that parts of
Lemmas 2.1 and 2.4 follow from another result of Huppert [10, Satz 1.7].

L 2.3. If g ∈G has characteristic polynomial f (x) then the characteristic
polynomial of (gtr)−ϕ is f ∗(x).

L 2.4. For G , GLn(q), let p be a prime dividing |G| and coprime to q, m an even
integer with d/2 < m ≤ d, and ∆ the p′-part of qδm − 1. Let g ∈G and let cg(x) denote
the characteristic polynomial of g in its action on V. The following are equivalent:
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(i) g is (p, m)-abundant quasi-irreducible.
(ii) cg(x) has irreducible factors f1(x), f2(x) that form an m-abundant polynomial

pair, with x∆ . 1 (mod f1(x)).
(iii) V has a unique nondegenerate m-dimensional g-invariant subspace U such that

g|U is quasi-irreducible and has order divisible by p.

P. First suppose that g is (p, m)-abundant quasi-irreducible, and let ζ be an
eigenvalue of g in some extension field of Fqδ , such that ζ has multiplicative order
divisible by p, ζ is not Galois conjugate to ζ−1, and ζ, ζ−1 have together m Galois
conjugates over Fqδ . Note that ζ−1 is also an eigenvalue of g, because g, g−tr are
conjugate by the matrix of the form preserved by G. Then ζ has m/2 Galois conjugates,
say ζ1, . . . , ζm/2 where ζ1 = ζ and ζi+1 = ζ

q
i for i = 1, . . . , m − 1, and

f1(x) :=
m/2∏
i=1

(x − ζi), f2(x) :=
m/2∏
i=1

(x − ζ−ϕi )

are distinct monic irreducible factors of cg(x) of degree m/2 satisfying f ∗1 (x) = f2(x).
Thus f1(x), f2(x) form an m-abundant polynomial pair for cg(x). Moreover, ζ is a
generator of the extension field Fqδm/2 over Fqδ , which may be constructed as a quotient
of the polynomial ring Fqδ[x] modulo the ideal ( f1(x)). In this setting, ζ corresponds to
multiplication by x modulo f1(x), and because the multiplicative order of ζ is divisible
by p, x∆ . 1 (mod f1(x)).

Now suppose that (ii) holds. Then the primary decomposition of V as a g-module
has g-invariant summands U1, U2 such that g|Ui has characteristic polynomial fi(x) for
i = 1, 2 [7, Lemma 8.10]. Since f1(x) , f2(x), the induced actions g|U1 , g|U2 are not
similar, and because f ∗1 (x) = f2(x), g|U1 is similar to ((g|U2 )tr)−ϕ by Lemma 2.3.

We claim that each Ui is totally isotropic. To prove this, let u, v ∈ Ui and write

fi(x) =

m/2∑
j=0

ai jx
j where ai(m/2) = 1, ai0 , 0.

Note that

f ∗i (x) = a−ϕi0 xm/2
m/2∑
j=0

aϕi jx
− j.

The given nondegenerate sesquilinear form on V satisfies (au, v) = a(u, v) = (u, aϕv)
for all a ∈ Fqδ . Since g preserves this form, we have in particular that (u, vg−1) =

(ug, v). For a fixed u, consider any v ∈ Ui. By the definition of Ui, it follows that
u fi(g) = 0, and hence

0 = (u fi(g), v) =

m/2∑
j=0

ai j(ug j, v) =

m/2∑
j=0

ai j(u, vg− j) =

(
u, v

m/2∑
j=0

aϕi jg
− j

)
= (u, aϕi0vg−m/2 f ∗i (g)) = ai0(u, vg−m/2 f ∗i (g)) = ai0(ugm/2, v f ∗i (g)).
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T 2. Upper bounds on the values of e that give rise to p-abundant elements with p a ppd of qe − 1.

G Conditions on e

GLn(q) e ≤ d
GUn(q) e ≤ d/2 if e is odd, e ≤ d if e ≡ 0 (mod 4),

e ≤ 2d if e ≡ 2 (mod 4)

Sp2n(q), SO2n+1(q), SO±2n(q)

e odd : e ≤ d/2, e , d/2 if G = SO−2n(q),

e even : e ≤ d, e , d if G = SO+
2n(q)

Since ai0 , 0 and gm/2 is nonsingular and preserves Ui, this implies that ugm/2 ∈

Ui \ {0} and, for all v ∈ Ui, 0 =
(
ugm/2, v f ∗(g)

)
. Then, because f ∗i (x) = f3−i(x) , fi(x),

the map f ∗i (g)|Ui is nonsingular and so
(
ugm/2, v

)
= 0 for all v ∈ Ui, which implies

that ugm/2 ∈ U⊥i . Since this holds for all u ∈ Ui, we conclude that Ui = Uigm/2 ⊆ U⊥i .
So Ui is totally isotropic, proving the claim.

Since f1(x) , f2(x), we have U1 ∩ U2 = {0}. Let U = U1 ⊕ U2. The intersection
U1 ∩ U⊥2 is g-invariant and, because g is irreducible on U1, U1 ∩ U⊥2 is equal to either
U1 or {0}. If it were equal to U1 then U would be totally isotropic and of dimension
m > d/2, which is impossible. Hence U1 ∩ U⊥2 = {0}, and similarly U2 ∩ U⊥1 = {0}.
It is then straightforward to verify that U is nondegenerate. Thus g|U is quasi-
irreducible. Since x∆ . 1 (mod f1(x)), it follows as in the second paragraph of the
proof of Lemma 2.1 that g|U has order divisible by p. Uniqueness of U follows from
Huppert’s theorem [10, Satz 1.7] since m > d/2.

Finally, suppose that (iii) holds with respect to a subspace U = U1 ⊕ U2 as in
Definition 2.2(iii). For i = 1, 2, let fi(x) denote the characteristic polynomial of g|Ui .
Since g|Ui is irreducible, fi(x) is monic and irreducible of degree m/2. Let ζ be a
root of f1(x) in the extension field Fqδm/2 of Fqδ . Then ζ has m/2 Galois conjugates
over Fqδ . By Definition 2.2(iii), g|U2 is similar to (gtr)−ϕ|U1 , and hence the characteristic
polynomial f2(x) of g|U2 is the ϕ-conjugate of f1(x), by Lemma 2.3. In particular, ζ−1

is a root of f2(x), and ζ, ζ−1 are not Galois conjugate because f1(x) , f2(x). The m
eigenvalues of g|U are Galois conjugate to ζ or ζ−1. Moreover, since g|U has order
divisible by p, it follows as in the proof of Lemma 2.1 that ζ has order divisible
by p. �

Recall that Table 1 gives necessary and sufficient conditions on the integer m for the
group G to contain (p, m)-abundant elements. These conditions enter into Algorithm 1,
for Theorem 1.4, where a prime p is specified in advance and we wish to test all
possible values of m for which a given g ∈G could be (p, m)-abundant (with the
test being to check the conditions in Lemmas 2.1 and 2.4). In our second scenario
(Algorithm 2 for Theorem 1.5), p is not given and hence we also need to know the
possible values of the order e of q modulo p that give rise to (p, m)-abundant elements.
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L 2.5. Let p be a prime not dividing q, and e the order of q modulo p. Then:

(i) p divides |G| if and only if e satisfies the relevant condition in Table 2.
(ii) If p divides |G| then G contains (p, m)-abundant elements if and only if either e

divides m, or G = GUn(q), m is odd, e ≡ 2 (mod 4) and e/2 divides m.

P. Assertion (ii) follows from the conditions given in Table 1 upon noting the
following facts [19, Lemma 4.5]:

(F1) p divides q` − 1 if and only if e divides `.
(F2) p divides q` + 1 if and only if e divides 2` and e does not divide `.

For (i), the sufficiency of the conditions in Table 2 is clear in each case, so we
assume that p divides |G| to prove the converse. Since

|GLn(q)| = qn(n−1)/2
n∏

i=1

(qi − 1),

the entry in the first line of Table 2 is true, with n = d. Now consider

|G| = |GUn(q)| = qn(n−1)/2
n∏

i=1

(qi − (−1)i).

If p divides |G| then p divides qi − (−1)i for some positive integer i ≤ n = d. Let ` be
the least such positive integer. First suppose that ` is odd. Then by (F2), e divides
2` but not `. In particular, e ≡ 2 (mod 4), p divides qe/2 + 1, and so by minimality
e/2 = ` ≤ d. Now suppose that ` is even. Then e divides `, by (F1). If e is odd
then 2e divides the even integer `, and by minimality 2e = ` ≤ d. If e is even then by
minimality e = ` ≤ d. If e ≡ 2 (mod 4) then we would also find q`/2 + 1 divisible by p,
contradicting the minimality of `. So e ≡ 0 (mod 4) in this case.

Now consider

|G| = |Sp2n(q)| = qn2
n∏

i=1

(q2i − 1),

and let ` be minimal such that p divides q2` − 1. Then e divides 2`. If e is even
then by minimality e = 2` ≤ 2n = d, and if e is odd then minimality implies that
e = ` ≤ n = d/2. The same holds for SO2n+1(q). For G = SOε

2n(q), where ε = ±, the
same conclusions follow unless the integer 2` is 2n = d, in which case we have the
following additional restrictions: if e is even then e = 2n and we need ε = − for p
(which divides qn + 1) to divide |G|; if e is odd then e = ` = n and we need ε = + for p
(which divides qn − 1) to divide |G|. �

The corresponding test for p-abundance in Algorithm 2 is based on Lemma 2.7
below. First we introduce some notation for later reference.

D 2.6. Suppose that qe − 1 has a primitive divisor, and let m be a positive
integer. We denote by Ψ the product, counting multiplicities, of all primes dividing
qδm − 1 that are not primitive prime divisors of qe − 1. (Here δ ∈ {1, 2}, as before.)
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L 2.7. Let m be an integer with d/2 < m ≤ d. Let e be a positive integer such that
either e divides m, or G = GUn(q), m is odd, e ≡ 2 (mod 4) and e/2 divides m. Suppose
also that e satisfies the relevant condition in Table 2. Let g ∈G and let cg(x) denote the
characteristic polynomial of g in its action on V. Then there is a prime p (dividing |G|
and coprime to q) such that q has order e modulo p and g is (p, m)-abundant if and
only if one of the following conditions holds, with Ψ as in Definition 2.6:

(i) cg(x) has an irreducible factor f (x) of degree m such that xΨ . 1 (mod f (x)).
(ii) G , GLn(q), m is even, and cg(x) has irreducible factors f1(x), f2(x) that form

an m-abundant polynomial pair, with xΨ . 1 (mod f1(x)).

P. Suppose that (i) or (ii) holds, write h(x) = f (x) or h(x) = f1(x), respectively, and
let p be a prime dividing the order of xΨ modulo h(x). Then q has order e modulo p.
Also, if ∆ denotes the p′-part of qδm − 1 then ∆ is a multiple of Ψ and ∆/Ψ is not
divisible by p, and hence x∆ = (xΨ)∆/Ψ is not congruent to 1 modulo h(x). Thus g is
(p, m)-abundant by Lemmas 2.1 and 2.4. Conversely, if g is (p, m)-abundant for some
prime p such that q has order e modulo p, then Lemmas 2.1 and 2.4 imply that either
(i) or (ii) holds with Ψ replaced by ∆. However, because ∆ is a multiple of Ψ, the
required condition on x follows immediately. �

3. Algorithms

Assume again that G, δ, d = d(n) are as in one of the lines of Table 1 for q a prime
power and n a positive integer. We now present algorithms to test whether elements
in G, given as d × d matrices, are p-abundant. As explained earlier, we consider two
scenarios. In the first, we assume that we are given a prime p coprime to q and an
element g ∈G, and we wish to test whether g is (p, m)-abundant for some positive
integer m (with d/2 < m ≤ d). Algorithm 1, IPA(G, p, g), presented in
Section 3.1, returns either a positive integer m such that g is (p, m)-abundant, together
with the type of g (irreducible or quasi-irreducible), or F if no such m exists. In the
second scenario, we wish to determine all integer pairs (e, m) such that a given element
g ∈G is (p, m)-abundant for some prime p for which e is the order of q modulo p.
Algorithm 2, IA(G, g), described in Section 3.2, returns a list of all such
pairs (e, m) together with the type of g, or F if no such pairs exist.

Our new algorithms exploit polynomial arithmetic in a similar manner to the first
and third authors’ procedure IPE [17, Section 4.2] for deciding whether an
element in G has order divisible by a primitive prime divisor of qe − 1 for some e > d/2
without determining such a prime. The third author’s refinement of IPE [21,
p. 620] tests whether a given g ∈G is a ppd(d, q; e) element by computing the
characteristic polynomial of g, testing for an irreducible factor of degree e > d/2,
and then using polynomial arithmetic to test whether the order of g is divisible by
a primitive prime divisor of qe − 1. This procedure costs O(dω+o(1)(log q)2+o(1)) bit
operations, where ω is the exponent of matrix multiplication, defined as follows.
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Algorithm 1: IPA(G, g, p)
Input: A matrix g ∈G and a prime p not dividing q, where G, δ, d = d(n) are as

in one of the lines of Table 1 for a prime power q and positive integer n;
Output: An integer m such that g is (p, m)-abundant and the T of g, either

I or Q-I, or F if no such m exists;

Find cg(x), the characteristic polynomial of g;
if cg(x) has an irreducible factor of degree m > d/2, m , d if G = SO+

2n(q) then
Let h(x) denote this factor and set T = I;
if p does not divide qm − 1 (for G = GLn(q)) or qm + 1 (for G = GUn(q) and m
odd) or qm/2 + 1 (for G = Sp2n(q), SO2n+1(q) or SO±2n(1) and m even) then

return F;
end

else if G , GLn(q) and cg(x) has an m-abundant polynomial pair f1(x), f2(x) for
some even m with m > d/2, m , d if G = SO−2n(q) then

Let h(x) denote f1(x) and set T = Q-I;
if p does not divide qm − 1 (for G = GUn(q)) or qm/2 − 1 (otherwise) then

return F;
end

else
return F;

end
% at this point h(x) has been defined;
Compute ∆, the p′-part of qδm − 1;
if x∆ . 1 (mod h(x)) then

return m and T;
else

return F;
end

D 3.1. The exponent of matrix multiplication, ω, is the infimum of the set of
real numbers x such that there exists an algorithm for multiplying two d × d matrices
in O(dx) field operations. (Note that ω is known to be at most 2.376 [2].)

The correctness and cost analyses for our new algorithms are similar to the
aforementioned analyses for IPE. We prove that both algorithms also
cost O(dω+o(1)(log q)2+o(1)) bit operations. The algorithms have been implemented in
the computer algebra system GAP, and their practical performance matches that of
IPE. The latter is available in both the ‘recog’ package in GAP [4], and in
MAGMA [1].

3.1. Proof of Theorem 1.4. Our first algorithm, IPA, takes as input
an element g ∈G and a prime p coprime to q, and tests whether g is (p, m)-abundant
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for some m. Recall from Remark 1.2 that there is at most one value of m to test.
Correctness follows from Table 1 and Lemmas 2.1 and 2.4.

For the cost analysis, first note that ∆ can be found by repeatedly dividing
qδm − 1 by p. Since m ≤ d, at most logp(qδd − 1) = O(d log q) repetitions are required.
Multiplying (or dividing) two `-bit integers costs O(` log ` log log `) bit operations
[22], which is O(`1+o(1)) bit operations. So each repetition costs O(d1+o(1)(log q)1+o(1))
bit operations, and hence ∆ can be computed in O(d2+o(1)(log q)2+o(1)) bit operations.

The cost of computing the characteristic polynomial cg(x) of g deterministically is
O(dω+o(1)) field operations [12]. Next we test whether cg(x) is divisible by either an
irreducible polynomial of degree m or an m-abundant polynomial pair, with m > d/2
in either case. This can be done deterministically at a cost of O(dω+o(1) + d1+o(1) log q)
field operations [21, p. 620]. We then determine whether x∆ . 1 (mod h(x)) in the
polynomial ring modulo h(x). This involves O(d log q) multiplications modulo h(x)
of polynomials of degree at most d, and hence costs O(d2 log d log log d log q) field
operations [21, p. 620].

Therefore, the algorithm IPA costs O(dω+o(1) log q) field operations
and O(d2+o(1)(log q)2+o(1)) bit operations. Estimating the cost of a field operation as
O((log q)1+o(1)) bit operations, the total cost is O(dω+o(1)(log q)2+o(1)) bit operations.

3.2. Proof of Theorem 1.5. Our second algorithm, IA, takes as input an
element g ∈G and identifies all pairs (e, m) such that g is (p, m)-abundant for some
prime p for which q has order e modulo p. If no such pairs exist, it returns F.
Recall Definition 2.6 for the quantity Ψ, namely the product, counting multiplicities,
of all primes dividing qδm − 1 that are not primitive prime divisors of qe − 1.

The value of m can be determined by the degrees of certain irreducible factors of the
characteristic polynomial of g, as in Lemma 2.7. For a given m, the possibilities for e
must satisfy the conditions of Table 2 and Lemma 2.5(ii), the latter stating that e should
divide m or, if G = GUn(q) and m is odd, that e ≡ 2 (mod 4) and e/2 should divide m.
The correctness of IA then follows from Lemma 2.7. Note that more than
one pair (e, m) may be ‘reported’, though each pair will have the same value of m (by
Remark 1.2). For example, GLn(2) with 6 ≤ n ≤ 11 contains elements of order 21 that
are both (3, 6)-abundant (with e = 2) and (7, 6)-abundant (with e = 3).

We now determine the cost of IA. For a prime p and a positive integer
k, let (k)p denote the highest power of p dividing k. Let Φ denote the product of all
primitive prime divisors, counting multiplicities, of qe − 1. Neumann and Praeger [15,
pp. 578–579] describe a procedure to compute Φ for 3 ≤ e ≤ δd, and Praeger’s analysis
of this procedure [21, p. 620] shows that it costs O(d1+o(1)(log q)2) bit operations. For
e = 2 we have Φ = (q + 1)/(q + 1)2. For e = 1, we instead define Φ by setting Φ = q − 1
if δm is odd and Φ = (q + 1)2(q − 1)/2 if δm is even. Computing Φ for e = 1, 2 requires
O(log(q)2) bit operations, which is again O(d1+o(1)(log q)2) bit operations (as for e ≥ 3).

Observe that in all cases, the primes dividing Φ are precisely the primitive prime
divisors of qe − 1. Thus the quantity Ψ can be computed by initialising Ψ := qδm − 1
and then repeatedly redefining Ψ as Ψ/gcd(Ψ, Φ) until gcd(Ψ, Φ) = 1. Now, given
a primitive prime divisor p of qe − 1, we have (qδm − 1)p = pt+ j, where pt = (Φ)p
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Algorithm 2: IA(G, g)
Input: A matrix g ∈G, where G, δ, d = d(n) are as in one of the lines of Table 1

for a prime power q and positive integer n;
Output: A list of pairs (e, m) such that g is (p, m)-abundant for some prime p

with e the order of q modulo p, and the T of g, either I or
Q-I, or F if no such pairs exist;

Find cg(x), the characteristic polynomial of g;
if cg(x) has an irreducible factor of degree m > d/2, m , d if G = SO+

2n(q) then
Let h(x) denote this factor and set T = I;

else if G , GLd(q) and cg(x) has an m-abundant polynomial pair f1(x), f2(x) for
some even m with m > d/2, m , d if G = SO−2n(q) then

Let h(x) denote f1(x) and set T = Q-I;
else

return F;
end
for all e that satisfy the bounds in Table 2 and are either divisors of m or, if
G = GUn(q) and m is odd, satisfy e ≡ 2 (mod 4) with e/2 dividing m do

% at this point h(x) has been defined;
Compute Ψ (see Definition 2.6);
if xΨ . 1 (mod h(x)) then

Report (e, m);
end

end
if at least one pair (e, m) was found then

return all reported pairs (e, m) and T;
else

return F;
end

and p j = (δm/e)p. This is proved for p , 2 in our other paper [16], and for p = 2
by Guest and Praeger [5]. Since the first step already divides Ψ by pt, it follows
that at most 1 + j ≤ 1 + logp(δm/e) = O(log d) repetitions are required. The greatest
common divisor of two `-bit integers can be computed in O(`(log `)2 log log `)
bit operations [14]. This is O(`1+o(1)) bit operations, the same as the cost of `-
bit integer division quoted in Section 3.1. So once Φ is known, Ψ is computed
in O(d1+o(1) log d(log q)1+o(1)), namely O(d1+o(1)(log q)1+o(1)), further bit operations.
Recalling that Φ can be computed in O(d1+o(1)(log q)2) bit operations, we see that the
total cost of computing Ψ is also O(d1+o(1)(log q)2) bit operations.

As in Section 3.1, the total cost of finding the characteristic polynomial of g,
determining the existence (or not) of an appropriate factor h(x) and computing xΨ

modulo h(x) is O(dω+o(1) log q) field operations.
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Now, the number div(k) of divisors of an integer k satisfies div(k) = ko(1) [20,
pp. 395–396]. Hence the loop over all divisors e of m (and also, if G = GUn(q)
and m is odd, those e ≡ 2 (mod 4) such that e/2 divides m) is executed O(do(1)) times
(because m ≤ d). So the overall cost of IA is O(d1+o(1)(log q)2) bit operations
plus O(dω+o(1) log q) field operations. Estimating (as in Section 3.1) the cost of a
field operation as O((log q)1+o(1)) bit operations, we conclude that IA costs
O(dω+o(1)(log q)2+o(1)) bit operations.
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