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#### Abstract

A method for solving quasilinear parabolic equations of the types $$
-\left[p\left(u_{x}, x, t\right)\right]_{x}+u_{t}=f, \quad-u_{x x}+p\left(u_{t}, x, t\right)=f
$$ that differs radically from previously known methods is proposed. For each initial-boundary-value problem of one of these types that has boundary conditions of the first kind (second kind), a conjugate initial-boundary-value problem of the other type that has boundary conditions of the second kind (first kind) is defined. Based on the relations connecting the solutions of a pair of conjugate problems, a series of parabolic equations with constant coefficients that do not change step to step is constructed. The method proposed consists in calculating the solutions of the equations of this series. It is shown to have linear convergence. Results of a series of numerical experiments in a finite-difference setting show that one particular implementation of the proposed method has a smaller domain of convergence than Newton's method but that it sometimes converges faster within that domain.


## 1. Introduction

Numerical methods for solving quasilinear parabolic equations, which arise in heat flow with temperature-dependent coefficients and in other nonlinear diffusion processes, have been considered by Geymonat and Sibony [1], Hughes [2], Richtmyer and Morton [7], Samarskiĭ [8] and many others. In the present article,

[^0]we propose a method for solving quasilinear parabolic equations of the types
\[

$$
\begin{gather*}
-\left[p\left(u_{x}, x, t\right)\right]_{x}+u_{t}=f(x, t)  \tag{1.1}\\
-u_{x x}+p\left(u_{t}, x, t\right)=f(x, t) \tag{1.2}
\end{gather*}
$$
\]

that differs radically from the methods found up to the present in the literature. For each parabolic initial-boundary-value problem of one of these types that has boundary conditions of the first kind (second kind), a conjugate problem of the other type that has boundary conditions of the second kind (first kind) is defined. From the relations connecting the solutions of a pair of conjugate problems, a series of parabolic equations with constant coefficients is constructed. The method proposed consists in calculating the solutions of the equations of this series. It can be used in conjunction with any convenient numerical scheme for solving linear parabolic equations. It is an adaption of a related method for solving quasilinear elliptic equations [5].

## 2. Notation and assumptions

We will consider equations (1.1) and (1.2) on the domain $D=(a, b) \times(0, T)$, where $a, b$ and $T$ are finite constants, $a<b$ and $T>0$. For the spaces to be used later on, we adopt notation similar to that of Ladyzhenskaya [4]. Let $W_{2,0}^{1}(a, b)$ denote $\left\{w \in W_{2}^{\prime}(a, b): w(a)=0, w(b)=0\right\}$, where $W_{2}^{\prime}(a, b)=\left\{w \in L_{2}(a, b)\right.$ : $\left.w^{\prime} \in L_{2}(a, b)\right\}$. Define $W_{2,0}^{1}(D)=\left\{u \in W_{2}^{1}(D): u(a, t)=0, u(b, t)=0\right.$ for almost all $t$ in $(0, T)\}$. Let $H^{0}(D)$ stand for $L_{2}(D)$ and $W_{2}^{1,0}(D)$ denote the Hilbert space $\left\{u \in H^{0}(D): u_{x} \in H^{0}(D)\right\}$ with inner product

$$
(u, v)_{W_{2}^{1.0}(D)}:=\iint_{D}\left(u v+u_{x} v_{x}\right) d D
$$

and corresponding norm. Define $V^{1,0}(D)$ to be the Banach space consisting of those elements $u$ of $W_{2}^{1,0}(D)$ for which $u(x, t)$ is in $L_{2}(a, b)$ for each $t, 0 \leqslant t \leqslant T$, and for which $\|u(x, t)\|_{L_{2}(a, b)}$ is a continuous function of $t$, with the norm

$$
\|u\| \nu^{1.0}(D):=\left[\left\|u_{x}\right\|_{H^{0}(D)}^{2}+\frac{1}{2} \max _{0 \leqslant 1 \leqslant T}\|u(x, t)\|_{L_{2}(a, b)}^{2}\right]^{1 / 2} .
$$

Define $V_{0}^{1,0}(D)$ to be $\left\{u \in V^{1,0}(D): u(a, t)=0, u(b, t)=0\right.$ for almost all $t$ in $(0, T)\}$, a strict subspace of $V^{1,0}(D)$. Define $V^{2,1}(D)$ to be the Banach space of elements of $V^{1,0}(D)$ for which $u_{t}$ and $u_{x x}$ are in $H^{0}(D), u_{x}(x, t)$ is in $L_{2}(a, b)$ for
each $t, 0 \leqslant t \leqslant T$, and $\left\|u_{x}(x, t)\right\|_{L_{2}(a, b)}$ is a continuous function of $t$, with the norm

$$
\begin{aligned}
\|u\|_{V^{2.1}(D)}:=\left[\left\|u_{x}\right\|_{H^{0}(D)}^{2}+\left\|u_{t}\right\|_{H^{0}(D)}^{2}+\left\|u_{x x}\right\|_{H^{0}(D)}^{2}\right. & +\frac{1}{2} \max _{0 \leqslant t \leqslant T}\|u(x, t)\|_{L_{2}(a, b)}^{2} \\
& \left.+\max _{0 \leqslant t \leqslant T}\left\|u_{x}(x, t)\right\|_{L_{2}(a, b)}^{2}\right]^{1 / 2}
\end{aligned}
$$

Let $V_{0}^{2,1}(D)=\left\{u \in V^{2,1}(D): u(a, t)=0, u(b, t)=0\right.$ for almost all $t$ in $\left.(0, T)\right\}$ and ${ }_{0} V^{2,1}(D)=\left\{u \in V^{2,1}(D): u_{x}(a, t)=0, u_{x}(b, t)=0\right.$ for almost all $t$ in $(0, T)\}$.

The function $p$ of equations (1.1) and (1.2) will be assumed to satisfy the following conditions (2.1):

For almost all fixed $(x, t)$ in $D, p(X, x, t) \in C^{1}\left(R^{1}\right)$.
$\left.\begin{array}{l}\text { There exist positive constants } m \text { and } M \text { such that, } \\ \text { for all }(X, x, t) \text { in } R^{1} \times D, m \leqslant \frac{\partial p}{\partial X}(X, x, t) \leqslant M .\end{array}\right\}$
For any function $X(x, t)$ in $H^{0}(D), p(X(x, t), x, t)$ is in $H^{0}(D)$; for any function $h(x, t)$ in $H^{0}(D)$, the $X(x, t)$ defined uniquely (cf. condition (2.1b)) by $h(x, t)=p(X(x, t), x, t)$ is in $H^{0}(D)$.

In the conjugate problems defined in this paper, there will occur a function $\hat{p}$ that is related to $p$ as follows. Let $\alpha$ be any fixed element of $H^{0}(D)$ and $(x, t)$ be any fixed point of $D$. The transformation of $X \in R^{1}$ into $Y \in R^{1}$ defined by

$$
\begin{equation*}
Y=p(X, x, t)+\alpha(x, t) \tag{2.2a}
\end{equation*}
$$

is one-to-one and onto by condition (2.1b). Given any $\hat{\beta}$ in $H^{0}(D)$, one can define a function $\hat{p}$ by

$$
\begin{equation*}
X=\hat{p}(Y, x, t)+\hat{\beta}(x, t) \tag{2.2b}
\end{equation*}
$$

This function $\hat{p}$ satisfies conditions (2.1) (with $\hat{m}=1 / M$ and $\hat{M}=1 / m$ instead of $m$ and $M$ in condition (2.1b)). For positive real numbers $\sigma$ and $\tau$, define $R(\sigma)$ and $\hat{R}(\tau)$ to be the smallest real numbers such that

$$
\begin{align*}
& \left|\frac{\partial p}{\partial X}(X, x, t)-\sigma\right| \leqslant R(\sigma)  \tag{2.3a}\\
& \left|\frac{\partial \hat{p}}{\partial X}(X, x, t)-\tau\right| \leqslant \hat{R}(\tau) \tag{2.3b}
\end{align*}
$$

for all ( $X, x, t$ ) in $R^{\mathbf{1}} \times D$. It will be assumed that there exist (positive) $\sigma$ and $\tau$ such that

$$
\begin{equation*}
R(\sigma) \hat{R}(\tau)<1 \tag{2.4}
\end{equation*}
$$

## 3. Solution of quasilinear equations (I)

It is our goal in this section to construct an iterative method for solving the first initial-boundary-value problem for equation (1.1) and the second initial-boundary-value problem for equation (1.2). We first state these two problems precisely and develop relations that exist between their solutions. These relations then serve as the basis for constructing the method, which is shown to have linear convergence.

The first initial-boundary-value problem for equation (1.1) can be formulated as follows. Given $\alpha$ in $H^{0}(D)$ and $\beta$ in $V_{0}^{1,0}(D)$ such that

$$
\begin{equation*}
f=\alpha_{x}-\beta_{t} \tag{3.1}
\end{equation*}
$$

and given $g$ in $L_{2}(a, b)$, find

$$
\begin{equation*}
U \in V_{0}^{1.0}(D) \tag{3.2a}
\end{equation*}
$$

such that

$$
\begin{align*}
& \int_{0}^{t} \int_{a}^{b}\left[p\left(U_{x}, x, t\right) h_{x}-U h_{t}\right] d x d t+\int_{a}^{b}[U(x, t)+\beta(x, t)] h(x, t) d x \\
& \quad=\int_{0}^{t} \int_{a}^{b}\left[-\alpha h_{x}+\beta h_{t}\right] d x d t+\int_{a}^{b}[g(x)+\beta(x, 0)] h(x, 0) d x \tag{3.2b}
\end{align*}
$$

for all $h$ in $W_{2,0}^{1}(D)$ and all $t$ in $(0, T]$. Problem (3.2) can be formally stated as the problem of finding $U$ such that

$$
\begin{gather*}
-\left[p\left(U_{x}, x, t\right)\right]_{x}+U_{t}=\alpha_{x}-\beta_{t} \equiv f \text { in } D  \tag{3.3a}\\
U(x, 0)=g(x) \quad \text { on }(a, b)  \tag{3.3b}\\
U(a, t)=0, \quad U(b, t)=0 \quad \text { on }(0, T) \tag{3.3c}
\end{gather*}
$$

(Equalities (3.3) and all subsequent equalities on $D,(a, b)$ and $(0, T)$ are understood to be "almost everywhere.") The initial condition (3.3b) is contained in equality ( 3.2 b ) and the boundary conditions (3.3c) are contained in condition (3.2a). With a slight change of notation, the second initial-boundary-value problem for equation (1.2) can be formulated as follows. Given $\hat{\alpha}$ in $V_{0}^{1,0}(D), \hat{\beta}$ in $H^{0}(D)$ and $\hat{g}$ in $W_{2}^{1}(a, b)$, find

$$
\begin{equation*}
V \in_{0} V^{2,1}(D) \tag{3.4a}
\end{equation*}
$$

such that

$$
\begin{gather*}
-V_{x x}+\hat{p}\left(V_{t}, x, t\right)=\hat{\alpha}_{x}-\hat{\beta} \text { in } D,  \tag{3.4b}\\
V(x, 0)=\hat{g}(x) \quad \text { on }(a, b) . \tag{3.4c}
\end{gather*}
$$

The $p$ and $f$ of equation (1.2) are replaced by $\hat{p}$ and $\hat{\alpha}_{x}-\hat{\beta}$ in equation (3.4b). The boundary conditions

$$
\begin{equation*}
V_{x}(a, t)=0, \quad V_{x}(b, t)=0 \quad \text { on }(0, T) \tag{3.5}
\end{equation*}
$$

are contained in the space ${ }_{0} V^{2.1}(D)$ of condition (3.4a). We will assume that the data of problems (3.2) and (3.4) satisfy the relations

$$
\begin{gather*}
\hat{\alpha}=-\beta  \tag{3.6a}\\
\hat{g}(x)=\int_{a}^{x}[g(\xi)+\beta(\xi, 0)] d \xi+c \tag{3.6b}
\end{gather*}
$$

where $c$ is an arbitrary constant of integration. A pair of problems (3.2) and (3.4), the data of which satisfy relations (2.1), (2.2) and (3.6) will be called conjugate problems.

The method for solving conjugate problems (3.2) and (3.4) that we will propose is based on relations that exist between the solutions of these problems. Assume that there exists a solution $U$ of problem (3.2). Define a function $V$ by the equalities

$$
\begin{gather*}
V_{x}=U+\beta  \tag{3.7a}\\
V_{t}=p\left(U_{x}, x, t\right)+\alpha \tag{3.7b}
\end{gather*}
$$

The necessary and sufficient condition that such a $V$ exist is that $\left(V_{x}\right)_{t}=\left(V_{t}\right)_{x}$, that is, that

$$
[U+\beta]_{t}=\left[p\left(U_{x}, x, t\right)+\alpha\right]_{x},
$$

which holds since $U$ satisfies equality (3.2b) (and (3.3a)). Inverting relations (3.7), we have

$$
\begin{gather*}
U_{x}=\hat{p}\left(V_{t}, x, t\right)+\hat{\beta}  \tag{3.8a}\\
U=V_{x}+\hat{\alpha} \tag{3.8b}
\end{gather*}
$$

(cf. equalities (2.2) and (3.6a)). Equalities (3.8) imply that $V$ is a solution of the conjugate problem (3.4). Conversely, assuming that a solution $V$ of problem (3.4) exists, one can define a function $U$ by equality ( 3.8 b ). That equality (3.8a) holds for this $U$ is a consequence of equality (3.4b). This $U$ is, by equalities (3.7) (which follow from equalities (3.8)), a solution of problem (3.2). In summary, the solutions of problems (3.2) and (3.4), if they exist at all, occur in pairs that satisfy relations (3.7) and (3.8).

Assume now that positive constants $\sigma$ and $\tau$ are given. (The roles of $\sigma$ and $\tau$ will be discussed below.) From equalities (3.7) and (3.8), it follows that $U$ and $V$ satisfy the following system of quasilinear parabolic problems:

$$
\begin{gather*}
V \in_{0} V^{2,1}(D),  \tag{3.9a}\\
-\sigma V_{x x}+V_{t}=-\sigma[U+\beta]_{x}+p\left(U_{x}, x, t\right)+\alpha \text { in } D,  \tag{3.9b}\\
V(x, 0)=\hat{g}(x) \text { on }(a, b), \tag{3.9c}
\end{gather*}
$$

and

$$
\begin{gather*}
U \in V_{0}^{1,0}(D),  \tag{3.10a}\\
\int_{0}^{t} \int_{a}^{b}\left[U_{x} h_{x}-\tau U h_{t}\right] d x d t+\tau \int_{a}^{b}[U(x, t)-\hat{\alpha}(x, t)] h(x, t) d x \\
=\int_{0}^{t} \int_{a}^{b}\left\{\left[\hat{p}\left(V_{t}, x, t\right)+\hat{\beta}-\tau V_{t}\right] h_{x}-\tau \hat{\alpha} h_{t}\right\} d x d t \\
+\tau \int_{a}^{b}[g(x)-\hat{\alpha}(x, 0)] h(x, 0) d x \tag{3.10b}
\end{gather*}
$$

for all $h$ in $W_{2,0}^{1}(D)$ and all $t$ in $(0, T]$. For example, equality (3.9b) is obtained by differentiating equality (3.7a) with respect to $x$, multiplying it by $-\sigma$ and adding it to equality (3.7b).

Noting that any solution of problems (3.2) and (3.4) must satisfy equalities (3.7) and (3.8) and, hence, also equalities (3.9) and (3.10), we propose solving the quasilinear problems (3.2) and (3.4) by a "back door," that is, by solving system (3.9)-(3.10). We will do this by alternatively solving analogues of problems (3.9) and (3.10) in which the right-hand sides are known. Since the left-hand sides of equations (3.9b) and (3.10) are parabolic operators with constant coefficients, each iteration will consist of solving a relatively simple problem.

Let any element $u^{(n)}$ of $V_{0}^{1,0}(D)$ be given. Define $v^{(n)}$ to be the solution of the problem

$$
\begin{gather*}
v^{(n)} \in_{0} V^{2.1}(D)  \tag{3.11a}\\
-\sigma v_{x x}^{(n)}+v_{t}^{(n)}=-\sigma\left[u^{(n)}+\beta\right]_{x}+p\left(u_{x}^{(n)}, x, t\right)+\alpha \text { in } D,  \tag{3.11b}\\
v^{(n)}(x, 0)=\hat{g}(x) \quad \text { on }(a, b), \tag{3.11c}
\end{gather*}
$$

(cf. problem (3.9)). Problem (3.11) is a well-posed linear parabolic problem with a unique solution (Ladyzhenskaya [4, page 178, Theorem 4.2]). On the other hand, given any element $v^{(n)}$ of ${ }_{0} V^{2,1}(D)$, a function $u^{(n+1)}$ can be found by solving the problem

$$
\begin{equation*}
u^{(n+1)} \in V_{0}^{1,0}(D) \tag{3.12a}
\end{equation*}
$$

$$
\begin{align*}
& \int_{0}^{t} \int_{a}^{b}\left[u_{x}^{(n+1)} h_{x}-\tau u^{(n+1)} h_{t}\right] d x d t+\tau \int_{a}^{b}\left[u^{(n+1)}(x, t)-\hat{\alpha}(x, t)\right] h(x, t) d x \\
&= \int_{0}^{t} \int_{a}^{b}\left\{\left[\hat{p}\left(v_{t}^{(n)}, x, t\right)+\hat{\beta}-\tau v_{t}^{(n)}\right] h_{x}-\tau \hat{\alpha} h_{t}\right\} d x d t \\
&+\tau \int_{a}^{b}[g(x)-\hat{\alpha}(x, 0)] h(x, 0) d x \tag{3.12b}
\end{align*}
$$

for all $h$ in $W_{2,0}^{1}(D)$ and all $t$ in ( $0, T$ ] (cf. problem (3.10)). Problem (3.12) is a well-posed linear parabolic problem with a unique solution (Ladyzhenskaya [4, page 171, Theorem 3.2]). Problem (3.12) can be formally restated as the problem of finding $u^{(n+1)}$ such that

$$
\begin{gather*}
-u_{x x}^{(n+1)}+\tau u_{i}^{(n+1)}=-\left[\hat{p}\left(v_{t}^{(n)}, x, t\right)+\hat{\beta}\right]_{x}+\tau\left[v_{x}^{(n)}+\hat{\alpha}\right]_{t} \text { in } D,  \tag{3.13a}\\
u^{(n+1)}(x, 0)=g(x) \quad \text { on }(a, b),  \tag{3.13b}\\
u^{(n+1)}(a, t)=0, \quad u^{(n+1)}(b, t)=0 \quad \text { on }(0, T) . \tag{3.13c}
\end{gather*}
$$

The initial and boundary conditions (3.13b) and (3.13c) are contained in relations (3.12b) and (3.12a), respectively.

The method we wish to consider consists of iteratively solving problems (3.11) and (3.12), that is, of computing the sequence

$$
\begin{equation*}
u^{(0)} \rightarrow v^{(0)} \rightarrow u^{(1)} \rightarrow v^{(1)} \rightarrow u^{(2)} \rightarrow \cdots, \tag{3.14a}
\end{equation*}
$$

starting from any $u^{(0)}$ in $V_{0}^{1,0}(D)$, or the sequence

$$
\begin{equation*}
v^{(0)} \rightarrow u^{(1)} \rightarrow v^{(1)} \rightarrow u^{(2)} \rightarrow v^{(2)} \rightarrow \cdots, \tag{3.14b}
\end{equation*}
$$

starting from any $v^{(0)}$ in ${ }_{0} V^{2,1}(D)$. A formal proof of the convergence of the method will be presented below. We first explain on the basis of a linear example why convergence can be expected to occur at all and how one goes about choosing $\sigma$ and $\tau$.

Consider the model problem

$$
\begin{equation*}
-d U_{x x}+U_{t}=\alpha_{x}-\beta_{t} \equiv f \text { in } D \tag{3.15}
\end{equation*}
$$

with initial and boundary conditions (3.3b) and (3.3c). Here, $d$ is a constant and $p(X, x, t)=d \cdot X$. With the $\hat{\alpha}$ of equality (3.6a), the $\hat{\beta}$ given by

$$
\begin{equation*}
\hat{\beta}=-\alpha d^{-1} \tag{3.16}
\end{equation*}
$$

and the $\hat{g}$ of equality (3.6b), the conjugate problem is

$$
\begin{equation*}
-V_{x x}+d^{-1} V_{t}=\hat{\alpha}_{x}-\hat{\beta} \quad \text { in } D \tag{3.17}
\end{equation*}
$$

with initial and boundary conditions (3.4c) and (3.5). Relations (3.7) and (3.8) are, for this pair of conjugate problems,

$$
\begin{gather*}
V_{x}=U+\beta, \quad V_{t}=d \cdot U_{x}+\alpha,  \tag{3.18}\\
U_{x}=d^{-1} \cdot V_{t}+\hat{\beta}, \quad U=V_{x}+\hat{\alpha} . \tag{3.19}
\end{gather*}
$$

The linear equations (3.11b) and (3.13a) that are to be used to solve the model "quasilinear" equations (3.15) and (3.17) are

$$
\begin{gather*}
-\sigma v_{x x}^{(n)}+v_{t}^{(n)}=(d-\sigma) u_{x}^{(n)}-\sigma \beta_{x}+\alpha \text { in } D,  \tag{3.20}\\
-u_{x x}^{(n+1)}+\tau u_{t}^{(n+1)}=\left(\tau-d^{-1}\right) v_{x t}^{(n)}+\tau \hat{\alpha}_{t}-\hat{\beta}_{x} \text { in } D . \tag{3.21}
\end{gather*}
$$

In the right-hand side of equation (3.20), we note that the positive constants $d$ and $\sigma$ in the coefficient of $u_{x}^{(n)}$ cancel each other, at least partially. In the right-hand side of equation (3.21), $\tau$ and $d^{-1}$ in the coefficient of $v_{x t}^{(n)}$ also (partially) cancel each other out. This situation raises the expectation that, if the amount of cancellation is sufficiently large, convergence will occur. This is indeed the case, as we will see in the theorem below. In order to guarantee linear convergence, $\sigma$ and $\tau$ must merely be chosen so that the ratio of convergence $R(\sigma) \hat{R}(\tau)$, which, for the present example, equals $|d-\sigma| \cdot\left|d^{-1}-\tau\right|$, is less than unity. The optimum $\sigma$ and $\tau$ are easily found. If we choose $\sigma=d$ and $\tau=d^{-1}$, convergence occurs on the first iteration, since the term involving $u_{x}^{(n)}$ in equation (3.20) and the term involving $v_{x t}^{(n)}$ in equation (3.21) disappear. In this case, the linear equations (3.20) and (3.21) of the proposed method coincide with the model "quasilinear" equations (3.17) and (3.15), respectively.

This realization of how the choice of $\sigma$ and $\tau$ controls convergence of the method for the model equation (3.15) can easily be extended to the original quasilinear problem (3.2). The rate of convergence depends on how much the terms $\sigma u_{x}^{(n)}$ and $p\left(u_{x}^{(n)}, x, t\right)$ on the right-hand side of equation (3.1lb) cancel each other out and how much the terms $\left[\hat{p}\left(v_{t}^{(n)}, x, t\right)\right]_{x}$ and $\tau\left[v_{x}^{(n)}\right]_{t}$ on the right-hand side of equation (3.13a) cancel each other out. Roughly speaking, the greater the cancellation is, the smaller the quantity $R(\sigma) \hat{R}(\tau)$ will be. Linear convergence is guaranteed whenever this quantity, the ratio of convergence, is less than unity. A precise rule for choosing the optimum $\sigma$ and $\tau$ has not been determined. However, on the basis of the example above and the numerical results presented below in Section 5, the author expects that $\sigma$ should be some kind of weighted average of $\partial p(X, x, t) / \partial X$ and $\tau$ should be $1 / \sigma$.

To close this section, we present a formal statement and proof of the convergence of the method.

Theorem 1. Let condition (2.4) be fulfilled. Then the conjugate problems (3.2) and (3.4) have unique solutions $U$ and $V$. The pair $\{U, V\}$ is the unique set of solutions of the system (3.9)-(3.10). The iterates $u^{(n)}$ and $v^{(n)}$ of sequences (3.14) converge linearly in $V_{0}^{1,0}(D)$ to $U$ and linearly in ${ }_{0} V^{2,1}(D)$ to $V$, respectively. The a priori rate of convergence is in both cases $R(\sigma) \hat{R}(\tau)$.

Proof. Replace $n$ by $n-1$ in equality (3.11b), subtract that equality from equality (3.11b) as it stands, multiply the resulting equality by $v^{(n)}-v^{(n-1)}$ and integrate over $(a, b) \times(0, t)$. Making use of the boundary conditions for $v^{(n)}$ and $v^{(n-1)}$ contained in the space ${ }_{0} V^{2,1}(D)$, of the initial condition (3.11c) and of an intermediate-value theorem, we obtain

$$
\begin{align*}
& \sigma \int_{0}^{t} \int_{a}^{b}\left(v_{x}^{(n)}-v_{x}^{(n-1)}\right)^{2} d x d t+\frac{1}{2} \int_{a}^{b}\left[v^{(n)}(x, t)-v^{(n-1)}(x, t)\right]^{2} d x \\
& \quad=\int_{0}^{t} \int_{a}^{b}\left[\frac{\partial p}{\partial\left(u_{x}\right)}\left(u_{x}, x, t\right)-\sigma\right]\left(u_{x}^{(n)}-u_{x}^{(n-1)}\right)\left(v^{(n)}-v^{(n-1)}\right) d x d t \tag{3.22}
\end{align*}
$$

for all $t$ in $(0, T]$, where $u=u^{(n-1)}+c\left(u^{(n)}-u^{(n-1)}\right)$ for some constant $c$, $0<c<1$. Letting $D_{\imath}$ denote $(a, b) \times(0, t)$ and recalling inequality (2.3a), one obtains from equality (3.22) the inequality

$$
\begin{align*}
& \sigma\left\|v_{x}^{(n)}-v_{x}^{(n-1)}\right\|_{H^{0}\left(D_{r}\right)}^{2}+\frac{1}{2}\left\|v^{(n)}(x, t)-v^{(n-1)}(x, t)\right\|_{L_{2}(a, b)}^{2} \\
& \leqslant R(\sigma)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}\left\|v^{(n)}-v^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)} \tag{3.23a}
\end{align*}
$$

Analogously, one can obtain

$$
\begin{align*}
& \left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}^{2}+(\sigma / 2)\left\|v_{x}^{(n)}(x, t)-v_{x}^{(n-1)}(x, t)\right\|_{L_{2}(a, b)}^{2} \\
& \leqslant R(\sigma)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}\left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}  \tag{3.23b}\\
& \sigma\left\|v_{x x}^{(n)}-v_{x x}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}^{2}+\frac{1}{2}\left\|v_{x}^{(n)}(x, t)-v_{x}^{(n-1)}(x, t)\right\|_{L_{2}(a, b)}^{2} \\
& \leqslant R(\sigma)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)}\left\|v_{x x}^{(n)}-v_{x x}^{(n-1)}\right\|_{H^{0}\left(D_{t}\right)} \tag{3.23c}
\end{align*}
$$

for all $t$ in ( $0, T$ ]. Replacing $t$ by $T$ on the right sides of inequalities (3.23), taking the maxima of the left sides, adding the resulting inequalities and simplifying yields

$$
\begin{equation*}
\left\|v^{(n)}-v^{(n-1)}\right\| v^{2,1}(D) \leqslant r R(\sigma)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}(D)}, \tag{3.24}
\end{equation*}
$$

where

$$
r=\frac{\sqrt{3} \max (1, \sqrt{2 T})}{\min (1, \sigma)}
$$

From inequality (3.23b), one can also derive the inequality

$$
\begin{equation*}
\left\|v_{t}^{(n)}-v_{i}^{(n-1)}\right\|_{H^{0}(D)} \leqslant R(\sigma)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}(D)} . \tag{3.25}
\end{equation*}
$$

By similar reasoning, one can show that

$$
\begin{equation*}
\left\|u^{(n+1)}-u^{(n)}\right\| \nu^{1.0}(D) \leqslant \frac{\hat{R}(\tau)}{\min (1, \tau)}\left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}(D)} \tag{3.26}
\end{equation*}
$$

$$
\begin{equation*}
\left\|u_{x}^{(n+1)}-u_{x}^{(n)}\right\|_{H^{0}(D)} \leqslant \hat{R}(\tau)\left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}(D)} \tag{3.27}
\end{equation*}
$$

Inequalities (3.25) and (3.27) imply that

$$
\begin{align*}
&\left\|u_{x}^{(n+1)}-u_{x}^{(n)}\right\|_{H^{0}(D)} \leqslant R(\sigma) \hat{R}(\tau)\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}(D)}  \tag{3.28}\\
&\left\|v_{t}^{(n+1)}-v_{t}^{(n)}\right\|_{H^{0}(D)} \leqslant R(\sigma) \hat{R}(\tau)\left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}(D)} . \tag{3.29}
\end{align*}
$$

Inequalities (2.4), (3.26) and (3.29) imply that, for any $n \geqslant 2$ and any $k \geqslant 1$,

$$
\begin{align*}
\left\|u^{(n+k)}-u^{(n)}\right\| v^{1.0}(D) & \leqslant \sum_{i=n}^{n+k-1}\left\|u^{(1+1)}-u^{(t)}\right\| v^{1.0}(D) \\
& \leqslant \frac{\hat{R}(\tau)}{\min (1, \tau)} \sum_{i=n}^{n+k-1}\left\|v_{t}^{(i)}-v_{t}^{(i-1)}\right\|_{H^{0}(D)} \\
& \leqslant \frac{\hat{R}(\tau)}{\min (1, \tau)} \sum_{t=n}^{n+k-1}[R(\sigma) \hat{R}]^{i-2}\left\|v_{t}^{(2)}-v_{t}^{(1)}\right\|_{H^{0}(D)} \\
& \leqslant \frac{R(\sigma)^{n-2} \hat{R}(\tau)^{n-1}}{[1-R(\sigma) \hat{R}(\tau)] \min (1, \tau)}\left\|v_{t}^{(2)}-v_{t}^{(1)}\right\|_{H^{0}(D)} \tag{3.30}
\end{align*}
$$

Analogously, inequalities (2.4), (3.24) and (3.28) imply that, for any $n \geqslant 2$ and any $k \geqslant 1$,

$$
\begin{equation*}
\left\|v^{(n+k)}-v^{(n)}\right\| v^{2.1(D)} \leqslant \frac{r R(\sigma)^{n} \hat{R}(\tau)^{n-1}}{1-R(\sigma) \hat{R}(\tau)}\left\|u_{x}^{(2)}-u_{x}^{(1)}\right\|_{H^{0}(D)} \tag{3.31}
\end{equation*}
$$

Inequalities (3.30) and (3.31) are statements that $\left\{u^{(n)}\right\}$ and $\left\{v^{(n)}\right\}$ are Cauchy sequences in $V_{0}^{1,0}(D)$ and ${ }_{0} V^{2,1}(D)$, respectively. Define $U=\lim _{n \rightarrow \infty} u^{(n)}$ and $V=\lim _{n \rightarrow \infty} v^{(n)}$. Taking the limit in equality (3.12b), we obtain equality (3.10b). Taking the limit in equalities (3.11b) and (3.11c), we obtain equalities (3.9b) and (3.9c). Choosing $h=U+\beta-V_{x}$ in equality (3.10b) and using the equality

$$
U_{x}=\hat{p}\left(V_{t}+\sigma\left(U_{x}+\beta_{x}-V_{x x}\right), x, t\right)+\hat{\beta}
$$

which is a consequence of equality (3.9b) and relations (2.2), one can show that equality (3.7a) holds. Even if $h=U+\beta-V_{x}$ is not as smooth as required for equality (3.10b), equality (3.7a) still holds and can be proved by a limiting argument. Equalities (3.7a) and (3.9b) imply that equality (3.7b) holds. Since equalities (3.7) hold, equalities (3.8) also hold. It follows from relations (3.6), (3.7) and (3.8) that any solutions $U$ and $V$ of problems (3.9) and (3.10) are solutions of problems (3.2) and (3.4) and vice versa. That the solutions of these problems are unique and that the rates of convergence of $u^{(n)}$ to $U$ and of $v^{(n)}$ to $V$ are linear with ratio $R(\sigma) \hat{R}(\tau)$ can be shown using inequalities similar to inequalities (3.28) and (3.29). The theorem is proved.

We note in passing that arguments similar to those by which inequalities (3.30) and (3.31) were derived can be used to obtain the following a posteriori error bounds:

$$
\begin{align*}
& \left\|u^{(n)}-U\right\|_{V^{1,0}(D)} \leqslant \frac{R(\sigma) \hat{R}(\tau)}{[1-R(\sigma) \hat{R}(\tau)] \min (1, \tau)}\left\|u_{x}^{(n)}-u_{x}^{(n-1)}\right\|_{H^{0}(D)}  \tag{3.32a}\\
& \left\|v^{(n)}-V\right\|_{V^{2.1}(D)} \leqslant \frac{r R(\sigma) \hat{R}(\tau)}{1-R(\sigma) \hat{R}(\tau)}\left\|v_{t}^{(n)}-v_{t}^{(n-1)}\right\|_{H^{0}(D)} \tag{3.32b}
\end{align*}
$$

## 4. Solution of quasilinear equations (II)

We now consider solving the first initial-boundary-value problem for equation (1.2) in $V_{0}^{2,1}(D)$ and solving the second initial-boundary-value problem for equation (1.1) in $V^{1,0}(D)$. Since the results of this section are analogous to those of Section 3, comments and explanation will here be held to a minimum.

The two problems to be considered can be formulated as follows. Given $\alpha$ in $H^{0}(D)$ and $\beta$ in $V^{1,0}(D)$ such that $f=\beta_{x}-\alpha$ and given $g$ in $W_{2,0}^{1}(a, b)$, find

$$
\begin{equation*}
U \in V_{0}^{2,1}(D) \tag{4.1a}
\end{equation*}
$$

such that

$$
\begin{gather*}
-U_{x x}+p\left(U_{t}, x, t\right)=\beta_{x}-\alpha \equiv f \text { in } D  \tag{4.1b}\\
U(x, 0)=g(x) \text { on }(a, b) \tag{4.1c}
\end{gather*}
$$

With a slight change of notation, the second of these problems can be stated as follows. Given $\hat{\alpha}$ in $V^{1,0}(D)$ and $\hat{\beta}$ in $H^{0}(D)$ and given $\hat{g}$ in $L_{2}(a, b)$, find

$$
\begin{equation*}
V \in V^{1,0}(D) \tag{4.2a}
\end{equation*}
$$

such that

$$
\begin{align*}
& \int_{0}^{t} \int_{a}^{b}\left[\hat{p}\left(V_{x}, x, t\right) h_{x}-V h_{t}\right] d x d t+\int_{a}^{b}[V(x, t)+\hat{\alpha}(x, t)] h(x, t) d x \\
& \quad=\int_{0}^{t} \int_{a}^{b}\left(-\hat{\beta} h_{x}+\hat{\alpha} h_{t}\right) d x d t+\int_{a}^{b}[\hat{g}(x)+\hat{\alpha}(x, 0)] h(x, 0) d x \tag{4.2b}
\end{align*}
$$

for all $h$ in $W_{2}^{1}(D)$ and all $t$ in ( $0, T$ ]. The $p$ and $f$ of equation (1.1) are replaced by $\hat{p}$ and $\hat{\beta}_{x}-\hat{\alpha}_{t}$ to create equation (4.2). We will assume that

$$
\begin{equation*}
\hat{\alpha}=-\beta, \quad \hat{g}(x)=g^{\prime}(x)+\beta(x, 0) . \tag{4.3}
\end{equation*}
$$

A pair of problems (4.1) and (4.2) for which conditions (2.1), (2.2) and (4.3) hold will be called a pair of conjugate problems. The relations

$$
\begin{align*}
& V_{x}=p\left(U_{t}, x, t\right)+\alpha, \quad V=U_{x}+\beta  \tag{4.4}\\
& U_{x}=V+\hat{\alpha}, \quad U_{t}=\hat{p}\left(V_{x}, x, t\right)+\hat{\beta} \tag{4.5}
\end{align*}
$$

hold between the solutions of problem (4.1) and (4.2) (cf. relations (3.7) and (3.8)).

We propose the foliowing method for solving a pair of conjugate problems. Let positive constants $\sigma$ and $\tau$ be given. Let $u^{(n)}$ be any element of $V_{0}^{2,1}(D)$. The problem of finding

$$
\begin{equation*}
v^{(n)} \in V^{1,0}(D) \tag{4.6a}
\end{equation*}
$$

such that

$$
\begin{align*}
& \int_{0}^{t} \int_{a}^{b}\left(v_{x}^{(n)} h_{x}-\sigma v^{(n)} h_{t}\right) d x d t+\sigma \int_{a}^{b}\left[v^{(n)}(x, t)-\beta(x, t)\right] h(x, t) d x \\
&= \int_{0}^{t} \int_{a}^{b}\left\{\left[p\left(u_{t}^{(n)}, x, t\right)+\alpha-\sigma u_{t}^{(n)}\right] h_{x}-\sigma \beta h_{t}\right\} d x d t \\
&+\sigma \int_{a}^{b}[\hat{g}(x)-\beta(x, 0)] h(x, 0) d x \tag{4.6b}
\end{align*}
$$

for all $h$ in $W_{2}^{1}(D)$ and all $t$ in $(0, T]$ is a well-posed parabolic problem with a unique solution (Ladyzhenskaya [4, page 178, Theorem 4.1 and page 180 , Remark]). Let $v^{(n)}$ be any element of $V^{1,0}(D)$. The problem of finding

$$
\begin{equation*}
u^{(n+1)} \in V_{0}^{2,1}(D) \tag{4.7a}
\end{equation*}
$$

such that

$$
\begin{gather*}
-\tau u_{x x}^{(n+1)}+u_{t}^{(n+1)}=-\tau\left[v^{(n)}+\hat{\alpha}\right]_{x}+\hat{p}\left(v_{x}^{(n)}, x, t\right)+\hat{\beta} \text { in } D,  \tag{4.7b}\\
u^{(n+1)}(x, 0)=g(x) \text { on }(a, b) \tag{4.7c}
\end{gather*}
$$

is a well-posed parabolic problem with a unique solution (Ladyzhenskaýa [4, page 158, Theorem 2.1]). Problems (4.6) and (4.7) are obtained from relations (4.4) and (4.5) in the same way that problems (3.11) and (3.12) were derived from relations (3.7) and (3.8). The method we propose consists of iteratively solving problems (4.6) and (4.7), that is, computing sequence (3.14a) starting from any $u^{(0)}$ in $V_{0}^{2,1}(D)$ or sequence (3.14b) starting from any $v^{(0)}$ in $V^{1,0}(D)$. The comments in Section 3 concerning why convergence can be expected to occur apply with minor changes here. It is expected that $\sigma$ should be chosen to be some kind of weighted average of $\partial p(X, x, t) / \partial X$ and that $\tau$ should be $1 / \sigma$. The formal statement of the convergence of the method is contained in the following theorem.

Theorem 2. Let condition (2.4) be fulfilled. Then the conjugate problems (4.1) and (4.2) have unique solutions $U$ and $V$. The iterates $u^{(n)}$ and $v^{(n)}$ of sequences (3.14) (obtained by iteratively solving problems (4.6) and (4.7) instead of problems (3.11) and (3.12)) converge linearly in $V_{0}^{2,1}(D)$ to $U$ and linearly in $V^{1,0}(D)$ to $V$, respectively. The a priori rate of convergence is in both cases $R(\sigma) \hat{R}(\tau)$.

The proof of Theorem 2 is similar to that of Theorem 1 and is omitted. $A$ posteriori error bounds analogous to inequalities (3.32) hold:

$$
\begin{equation*}
\left\|u^{(n)}-U\right\|_{\nu^{2,1}(D)} \leqslant \frac{\hat{r} R(\sigma) \hat{R}(\tau)}{1-R(\sigma) \hat{R}(\tau)}\left\|u_{t}^{(n)}-u_{t}^{(n-1)}\right\|_{H^{0}(D)} \tag{4.8a}
\end{equation*}
$$

where

$$
\hat{r}=\frac{\sqrt{3}}{\min (1, \tau)} \max \left\{1,\left[\frac{2 T(b-a)^{2}}{2 \pi^{2}(T+1)+(b-a)^{2}}\right]^{1 / 2}\right\}
$$

and

$$
\begin{equation*}
\left\|v^{(n)}-V\right\|_{V^{1,0}(D)} \leqslant \frac{R(\sigma) \hat{R}(\tau)}{[1-R(\sigma) \hat{R}(\tau)] \min (1, \sigma)}\left\|v_{x}^{(n)}-v_{x}^{(n-1)}\right\|_{H^{0}(D)} \tag{4.8b}
\end{equation*}
$$

## 5. Numerical implementation and comparison with other methods

The above discussion is not based on any one numerical procedure but is carried out on the level of the differential equation before discretization. This fact is of considerable importance, since it implies that the proposed method can be used with any numerical procedure, such as finite differences or finite elements, appropriate for solving linear parabolic equations. We will describe here one way of numerically implementing the method proposed in Section 3 and compare it with solution of quasilinear parabolic equations by the commonly used Newton's method. Before proceeding to the description of the implementations of these methods, we make the following observation.

For the global convergence discussed in Sections 3 and 4, the functions $p$ and $\hat{p}$ are required to satisfy conditions (2.3) and (2.4). These are rather strict requirements that will in practice often not be satisfied globally. If they are, however, satisfied locally for the argument $X$ of $p(X, x, t)$ and the argument $Y$ of $\hat{p}(Y, x, t)$ in some fixed intervals, the method proposed in this paper will converge as long as the arguments $u_{x}^{(n)}$ or $u_{f}^{(n)}$ of $p$ and $v_{t}^{(n)}$ or $v_{x}^{(n)}$ of $\hat{p}$ or the numerical approximations of these arguments remain within the fixed intervals. The purpose of the numerical experiments, the results of which are presented later in this section, is to investigate local convergence for the quasilinear problem (3.3).

To solve problem (3.3) by finite differences, we will use uniform meshes with length $\Delta x=(b-a) / I$ in the $x$-direction and $\Delta t=T / J$ in the $t$-direction, where $I$ and $J$ are integers $\geqslant 2$. The mesh points will be $\left(x_{i}, t_{j}\right)=(a+i \Delta x, j \Delta t)$, where $i$ is an integer between 0 and $I$ (for $U$ ) or an integer plus one-half between $-1 / 2$ and $I+1 / 2$ (for $V$ ) and $j$ is an integer between 0 and $J$. The finite-difference approximation of any unknown function and the value of any known function at ( $x_{i}, t_{j}$ ) will be denoted by adding a subscript $i$ and a superscript $j$. For example, $u_{i}^{(n) \jmath}$ and $V_{i}^{j}$ are the approximations of $u^{(n)}\left(x_{i}, t_{j}\right)$ and $V\left(x_{i}, t_{j}\right)$ and $f_{i}^{j}$ stands for $f\left(x_{i}, t_{j}\right)$. All finite-difference equations will be based on the implicit " $T$ " scheme with truncation error $O\left((\Delta x)^{2}+\Delta t\right)$.

We describe first the implementation of Newton's method (cf. Richtmyer and Morton [7, Section 8.6]). Equations (3.3a) and (3.3c) are approximated by the nonlinear system of equations

$$
\begin{gather*}
-\frac{1}{\Delta x}\left[p\left(\frac{U_{i+1}^{j+1}-U_{i}^{j+1}}{\Delta x}, x_{i+1 / 2}, t_{j+1}\right)-p\left(\frac{U_{i}^{j+1}-U_{i-1}^{j+1}}{\Delta x}, x_{i-1 / 2}, t_{j+1}\right)\right] \\
+\frac{U_{i}^{j+1}-U_{i}^{J}}{\Delta t}=f_{i}^{j+1 / 2}, \quad i=1, \ldots, I-1 \\
U_{0}^{j+1}=U_{I}^{j+1}=0 \tag{5.1}
\end{gather*}
$$

In what follows, $j$ is considered to be a fixed integer, $0 \leqslant j \leqslant J-1$. When solving system (5.1) by Newton's method, one calculates the ( $n+1$ )-st approximations $u_{i}^{(n+1))^{+1}}$ of the $U_{i}^{j+1}$ from the $n$th approximations $u_{i}^{(n) j+1}$ and the known values $U_{i}^{J}$ of the previous time step by solving the linear system

$$
\begin{gather*}
-\frac{1}{\Delta x}\left[p^{\prime}\left(\frac{u_{i+1}^{(n) j+1}-u_{i}^{(n) j+1}}{\Delta x}, x_{i+1 / 2}, t_{j+1}\right)\left(\frac{w_{i+1}-w_{i}}{\Delta x}\right)\right. \\
\left.-p^{\prime}\left(\frac{u_{i}^{(n) j+1}-u_{i-1}^{(n) j+1}}{\Delta x}, x_{i-1 / 2}, t_{j+1}\right)\left(\frac{w_{i}-w_{i-1}}{\Delta x}\right)\right]+\frac{w_{i}}{\Delta t} \\
=f_{i}^{(+1 / 2}+\frac{1}{\Delta x}\left[p\left(\frac{u_{i+1}^{(n) j+1}-u_{i}^{(n) j+1}}{\Delta x}, x_{i+1 / 2}, t_{j+1}\right)\right. \\
\left.-p\left(\frac{u_{i}^{(n) j+1}-u_{i-1}^{(n) j+1}}{\Delta x}, x_{i-1 / 2}, t_{j+1}\right)\right] \\
-\frac{u_{i}^{(n) j+1}-U_{i}^{j}}{\Delta t}, \quad i=1, \ldots, I-1 \\
w_{0}=w_{l}=0 \tag{5.2a}
\end{gather*}
$$

for the $w_{t}$ and setting

$$
\begin{equation*}
u_{i}^{(n+1) j+1}=u_{i}^{(n) j+1}+w_{i}, \quad i=1, \ldots, I-1 \tag{5.2b}
\end{equation*}
$$

For each given $j$, one iteratively solves system (5.2) starting from the initial approximations $u_{i}^{(0) j+1}=U_{i}^{\prime}$ (on the first time step, one uses the initial condition (3.3b) in the form $U_{i}^{0}=g\left(x_{i}\right)$ ) and accepts $u_{i}^{(n+1) j+1}$ as $U_{t}^{j+1}$ for the first $n$ such that

$$
\begin{equation*}
\max _{1 \leqslant i \leqslant I-1}\left|u_{i}^{(n+1) j+1}-u_{i}^{(n) j+1}\right| \leqslant \varepsilon_{1} \tag{5.3}
\end{equation*}
$$

One then proceeds to repeat the process again on the next time step.
The implementation of the method proposed in the present paper is as follows. Equation (3.11b) is approximated by

$$
\begin{align*}
&-\sigma \frac{v_{i+1 / 2}^{(n)+1}-2 v_{i-1 / 2}^{(n) j+1}+v_{i-3 / 2}^{(n)+1}}{(\Delta x)^{2}}+\frac{v_{i-1 / 2}^{(n) j+1}-V_{i-1 / 2}^{J}}{\Delta t} \\
&=-\sigma \frac{u_{i}^{(n) j+1}+U_{i}^{J}+\beta_{i}^{j+1 / 2}-u_{i-1}^{(n) j+1}-U_{i-1}^{j}-\beta_{i-1}^{j+1 / 2}}{2 \Delta x} \\
&+p\left(\frac{u_{i}^{(n),+1}-u_{i-1}^{(n),+1}+U_{i}^{j}-U_{i-1}^{j}}{2 \Delta x}, x_{i-1 / 2}, t_{j+1 / 2}\right) \\
&+\alpha_{i-1 / 2}^{j+1 / 2}, \quad i=1, \ldots, I . \tag{5.4a}
\end{align*}
$$

The homogeneous Neumann boundary conditions contained in the space ${ }_{0} V^{2,1}(D)$ of condition (3.11a) are approximated to second order by

$$
\begin{equation*}
v_{-1 / 2}^{(n)+1}=v_{1 / 2}^{(n) j+1}, \quad v_{I+1 / 2}^{(n)+1}=v_{I-1 / 2}^{(n) j+1} . \tag{5.4b}
\end{equation*}
$$

Equations (3.13a) and (3.13c) are approximated by

$$
\begin{align*}
& -\frac{u_{i+1}^{(n+1) J+1}-2 u_{i}^{(n+1) j+1}+u_{i-1}^{(n+1) J+1}}{(\Delta x)^{2}}+\tau \frac{u_{i}^{(n+1) j+1}-U_{i}^{j}}{\Delta t} \\
& = \\
& \frac{1}{\Delta x}\left[-\hat{p}\left(\frac{v_{i+1 / 2}^{(n) 1_{2}^{+1}-V_{i+1 / 2}^{\prime}}}{\Delta t}, x_{i+1 / 2}, t_{j+1 / 2}\right)-\hat{\beta}_{i+1 / 2}^{j+1 / 2}+\tau \frac{v_{i+1 / 2}^{(n), 1}-V_{i+1 / 2}^{j}}{\Delta t}\right. \\
& \left.\quad+\hat{p}\left(\frac{v_{i-1 / 2}^{(n) j+1}-V_{i-1 / 2}^{j}}{\Delta t}, x_{i-1 / 2}, t_{j+1 / 2}\right)+\hat{\beta}_{i-1 / 2}^{j+1 / 2}-\tau \frac{v_{i-1 / 2}^{(n),+1}-V_{i-1 / 2}^{j}}{\Delta t}\right] \\
&  \tag{5.5}\\
& +\frac{\tau}{\Delta t}\left[\hat{\alpha}_{i}^{\jmath+1}-\hat{\alpha}_{i}^{\prime}\right], \quad i=1, \ldots, I-1, \\
& u_{0}^{(n+1) j+1}=u_{I}^{(n+1) j+1}=0 .
\end{align*}
$$

For each given $j$, one repeatedly solves system (5.4) for the $v_{i-1 / 2}^{(n) i+1}$ and system (5.5) for the $u_{i}^{(n+1)}+{ }^{+1}$ starting from the initial approximations $v_{i-1 / 2}^{(0),+1}=V_{i-1 / 2}^{\prime}$ or $u_{i}^{(0)+1}=U_{i}^{j}$ (on the first time step, the initial conditions (3.11c) and (3.13b) are used in the forms $V_{i-1 / 2}^{0}=\hat{g}\left(x_{i-1 / 2}\right)$ and $\left.U_{i}^{0}=g\left(x_{i}\right)\right)$ and accepts $u_{i}^{(n+1) j+1}$ as $U_{i}^{j+1}$ for the first $n$ such that inequality (5.3) is fulfilled. One then proceeds to repeat the process again on the next time step. In this particular implementation,
Table 1
Computing times and errors for solving problem (3.3) (* means "time expired").

| $c_{1}$ | $c$ | Newton's <br> method | Method of pseudolinear equations with $\sigma=1 / \tau=$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0.6 | 0.8 | 1.0 | 1.2 | 1.4 | 1.6 |  |
| 0.01 | 1 | 3.24 sec | 3.76 sec | 3.66 sec | 2.64 sec | 3.68 sec | 3.76 sec | 3.82 sec |  |
|  |  | 0.00224804 | 0.00229952 | 0.00239806 | 0.00241732 | 0.00241191 | 0.00239894 | 0.00238416 |  |
| 0.01 | 10 | 4.26 sec | 7.66 sec | 5.98 sec | 4.76 sec | 4.62 sec | 5.24 sec | 6.04 sec |  |
|  |  | 0.0328677 | 0.0164864 | 0.0192751 | 0.0211567 | 0.0224456 | 0.0233329 | 0.0239438 |  |
| 0.01 | 100 | 5.70 sec | 60 sec | 60 sec | 60 sec | 23 sec | 23 sec | 23 sec |  |
|  |  | 0.815539 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |  |
| 0.1 | 1 | 3.56 sec | 3.94 sec | 3.68 sec | 2.98 sec | 3.76 sec | 3.94 sec | 3.90 sec |  |
|  |  | 0.00238973 | 0.00223743 | 0.00237036 | 0.00241503 | 0.00242638 | 0.00242413 | 0.00241618 |  |
| 1 | 1 | 4.16 sec | 5.50 sec | 4.66 sec | 3.96 sec | 4.12 sec | 4.12 sec | 4.18 sec |  |
|  |  | 0.00328677 | 0.00164865 | 0.00192754 | 0.00211561 | 0.00224456 | 0.00233332 | 0.00239439 |  |
| 10 | 1 | 4.46 sec | 60 sec | 60 sec | 60 sec | 23 sec | 23 sec | 23 sec |  |
|  |  | 0.00531361 | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |  |

TABLE 1 (continued)

| $c_{1}$ | $c$ | $c$ | Method of pseudolinear equations with $\sigma=1 / \tau=$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1.8 | 2.0 | 3.0 | 4.0 | 5.0 | 6.0 | 7.0 |  |
| 0.01 | 1 | 4.50 sec | 4.74 sec | 6.36 sec | 8.44 sec | 11.60 sec | 15.62 sec | 22.98 sec |  |
|  |  | 0.00236966 | 0.00235614 | 0.00230531 | 0.00227411 | 0.00225355 | 0.00223924 | 0.00222834 |  |
| 0.01 | 10 | 6.32 sec | 5.76 sec | 7.80 sec | 10.12 sec | 13.82 sec | 17.98 sec | 24.34 sec |  |
|  |  | 0.0243630 | 0.0246486 | 0.0251077 | 0.0250268 | 0.0248527 | 0.0246796 | 0.0245271 |  |
| 0.01 | 100 | 23 sec | 23 sec | 23 sec | 23 sec | 23 sec | 23 sec | 23 sec |  |
|  |  | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ |  |
| 0.1 | 1 | 4.64 sec | 4.84 sec | 6.32 sec | 8.62 sec | 11.16 sec | 15.50 sec | 21.88 sec |  |
|  |  | 0.00240600 | 0.00239520 | 0.00234785 | 0.00231538 | 0.00229304 | 0.00227656 | 0.00226452 |  |
| 1 | 1 | 4.10 sec | 4.90 sec | 6.92 sec | 8.60 sec | 11.10 sec | 13.96 sec | 19.58 sec |  |
|  |  | 0.00243630 | 0.00246485 | 0.00251081 | 0.00250263 | 0.00248530 | 0.00246792 | 0.00245275 |  |
| 10 | 1 | 23 sec | 13.38 sec | 8.24 sec | 8.94 sec | 8.86 sec | 11.24 sec | 12.68 sec |  |
|  |  | $*$ | 0.00145087 | 0.00189186 | 0.00215299 | 0.00230729 | 0.00239993 | 0.00245678 |  |

the method of Section 3 is used independently on each subdomain $(a, b) \times$ $\left(t_{j}, t_{j+1}\right)$ rather than on all of $D$ simultaneously. The value of the inverse function $\hat{p}(Y, x, t)$ is calculated by the standard Newton's method for scalar-valued functions. The $(k+1)$-st Newton iterate $X_{k+1}$ is accepted as $\hat{p}(Y, x, t)$ for the first $k$ such that

$$
\begin{equation*}
\left|X_{k+1}-X_{k}\right| \leqslant \varepsilon_{2} \tag{5.6}
\end{equation*}
$$

Computer programs for carrying out each of the three methods described above were coded and examples with the data

$$
\begin{aligned}
& a=0, \quad b=1, \quad T=1, \quad p(X, x, t)=\left(1+c_{1} X^{2}\right) X, \quad g(x)=\hat{g}(x) \equiv 0 \\
& f(x, t)=2 c t^{2}\left\{1+3 c_{1}\left[c t^{2}(1-2 x)\right]^{2}\right\}+2 c t x(1-x), \quad \beta(x, t) \equiv 0 \\
& \alpha(x, t)=\int_{.5}^{x} f(\xi, t) d \xi, \quad \Delta x=0.1, \quad \Delta t=0.01, \quad \varepsilon_{1}=10^{-6}, \quad \varepsilon_{2}=10^{-8}
\end{aligned}
$$

(exact solution is $U=c t^{2} x(1-x)$ ) were run for various constants $c_{1}$ and $c$ on a BESM-6 at the Computing Center of the Siberian Branch of the Academy of Sciences of the USSR in Novosibirsk, the use of which the author acknowledges with gratitude. The symmetric tridiagonal matrix systems that arise during the computations were solved using Cholesky decomposition by the procedures of Martin and Wilkinson [6].

Numerical results for the two methods, designated "Newton's method" and "method of pseudolinear equations," are presented in Table 1. In each box of the table, two items are given: the first is the computing time (exclusive of compilation time and time for printing) quantified in units of 0.02 sec . and the second is a measure of the error at $t=T=J \Delta t$ of the approximate numerical solution versus the exact theoretical solution $U=c t^{2} x(1-x)$ given by

$$
\max _{1 \leqslant i \leqslant I-1}\left|U_{i}^{J}-U\left(x_{i}, T\right)\right|
$$

If the computations were not completed up to $t=T$, the computing time and the symbol * (denoting "time expired") were entered in the box.

From the data in Table 1, one sees that, for the two cases of "small nonlinearity," $c_{1}=0.01,0.1, c=1$, the method of pseudolinear equations with optimum parameters $\sigma=1, \tau=1$ (optimum with respect to computing time by comparison with the other entries for these cases) is $18.5 \%$ and $16.3 \%$ faster than Newton's method. However, for larger nonlinearities, the performance of the method of pseudolinear equations is not as good. For $c_{1}=1, c=1$ with optimum parameters $\sigma=1, \tau=1$, it is only $4.8 \%$ faster than Newton's method. For $c_{1}=0.01$, $c=10$ with optimum parameters $\sigma=1.2, \tau=1 / 1.2$, it is $8.5 \%$ slower. For $c_{1}=10, c=1$ with optimum parameters $\sigma=3, \tau=1 / 3$, it is $84.8 \%$ slower. Finally, for $c_{1}=0.01, c=100$, it fails to converge at all.

A comparison of the optimum $\sigma$ observed in Table 1 with the minima and maxima over $\bar{D}$ of $\partial p\left(U_{x}, x, t\right) / \partial\left(U_{x}\right)$ is given in Table 2 . It shows that the optimum $\sigma$ lie between the minima and maxima, closer to the minima (cf. discussion of how to choose $\sigma$ in Section 3).

Table 2
Comparison of observed optimum $\sigma$ to minima and maxima of $\partial p\left(U_{x}, x, t\right) / \partial\left(U_{x}\right)$, with $U=c t^{2} x(1-x)$.

| $c_{1}$ | $c$ | $\min _{\bar{D}} \frac{\partial p\left(U_{x}, x, t\right)}{\partial\left(U_{x}\right)}$ | $\max _{\bar{D}} \frac{\partial p\left(U_{x}, x, t\right)}{\partial\left(U_{x}\right)}$ | observed optimum <br> $\sigma$ from Table 1 |
| :--- | ---: | :---: | :---: | :---: |
| 0.01 | 1 | 1 | 1.03 | 1 |
| 0.01 | 10 | 1 | 4 | 1.2 |
| 0.01 | 100 | 1 | 301 | - |
| 0.1 | 1 | 1 | 1.3 | 1 |
| 1 | 1 | 1 | 4 | 1 |
| 10 | 1 | 1 | 31 | 3 |

From the viewpoint of accuracy, the relative performance of the method of pseudolinear equations improves as the nonlinearity increases-just the opposite of the situation for computing time. For small nonlinearities ( $c_{1}=0.01,0.1$, $c=1$ ), the minimum and maximum of the relative errors for the method of pseudolinear equations are $0.89 \%\left(=0.00222834 / 0.25\right.$ for $c_{1}=0.01, c=1, \sigma=$ 7.0 ) and $0.97 \%\left(=0.00242638 / 0.25\right.$ for $\left.c_{1}=0.1, c=1, \sigma=1.2\right)$. The relative errors of Newton's method for these cases lie between these two values. For larger nonlinearities ( $c_{1}=0.01, c=10$ and $c_{1}=1,10, c=1$ ), however, the method of pseudolinear equations, which has relative errors between $0.58 \% \quad(=$ $0.00145087 / 0.25$ for $\left.c_{1}=10, c=1, \sigma=2.0\right)$ and $1.00 \%(=0.00251081 / 0.25$ for $c_{1}=1, c=1, \sigma=3.0$ ), is significantly more accurate than Newton's method, which has relative errors between $1.31 \%\left(=0.0328677 / 2.5\right.$ for $\left.c_{1}=0.01, c=10\right)$ and $2.13 \%\left(=0.00531361 / 0.25\right.$ for $\left.c_{1}=10, c=1\right)$.

## 6. Concluding remarks

The main computational advantage of the method of pseudolinear equations is that, on all iterations, only the right-hand side of the linear algebraic system to be solved need be recalculated. For Newton's method, on the other hand, both the right-hand side and the matrix must be recalculated on each iteration.

In terms of overall applicability, the method of pseudolinear equations has one final advantage over Newton's method. The function $p$ is required by the method of pseudolinear equations to be only (boundedly) differentiable with respect to $X$ (see inequalities (2.3) and (2.4)), while Newton's method (Kantorovich and Akilov [3, Chapter 18]) requires roughly one additional order of differentiability.
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