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BERNSTEIN'S INEQUALITY IN THE BIVARIATE CASE 

BY 

KENNETH MULLEN 

SUMMARY. If Xl9 X2f... , Xn, is a set of n independent random 
variables, such that 2LY,=0, Var(Xt)=(i*, and if / is a real positive 
number and a2=2<or£, then Bernstein [2] has given an upper 
bound for Pr[S A'* > to] when the X's are bounded. The best English 
language discussion of Bernstein's work is probably by Bennett [1]. 
In this paper we consider the bivariate case where random vectors 
(Xu YJ, (Xt, y 2 ) , . . . , (XH9 Yn) are observed, where EX^EY^ 
0, Var(Ar

<)=Var(y,/)=o,J, EXtYi=po*. An expression for the upper 
bound for Pr[2 X^ta, S Y^to] is given when both ^and Fare 
bounded. 

Derivation. 

THEOREM. Let t, a, and b be real positive numbers and consider n independent 

random variables (Xl9 FJ , (X29 Y2),. . . , (Xn, Yn) where EX—EY^O, Var(JQ= 

Var(7,)=(7<, EXJ^pal a 2 = 2 L i A and for which \X.\KR, \ YJKR, then 

(-t2(2 - \p\)\ 

Proof. Consider e
aXi+hTi, then 

eaX'+bTi = ll+aXt+f ^U+bY.+ f ^ ) . 
I r=2 r! i l s=2 Si I 

Expanding, taking expectations, and noting that EaX—EbY^O, we get 

where 

Ee = l+abpGi+—-—+—-—+abai(Ci+Di+Ei) 

. « ar-*EX\ 

00 hs~2FY2. 

B , = 2
 EYt 

s=2 s!a?i 

(i) c,.=2 

12 
00 a^EYfXÏ 

HCT? 

" bs-'EXtY'{ 

* ~~ 2* l 2 
s=2 51(7* 

p £ * a^b-iEXIY't 
Ei=z 2 — m — • 
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Thus we can write 

Eeaxi+*r< < expj W + * M \ M i + a 6 o . c \ 

where Mt=Max.(Ai, Bt), 

Gt = p+Cf+Di+Ef. 

Now if S(X)=ZLiXo S(Y)=2li Yt then 

EeaSux)+wr) < exM^+^AM+abaG} 

where M=max Mf, G=max G> 
Let h(X, Y) be a nonnegative function of Z a n d Y with p.d.f. /(x, y), so that 

A(Z, 7)>jS:whenZ>C 1 , Y>C2. 

E[h(X,Y)] = r \"'h(x,y)f(x,y)dxdy>[ [ h(x, y)f(x, y) dx dy 
J—oo J—oo Jx>CiJy>Cz 

£ X f f / ( * , j>) <fe dy = K P [ Z ^ Clf F > CJ . 

Now if A(Z, y)=exp(aZ+6y) then 

exp^aCi+oCa) 

Replace X by S(X), F by -S(T), Cx=Cz=ta, then 

exp((a + fc)(to)) 
, , ^ 2 ^ 2 ï,2^.2> 

< exp{ (^-+^- \M+abo2G-(to)(a+b)\. 

This right-hand side is minimized with respect to a and b for 

ao2M + bo2G = to 

ba2M+ao2G = to 
i.e. w 

(2) 

Thus 

(3) 

Now 

hen 

we can 

suppose 

write: 

M = 

P[S(X) > 

that 

t 
" a{a + b)' 

G 

to, S(Y) > ta] < 

G(Q 

exp : 

t 
+by 

-to{a + b) 

\ 

E\Xt\
T <\oy.WT-*\ r,s>2 

E | y,|' < iffjs! Wr-2I W a constant 

then since EXr
t<E \Xi\r we have 

1-aW 1-bW 
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Now without loss of generality assume a>b (a=b can be omitted), so that we 
can state Aft-<(1 —aW)'1, which being independent of / implies that 

1 
(4) 

Further 

where r, 

suppose that 

s>2, 

M<,—-—. 
1-aW 

EWUXtl'ZlploîrlVr-1 

EWiUYJ'^MoïsW'-1 

E\Xi\
r\Yi\

s<\P\a]rls\Wr-
Wis a. constant, then 

MaW 
1-aW 

D ^ \p\bW 
1-bW 

„ „ \p\abW* 

iw*-i 

(l-aW)(l-bW) 
Noting that the right-hand sides are independent of /, we have 

I 1-aW 1-bW (l-aW)(l-bW)f 
( 5 )

 = \P\ 
(l-aW)(l-bW)' 

Let us now choose W so that 

(6) 1-bW < \P\ 
then from (4), (5), and (6) 

o(a + b) ~" 1-aW "~ (l-aW)(l-bW) 
Taking the left most inequality yields 

. t—ab 
a > 

a+tW 
which, when put into (3) gives 

P[S(X) > to, S(Y) > ta] < e x p M ^ ( i ± ^ > 
I 2 a+tW 

Using (6) gives 
\-t2(2 - \P\y 

P[S(X) > ta, S(Y) > ta] < exp 
I 2{a-tW) 

or 
{-t\2 - \p\)) 

(7) P[S(X) > ta, S(Y) > ta] < exp / wX . 
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Of particular interest are bounded variables satisfying 

l*,l <R, \Yt\£R 
for which 

EWm'KlriotR'-'Rr-1 

so that W=3R is the smallest value of W t̂hat can be used. Then (7) becomes 

f-r2(2 - \p\)) 
(8) P[S(X) > ta, S(Y) > ta] < exp 

and the proof is complete. When |p| = l and we have in effect only one random 
variable, then (8) reduces to the univariate case (see Reference [1]). When |/>|=0, 
(8) is the product of two univariate cases. 
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