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On n-Dimensional Steinberg Symbols

Fernando Pablos Romo

Abstract. The aim of this work is to provide a new approach for constructing n-dimensional Steinberg

symbols on discrete valuation fields from (n + 1)-cocycles and to study reciprocity laws on curves

related to these symbols.

1 Introduction

In 1959 J.-P. Serre [16] introduced the local symbols on curves in order to study
the factorization of a rational morphism of complete curves through a generalized

Jacobian of Rosenlicht. The additive local symbol (the classic residue on curves) and
the multiplicative local symbol (the tame symbol) are examples of these symbols.

For years, an open problem was to provide a “local” definition of the local sym-

bols, because the definition offered by J.-P. Serre involved a “global” condition, i.e.,
the reciprocity law (the Weil reciprocity law in the multiplicative case and the residue

theorem in the additive one).

In 1968 J. Tate [17] gave a definition of the residues of differentials on curves
in terms of traces of certain linear operators on infinite-dimensional vector spaces.

Furthermore, he proved the residue theorem (the additive reciprocity law) from the

finiteness of the cohomology groups H0(C,OC ) and H1(C,OC ). With this work, he
gave a “local” construction of the additive local symbol (it depends only on the local

ring of a closed point in an algebraic curve).
In 1989 Arbarello, De Concini, and Kac [1] solved the problem of the “local” char-

acterization of the multiplicative local symbol by offering a new definition of the tame

symbol of an algebraic curve from the commutator of a certain central extension of
groups. Analogously to Tate’s construction, those authors deduced the reciprocity

law for a complete curve from the finiteness of its cohomology when the ground field

is algebraically closed. In 2002, I provided an interpretation of their central extension
in terms of determinants associated with vector subspaces[11]. The cohomological

definition offered, which involves topics of Steinberg symbols, is valid for curves over
a perfect field and gives a new method for studying arithmetic symbols. Moreover,

the sign of the expression of the tame symbol appears in a natural way because I

proved that the tame symbol is a distinguished element in the cohomology class in-
duced by the commutator of the central extension.

In 2004 I also obtained a cohomological characterization of the tame symbol over

an arbitrary discrete valuation field, where the sign was again obtained from a distin-
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guished element in the cohomology class induced by the commutator of a determi-
nantal central extension of groups [10].

Moreover, A. N. Parshin [12] and J. L. Brylinsky and D. A. McLaughlin [3] have

studied symbols on surfaces that generalize the definition of J.-P. Serre on curves, and

have offered reciprocity laws for them.

Explicitly, in 1985 Parshin introduced a symbol associated with a sequence p ∈
C ⊂ S, where C is a curve on an algebraic surface S, and p is a closed point of C. If f ,
g and h are three functions on S, the expression of the symbol is

(1.1) 〈 f , g, h〉(p,C) = (−1)α(p,C)

( f vC (g)·vp(h)−vC (h)·vp(g)

gvC ( f )·vp(h)−vC (h)·vp( f )
· hvC ( f )·vp(g)−vC (g)·vp( f )

)
|C

(p),

where

α(p,C) = vC ( f ) · vC (g) · vp(h) + vC ( f ) · vC(h) · vp(g) + vC (g) · vC (h) · vp( f )

+ vC ( f ) · vp(g) · vp(h) + vC (g) · vp( f ) · vp(h) + vC (h) · vp( f ) · vp(g)

where vC is the discrete valuation induced by C (a codimension one subvariety of S),

and vp is a discrete valuation induced by the closed point p and a function z on S

such that vC (z) = 1.

We point out that this explicit expression is not completely due to Parshin: i.e., the

higher dimensional tame symbol was defined by Parshin up to the sign, and the full
definition, including the sign, was given by I. Fesenko in his thesis in 1986, published

in 1988 [4] (for the English translation, see [5]).

In [10] I offered a new interpretation of the Parshin symbol on an algebraic surface

as iterated tame symbols in order to deduce a reciprocity law from the finiteness of
the cohomology groups H0(C,OC ) and H1(C,OC ), and, have recently studied the

2-dimensional Steinberg symbols on arbitrary discrete valuation fields, which can

be defined from 3-cocycles related to iterated commutators of central extensions of
groups [8].

In [1, 8, 10, 11] the authors offered a new method for studying the respective sym-
bols, and in [8, 10, 11] I obtained a cohomological characterization of them from the

commutators of central extensions of groups where the sign appears in a natural way.

This paper is devoted to studying n-dimensional generalizations of Serre’s local

symbols by extending the method given in [8] from n = 3 to n ∈ N − {1}.

If F is a field and G is a commutative group, a map ψ : F∗(n+1) −→ G is called an

n-dimensional Steinberg symbol when:

(i) ψ is multiplicative in each argument:

ψ(. . . , fi · f̃i, . . . ) = ψ(. . . , fi, . . . ) · ψ(. . . , f̃i, . . . )

for all fi, f̃i ∈ F∗.

(ii) ψ(. . . , f , . . . , 1 − f , . . . ) = 1 for all f 6= 1.
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Parshin [13], Brylinsky and McLaughlin [2], and Fesenko and S. Vostokov [4,
5] have studied these symbols on algebraic and analytic varieties, and have offered

reciprocity laws for them.

In the above context, the aim of this paper is to offer a general theory for n-

dimensional Steinberg symbols on discrete valuation fields and to contribute to a

better understanding of these symbols. From the determinantal central extension
offered in [10] we construct an (n + 1)-cocycle that determines an element of the

cohomology group Hn+1(F∗, k∗) such that there exists a distinguished symbol in the

cohomology class of the (n + 1)-cocycle satisfying a condition that is the generaliza-
tion to the n-dimensional case of one of the conditions given by J.-P. Serre to define

the local symbol in the case n = 1. In this construction the sign of the explicit ex-
pression of the symbol also appears in a natural way.

We show that this symbol is an n-dimensional Steinberg symbol; that it gener-

alizes the well-known explicit expression of the n-dimensional tame symbol; that it
is possible to apply it to several geometric situations (where it is not necessary to

assume that the ground field is algebraically closed); and that the reciprocity laws as-

sociated with complete curves C are again a direct consequence of the finiteness of
the cohomology groups H0(C,OC ) and H1(C,OC ).

The organization of the paper is as follows:

Section 2 contains a brief summary of the results of the paper [8]. Section 3

deals with the main results of this work. Namely, if we consider a family of fields

{Fi}i∈{0,1,...,n}, such that Fi is a discrete valuation field for i ∈ {1, . . . , n}, K(vFi
) is a

finite separable extension of Fi−1, deg(vFi
) = dimFi−1

K(vFi
), and NK(vFi

)/Fi−1
is the

norm of the extension of fields Fi−1 →֒ K(vFi
), and we set F0 = k; then we construct

a map: ( · , . . . , · )vFn ,...,vF1
: F∗

n
(n+1) −→ k∗ .

We show that ( · , . . . , · )vFn ,...,vF1
is an n-dimensional Steinberg symbol when

Fi−1 = K(vFi
) for all i 6= 1. We should remark that our construction generalizes the

definition of the Parshin–Fesenko–Vostokov symbols and the Brylinsky–McLaughlin

symbols, because those symbols satisfy the condition that Fi−1 = K(vFi
) for all i 6= 1

(Example 3.15).

Finally, Section 4 is devoted to offering a reciprocity law for the symbols defined

previously when F1 = ΣC , ΣC being the function field of a complete, irreducible
and non-singular curve over a perfect field. Similar to Tate’s proof of the Residue

Theorem [17], this reciprocity law is a direct consequence of the finiteness of the

cohomology groups H0(C,OC) and H1(C,OC ).

2 Preliminaries on 3-Cocycles and 2-Dimensional Steinberg symbols

Let F be a discrete valuation field, and let K(vF) be its residue class field. The valuation

ring associated with vF is denoted by OvF
, and mvF

is its maximal ideal. Let us consider
a field K , such that K(vF) is a finite separable extension of K , deg(vF) = dimK K(vF),

and NK(vF )/K is the norm of the extension of fields K →֒ K(vF).

Definition 2.1 We shall use the term tame central extension to refer to a central
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extension of groups 1 → K∗ → F̃∗ → F∗ → 1, such that its commutator is

{ f , g}eF∗ = NK(vF)/K

[ f vF(g)

gvF ( f )
(mod mvF

)
]
∈ K∗ for f , g ∈ F∗.

Remark 2.2. If F is any field with a discrete valuation vF whose residue class field is

K(vF), for each field K such that K(vF) is a finite separable extension of K there exists

a tame central extension associated with (F, vF,K) [8]. This extension is, in fact, a
determinantal central extension in the sense of [1].

If we consider two tame central extensions of groups,

1 → K∗ → F̃∗ → F∗ → 1, 1 → k∗ → K̃∗ → K∗ → 1,

by fixing an element z ∈ F∗ such that vF(z) = 1, we have a 3-cocycle

{ · , · , · }z
vF ,vK

: F∗ × F∗ × F∗ −→ k∗,

defined as:

{ f0, f1, f2}
z
vF ,vK

=
∏

j∈Z/3

[
{{ f j, z}eF∗ , { f j+1, z}eF∗}eK∗

]−vF( f j+2)·deg(vF)
∈ k∗,

with fi ∈ F∗. It is clear that

{ f1, f2, f3}
z
vF ,vK

=
[
{{ f1, z}eF∗ , { f2, z}eF∗}eK∗

] (−1)3vF ( f3)·deg(vF)

·
[
{{ f1, z}eF∗ , { f3, z}eF∗}eK∗

] (−1)2vF( f2)·deg(vF)

·
[
{{ f2, z}eF∗ , { f3, z}eF∗}eK∗

] (−1)1vF( f1)·deg(vF)
.

Moreover, if f ∈ F∗, we write

f (vF, vK ) = Nk(vK )/k

[
NK(vF )/K( f (mod mvF

))(mod mvK
)
]
∈ k∗,

which is a well-defined map when vF( f ) = 0, and

vK

[
NK(vF )/K( f (mod mvF

))
]

= 0.

Hence, if f , g, h ∈ F∗, and vz
K ( f ) = vK({ f , z}eF∗), it follows from the results of [8]

that the value of the 3-cocycle { f , g, h}z
vF,vK

is

( f deg(vF)[vF(g)·vz
K (h)−vF(h)·vz

K (g)]

gdeg(vF)[vF( f )·vz
K (h)−vF(h)·vz

K ( f )]
· hdeg(vF)[vF( f )·vz

K (g)−vF(g)·vz
K ( f )]

)
(vF, vK) ∈ k∗.

This expression is independent of the choice of z and we can write { · , · , · }vF ,vK

to refer to this cocycle. Note that this expression generalizes the Parshin-Fesenko-

Vostokov symbol on an algebraic surface (1.1).
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Another explicit expression of { · , · , · }vF ,vK
is:

{ f , g, h}vF,vK
= ( f vK ({h,g}eF∗ ) · gvK ({ f ,h}eF∗ ) · hvK ({g, f}eF∗ ))deg(vF)(vF, vK ),

with f , g, h ∈ F∗. Moreover, for each morphism of commutative groups ϕ : k∗ → G,

the tame central extension of groups associated with (K, vK , k) determines another
central extension

(2.1) 1 → G → K̃∗
ϕ → K∗ → 1

such that the 3-cocycle, induced by the tame central extension associated with
(F, vF,K) and the central extension (2.1), is:

{ f , g, h}ϕvF,vK
= ϕ({ f , g, h}vF,vK

) ∈ G.

Let us a now consider a discrete valuation field F and a commutative group G.

Definition 2.3 A map ψ : F∗ × F∗ × F∗ → G is called a Steinberg symbol when

(i) ψ is multiplicative in each argument:

ψ( f1 · f2, g, h) = ψ( f1, g, h) · ψ( f2, g, h),

ψ( f , g1 · g2, h) = ψ( f , g1, h) · ψ( f , g2, h),

ψ( f , g, h1 · h2) = ψ( f , g, h1) · ψ( f , g, h2),

for all fi, gi , hi ∈ F∗.

(ii) ψ( f , 1 − f , g) = ψ( f , g, 1 − f ) = ψ(g, f , 1 − f ) = 1 for all f 6= 1.

Remark 2.4. If K(vF) = K , according to [8], for each morphism of commutative

groups ϕ : k∗ → G there exists a unique Steinberg symbol ( f , g, h)ϕvF,vK
in the coho-

mology class
[{ · , · , · }ϕvF ,vK

] ∈ H3(F∗,G)

that satisfies the condition

( f , g, h)ϕvF,vK
= { f , g, h}ϕvF,vK

when vF( f ) = vz
K ( f ) = 0.

Moreover, there exist reciprocity laws on curves associated with the Steinberg sym-

bols ( · , · , · )ϕvF ,vK
.

The aim of this paper is to provide an approach for constructing n-dimensional

Steinberg symbols from (n + 1)-cocycles that will generalize the above method.

3 n-Dimensional Steinberg Symbols

3.1 Central Extensions and (n + 1)-Cocycles

Let us consider n + 1 commutative groups {Gi}i∈{0,1,...,n} with n ≥ 2. If we have n

central extensions of groups

(3.1) 1 → Gi−1 → G̃i → Gi → 1,
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by fixing (n − 1) morphisms of groups τ j : G j → Z, for j ∈ {2, . . . , n}, and a family
of elements Z2,n = {z2, . . . , zn}, with zi ∈ Gi , we can define recurrently the map

{ · , . . . , · }
τn,Z2,n

eG,n : G(n+1)
n −→ G0 as

(3.2) { f1, . . . , fn+1}
τn,Z2,n

eG,n =

n+1∏
i=1

[{{ f1, zn} eGn
, . . . , {̂ fi, zn} eGn

, . . . , { fn+1, zn} eGn
}
τn−1,Z2,n−1

eG,n−1
](−1)iτn( fi ),

where { · , · }eGi
is the commutator of the central extension (3.1), and {̂ fi, zn} means

that { fi, zn} is omitted.

Bearing in mind that the commutator of a central extension is a bimultiplicative

map, one has that { · , . . . , · }
τn,Z2,n

eG,n is multiplicative in each argument:

{. . . , f1 · f2, . . . }
τn,Z2,n

eG,n = {. . . , f1, . . . }
τn,Z2,n

eG,n · {. . . , f2, . . . }
τn,Z2,n

eG,n ,

for every f1, f2 ∈ Gn. Moreover, since the commutator of a central extension is skew-

symmetric, the map { · , . . . , · }
τn,Z2,n

eG,n satisfies the property:

{. . . , f , . . . , f , . . .}
τn,Z2,n

eG,n = 1

for all f ∈ Gn. Furthermore, from the definition of { · , . . . , · }
τn,Z2,n

eG,n , one also has

that:

{ fσ(1), . . . , fσ(n+1)}
τn,Z2,n

eG,n = [{ f1, . . . , fn+1}
τn,Z2,n

eG,n ]sign σ

for any permutation σ ∈ Sn+1.

Lemma 3.1 The map { · , . . . , · }
τn,Z2,n

eG,n is a (n + 1)-cocycle.

Proof Since { · , . . . , · }
τn,Z2,n

eG,n is bimultiplicative in each argument, one has that

{ f2, . . . , fn+2}
τn,Z2,n

eG,n · [{ f1, . . . , fn+1}
τn,Z2,n

eG,n ](−1)n+2

=

n+1∏
i=1

[{ f1, . . . , fi · fi+1, . . . fn+1}
τn,Z2,n

eG,n ](−1)i+1

with f1, . . . , fn+2 ∈ Gn, which is the definition of a (n + 1)-cocycle [6].

3.2 (n + 1)-Cocycles on Discrete Valuation Fields

Let F be a discrete valuation field and let K(vF) be its residue class field. The valuation
ring associated with vF is denoted by OvF

, and mvF
is its maximal ideal.

Let us consider a family of fields {Fi}i∈{0,1,...,n}, such that Fi is a discrete valuation

field for i ∈ {1, . . . , n}; K(vFi
) is a finite separable extension of Fi−1, deg(vFi

) =
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dimFi−1
K(vFi

), and NK(vFi
)/Fi−1

is the norm of the extension of fields Fi−1 →֒ K(vFi
).

We set F0 = k. If we now consider n tame central extensions of groups (Defini-

tion 2.1),
1 → F∗

i−1 → F̃∗
i → F∗

i → 1,

fixing elements Z2,n = {z2, . . . , zn}, with zi ∈ F∗
i and vFi

(zi) = 1, and considering
the group morphisms

τ j := ind
F j−1

K(vF j
) : F∗

j −→ Z

f 7−→ vF f
( f ) · deg(vF j

),

by using the method of subsection 3.1 we obtain an induced (n + 1)-cocycle

{ · , . . . , · }
ind

Fn−1
K(vFn

)
,Z2,n

fF∗
n ,...,

fF∗
1

: F∗
n

(n+1) −→ k∗.

To simplify, we denote this (n + 1)-cocycle by { · , . . . , · }
Z2,n
vFn ,...,vF1

.

Let us now set

v̄
Zn−i+1,n

n−i ( f ) = vFn−i

(
{. . . {{ f , zn}fF∗

n
, zn−1}gF∗

n−1
, . . . , zn−i+1}F̃∗

n−i+1

)
∈ Z,

for f ∈ F∗
n . Note that Zn,n = zn.

Different choices for the parameters Zn−i+1,n = {zn, . . . , zn−i+1} induce transfor-

mations

v̄
Z ′

n−i+1,n

n−i = v̄
Zn−i+1,n

n−i + λ1v̄
Zn−i+2,n

n−i+1 + · · · + λi−1v̄zn

n−1 + λi vFn
,

with λ j ∈ Z, Z ′
n−i+1,n being {z ′n, . . . , z

′
n−i+1}.

Hence, if f1, . . . , fn+1 ∈ F∗
n , we can consider the (n + 1, n)-matrix

Ã( f1, . . . , fn+1) =




vFn
( f1) v̄zn

n−1( f1) . . . v̄
Z2,n

1 ( f1)
...

...
...

vFn
( fn+1) v̄zn

n−1( fn+1) . . . v̄
Z2,n

1 ( fn+1)


 .

If we denote by Ãi( f1, . . . , fn+1), the matrix obtained from Ã( f1, . . . , fn+1) by

eliminating its i-th row, we have that the determinant det Ãi( f1, . . . , fn+1) will be
independent of the choices of the elements z2, . . . , zn. Moreover, we can denote by

Ãs
i, j( f1, . . . , fn+1) the matrix obtained from Ã( f1, . . . , fn+1) by eliminating its i-th and

j-th rows and its s-th column.

Proposition 3.2 If f1 . . . , fn+1 ∈ F∗
n , the (n + 1)-cocycle { f1, . . . , fn+1}

Z2,n
vFn ,...,vF1

has

the value:

NK(vF1
)/k

(
. . .NK(vFn )/Fn−1

([ n+1∏
i=1

f
(−1)i+1d(n,...,2) det eAi ( f1,..., fn+1)
i

]
(vFn

)
)
. . .

)
(vF1

)
)
,

where d(m, . . . ,m − i) = deg(vFm
) . . .deg(vFm−i

), and (vFi
) names an equivalent class

(modulo mvFi
) that determines an element of K(vFi

).
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Proof Proceeding by induction on n, when n = 2 this cocycle is the 3-cocycle
{ · , . . . , · }z

vF ,vK
(§2) and its explicit expression coincides with the required result.

In the general case, the statement is deduced from formula (3.2), bearing in mind
the properties of the determinants.

Corollary 3.3 The (n + 1)-cocycle { · , . . . , · }
Z2,n
vFn ,...,vF1

is independent of the choices of

z2, . . . , zn.

Accordingly, we henceforth write { · , . . . , · }vFn ,...,vF1
to denote this (n+1)-cocycle.

Furthermore, bearing in mind again the properties of the determinants, we have

the following from Proposition 3.2.

Corollary 3.4 Keeping the above notation,

vF1
({ f1, . . . , f̂i, . . . , fn+1}vFn ,...,vF2

) = (−1)n−1d(n, . . . , 3) det Ãi( f1, . . . , fn+1).

Corollary 3.5 If f1, . . . , fn ∈ F∗
n , then an explicit expression of the (n + 1)-cocycle

{ · , . . . , · }vFn ,...,vF1
is

{ f1, . . . , fn+1}vFn ,...,vF1
= NK(vF1

)/k

(
. . .NK(vFn )/Fn−1

([ n+1∏
i=1

f
γi

i

]
(vFn

)
)
. . .

)
(vF1

)
)
,

with γi = (−1)i+n deg(vF2
)vF1

({ f1, . . . , f̂i, . . . , fn+1}vFn ,...,vF2
).

Remark 3.6. For each morphism of commutative groups ϕ : k∗ → G, the tame cen-
tral extension of groups associated with (F1, vF1

, k) determines another central exten-

sion

(3.3) 1 → G → (F̃∗
1 )ϕ → F∗

1 → 1,

such that the (n + 1)-cocycle, induced by the tame central extensions associated with

(Fi, vFi
, Fi−1) and the central extension (3.3), is

{ f1, . . . , fn+1}
ϕ
vFn ,...,vF1

= ϕ({ f1, . . . , fn+1}vFn ,...,vF1
).

3.3 n-dimensional Steinberg Symbols

This subsection is devoted to constructing symbols from the (n + 1)-cocycles

{ · , . . . , · }ϕvFn ,...,vF1
referred to previously.

With the above notations, let us now consider a map: ψ : F∗
n

(n+1) −→ G.
We say that ψ satisfies the Steinberg relations when:

(i) ψ is multiplicative in each argument:

ψ(. . . , fi · f̃i, . . . ) = ψ(. . . , fi, . . . ) · ψ(. . . , f̃i, . . . )

for all fi, f̃i ∈ F∗
n ;
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(ii) ψ(. . . , f , . . . , 1 − f , . . . ) = 1 for all f 6= 1.

Definition 3.7 A map ψ : F∗
n

(n+1) −→ G is called an n-dimensional Steinberg symbol

when it satisfies the Steinberg relations.

Remark 3.8. It follows from its definition that an n-dimensional Steinberg symbol

also satisfies the relations

• ψ( fσ(1), . . . , fσ(n+1)) = ψ( f1, . . . , fn+1)sign σ for any permutation σ ∈ Sn+1,
• ψ( f , f , f3, . . . , fn+1) = ψ( f ,−1, f3, . . . , fn+1) and ψ( f ,− f , f3, . . . , fn+1) = 1.

Moreover, each n-dimensional Steinberg symbolψ factors through (n+1) Milnor’s

K-group Kn+1(F), i.e.,:

F∗
n

(n+1)

π
$$HH

HH
HH

HH
H

ψ
// G

Kn+1(F)

φ
<<zzzzzzzzz

,

where φ is a morphism of groups.

The (n + 1)-cocycle { · , . . . , · }vFn ,...,vF1
satisfies the first n-dimensional Steinberg

relation. However, { · , . . . , · }vFn ,...,vF1
is not an n-dimensional Steinberg symbol be-

cause it follows from Proposition 3.2 that:

{ f ,− f , f3 . . . , fn+1}vFn ,...,vF1
= (−1)d(n,...,1) det eA1( f , f , f3 ..., fn+1).

We shall now give a cohomological definition of an n-dimensional Steinberg sym-
bol from the (n + 1)-cocycle { · , . . . , · }vFn ,...,vF1

. According to the definition of the

(n + 1)-th cohomology group, Hn+1(F∗
n , k

∗) = Zn+1(F∗
n , k

∗)/Bn+1(F∗
n , k

∗) (see [6],

p. 53), one has that { · , . . . , · }vFn ,...,vF1
determines a cohomology class

[
{ · , . . . , · }vFn ,...,vF1

]
∈ Hn+1(F∗

n , k
∗).

We should recall that c̄ ∈ Zn+1(F∗
n , k

∗) is an (n + 1)-coboundary i.e.,

c̄ ∈ Bn+1(F∗
n , k

∗)

if there exists a function on n variables φ on F∗
n to k∗ such that:

c̄(x1, . . . , xn+1) = (δφ)(x1, . . . , xn+1)

= φ(x2, . . . , xn+1) · φ(x1, . . . , xn)(−1)n+1

·
n∏

i=1

φ(x1, . . . , xi · xi+1, . . . , xn+1)(−1)i

for all x1, . . . , xn+1 ∈ F∗
n .
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Lemma 3.9 With the previous notations, if n > 1 and setting Ã( f1, . . . , fn+1) = (ai j),

the function cλ : F∗
n

(n+1) −→ k∗, defined as: cλ( f1, . . . , fn+1) = (−1)λ·β( f1,..., fn+1), with

λ ∈ Z and β( f1, . . . , fn+1) =
∑

i

∑
j<k a ji aki det Ãi

j,k( f1, . . . , fn+1), is an (n + 1)-

coboundary for all λ ∈ Z.

Proof If A(x1, . . . , xn) is a (n, n)-matrix, we denote by Ak
h(x1, . . . , xn) the matrix ob-

tained from it by eliminating its h-th row and its k-th column.

With the above notation, we write:

Ã( f̃1, . . . , f̃n) =




vFn
( f̃1) v̄zn

n−1( f̃1) . . . v̄
Z2,n

1 ( f̃1)
...

...
...

vFn
( f̃n) v̄zn

n−1( f̃n) . . . v̄
Z2,n

1 ( f̃n)


 ,

with f̃1, . . . , f̃n ∈ F∗
n . Note that Ã( f̃1, . . . , f̃n) is an (n, n)-matrix with entries in Z.

Setting φ( f̃1, . . . , f̃n) to

∑
i

([ ∑
j odd

a ji(a ji − 1)

2
det Ãi

j( f̃1, . . . , f̃n)
]

+
[ ∑

j<k,
j odd

a ji aki det Ãi
k( f̃1, . . . , f̃n)

])
,

if we consider the function on n variables φ̃( f̃1, . . . , f̃n) = (−1)φ( ef1,...,efn), an easy

computation shows that

(δφ̃)( f1, . . . , fn+1) = (−1)

∑
i

∑
j<k

a ji aki det eAi
j,k( f1,..., fn+1)

,

and the statement is proved.

Proposition 3.10 If n > 1, there exists a unique (n + 1)-cocycle ( · , . . . , · )vFn ,...,vF1

in the cohomology class [{ · , . . . , · }vFn ,...,vF1
] ∈ Hn+1(F∗

n , k
∗) satisfying the following

conditions:

(i) ( · , . . . , · )vFn ,...,vF1
is multiplicative in each argument.

(ii) ( fσ(1), . . . , fσ(n+1))vFn ,...,vF1
= [( f1, . . . , fn+1)vFn ,...,vF1

]sign σ for any permutation

σ ∈ Sn+1.

(iii) ( f ,− f , f3, . . . , fn+1)vFn ,...,vF1
= 1 for all f , f3, . . . , fn+1 ∈ F∗

n .

(iv) ( f1, f2, f3, . . . , fn+1)vFn ,...,vF1
= { f1, f2, f3, . . . , fn+1}vFn ,...,vF1

if

vFn
( f1) = v̄zn

n−1( f1) = · · · = v̄1( f1) = 0.

Proof Since ( · , . . . , · )vFn ,...,vF1
∈ [{ · , . . . , · }vFn ,...,vF1

], one has that

( f1, . . . , fn+1)vFn ,...,vF1
= c( f1, . . . , fn+1) · { f1, . . . , fn+1}vFn ,...,vF1

,

where c is an (n + 1)-coboundary.

We shall compute the value of c bearing in mind the conditions of the Proposition.
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If we consider the morphism of groups:

ṽn := vFn
× v̄zn

n−1 × · · · × v̄
Z2,n

1 : F∗
n −→ Z

(n),

we have a commutative diagram of morphisms of groups:

F∗
n

(n+1)

n+1∏
i=1

(evn)
��

c

%%LLLLLLLLLLLLLL

n+1∏
i=1

Z
(n)

ec
// k∗,

where c̃ is a (n + 1)-coboundary satisfying the properties:

• c̃(. . . , xi + x̃i , . . . ) = c̃(. . . , xi, . . . ) · c̃(. . . , x̃i , . . . );
• c̃(xσ(1), . . . , xσ(n+1)) = c̃(x1, . . . , x(n+1)sign σ for any permutation σ,

for all xi , x̃i ∈ Z
(n).

If x1 = (x1 j), . . . , xn+1 = (x(n+1) j) ∈ Z
(n), we can consider the (n + 1, n)-matrix

Ã(x1, . . . , xn+1) =




x11 x12 . . . x1n

...
...

...

x(n+1)1 x(n+1)2 . . . x(n+1)n


 .

A computation shows that

c̃(x1, . . . , xn+1) = (−1)d(n,...,1)·B(x1,...,xn+1),

where

B(x1, . . . , xn+1) =
∑

i

∑
j<k

α jiαki det Ãi
j,k(x1, . . . , xn+1)

with Ã(x1, . . . , xn+1) = (αi j).

Hence, it follows from Lemma 3.9 that for all fi ∈ F∗
n , the only (n + 1)-cocycle in

the cohomology class
[
{ · , . . . , · }vFn ,...,vF1

]
∈ Hn+1(F∗

n , k
∗)

satisfying the conditions (i)–(iv) is

( f1, . . . , fn+1)vFn ,...,vF1
= c( f1, . . . , fn+1) · { f1, . . . , fn+1}vFn ,...,vF1

,

c being the (n + 1)-coboundary

c( f1, . . . , fn+1) = (−1)d(n,...,1)·β( f1,..., fn+1),

and
β( f1, . . . , fn+1) =

∑
i

∑
j<k

a jiaki det Ãi
j,k( f1, . . . , fn+1)

with Ã( f1, . . . , fn+1) = (ai j). Note that this expression is independent of the choices

made.
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Proposition 3.11 If Fi−1 = K(vFi
) for all i 6= 1, one has that

( f , 1 − f , f3, . . . , fn+1)vFn ,...,vF1
= 1

for all f , f3, . . . , fn+1 ∈ F∗
n with f 6= 1. Therefore, ( · , . . . , · )vFn ,...,vF1

is an n-dimen-

sional Steinberg symbol.

Proof When vFn
( f ) < 0 or vFn

( f ) > 0, the claim is confirmed by translating to
the n-dimensional situation the arguments of the proof of J. Milnor in the case of

the tame symbol [7]. Moreover, in these cases the statement is true for an arbitrary

family of valuation fields {Fi}.

For the remaining case, when vFn
( f ) = vFn

(1 − f ) = 0, it follows from the defini-

tion of the n + 1-cocycle { · , . . . , · }vFn ,...,vF1
(3.2) that

{ f , 1 − f , f3, . . . , fn+1}vFn ,...,vF1
=

∏
i≥3

[{
{ f , zn}fF∗

n
, 1 − { f , zn}fF∗

n
. . . , { fn+1, zn}fF∗

n
}
} zn,...,z3

vFn ,...,vF2

] (−1)i vFn ( fi )

.

Since the statement of the proposition is true for n = 2 [8], we can proceed by

induction on n. Thus, we have that

{
{ f , zn}fF∗

n
, 1 − { f , zn}fF∗

n
, . . . , {̂ fi, zn}fF∗

n
. . . , { fn+1, zn}fF∗

n

}
vFn ,...,vF2

=

(−1)
P

s6=1

P
j<k; j 6=i 6=k;i≥3 a jsaks det eA1,s

i, j,k
( f ,1− f , f3,..., fn+1),

where Ã
1,s
i, j,k( f , 1− f , f3, . . . , fn+1) is the matrix obtained from Ã( f , 1− f , f3, . . . , fn+1)

by eliminating its i-th, j-th and k-th rows and its first and s-th columns.

One can therefore see that

{ f , 1 − f , f3, . . . , fn+1}vFn ,...,vF1
= (−1)

deg(vF1
)

∑
s6=1; j<k

a jsaks det eAs
j,k( f ,1− f , f3 ,..., fn+1)

,

and bearing in mind that

∑
j<k, j≥3

a j1ak1 det Ã1
j,k( f , 1 − f , f3, . . . , fn+1) = 0

because, according to the above considerations, the first and second rows of the ma-

trix Ã( f , 1 − f , f3, . . . , fn+1) are equal or the second row is null, we conclude that

{ f , 1 − f , f3, . . . , fn+1}vFn ,...,vF1
= (−1)deg(vF1

)β( f ,1− f , f3,..., fn+1).

Accordingly, one also sees that ( f , 1 − f , f3, . . . , fn+1)zn,...,z2
vFn ,...,vF1

= 1 in this latter

case, and the claim is proved.
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Theorem 3.12 When Fi−1 = K(vFi
) for all i 6= 1, ( · , . . . , · )vFn ,...,vF1

is the unique

Steinberg symbol in the cohomology class [{ · , . . . , · }zn,...,z2
vFn ,...,vF1

] ∈ Hn+1(Fn
∗, k∗) sat-

isfying the condition ( f1, . . . , fn+1)vFn ,...,vF1
= { f1, . . . , fn+1}vFn ,...,vF1

when vFn
( f1) =

v̄zn

n−1( f1) = · · · = v̄
Z2,n

1 ( f1) = 0.

Proof The statement follows immediately from the results proved in Proposition
3.10 and Proposition 3.11.

Corollary 3.13 With the notations of Remark 3.6, if Fi−1 = K(vFi
) for all

i 6= 1, one has that there exists a unique Steinberg symbol ( · , . . . , · )ϕvFn ,...,vF1
in

the cohomology class [{ · , . . . , · }ϕvFn ,...,vF1
] ∈ Hn+1(F∗,G) satisfying the condition

( f1, . . . , fn+1)ϕvFn ,...,vF1
= { f1, . . . , fn+1}

ϕ
vFn ,...,vF1

when vFn
( f1) = v̄zn

n−1( f1) = · · · =

v̄
Z2,n

1 ( f1) = 0.

Proof A direct consequence of the previous theorem and the definition of the (n+1)-

cocycle { · , . . . , · }ϕvFn ,...,vF1
is that

( f1, . . . , fn+1)ϕvFn ,...,vF1
= cϕ( f1, . . . , fn+1) · { f1, . . . , fn+1}

zn,...,z2
vFn ,...,vF1

,ϕ

for all f1, . . . , fn+1 ∈ F∗, where cϕ( f1, . . . , fn+1) = (h−1)deg(vF1
)·β( f1,..., fn+1) with h−1 =

ϕ(−1).

Example 3.14 Let Fn be an n-dimensional local field: that is, a complete discrete
valuation field whose residue field Fn−1 is an (n − 1)-local field, 0-dimensional local

fields being perfect fields of positive characteristic. Thus, with the above notations,

in this case one has that K(vFi
) = Fi−1 for every i ∈ {1, . . . , n}, and setting k = F0,

the respective tame central extensions induce a symbol

( · , . . . , · )vFn ,...,vF1
: F∗

n
(n+1) −→ k∗.

In particular, if k is a perfect field of positive characteristic, and we consider the dis-
crete valuation fields Fi = k((u1)) . . . ((ui)), where vFi

is the valuation induced by the

parameter zi = ui , and f1, . . . , fn+1 ∈ k((u1)) . . . ((un))∗, we have that the value of

the symbol ( f1, . . . , fn+1)vFn ,...,vF1
is

(−1)
βvFn

,...,vF1
( f1,..., fn+1)( n+1∏

h=1

f
(−1)h+1 det eAh( f1,..., fn+1)
h

)
|ui=0

∈ k∗,

where

βvFn ,...,vF1
( f1, . . . , fn+1) =

∑
i

∑
j<k

a ji aki det Ãi
j,k( f1, . . . , fn+1),

with Ã( f1, . . . , fn+1) = (ai j).

Example 3.15 Let X be an n-dimensional smooth, proper, and geometrically ir-

reducible scheme over a perfect field k, and let us consider a complete flag x ⊂
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X1 ⊂ · · · ⊂ Xn = X of smooth, proper, and geometrically irreducible schemes with
dim (Xi) = i.

If ΣXi
is the function field of Xi , the codimension-one closed subscheme Xi−1

defines a discrete valuation vXi−1
: Σ

∗
Xi

→ Z, whose residue class field is ΣXi−1
(the

function field of Xi−1).

Moreover, since X1 is an irreducible and non-singular algebraic curve, the point
x ∈ X1 defines another discrete valuation vx : Σ

∗
C → Z, whose residue class field is

k(x).

Hence, setting Fi = ΣXi
, vFi

= vXi−1
, F0 = k, and fixing elements zi ∈ ΣXi

such
that vXi−1

(zi) = 1, for all f1, . . . , fn−1 ∈ Σ
∗
X , one has that

( f1, . . . , fn+1)vXn−1
,...,vx

= (−1)
γvXn−1

,...,vx ( f1,..., fn+1)
· { f1, . . . , fn+1}vXn−1

,...,vx
,

where

γvXn−1
,...,vx

( f1, . . . , fn+1) = deg(x) · βvXn−1
,...,vx

( f1, . . . , fn+1),

βvXi−1
,...,vx

( f1, . . . , fn+1) being the integer number referred to in Example 3.14, and

{ f1, . . . , fn+1}vXn−1
,...,vx

= Nk(x)/k

[( n+1∏
h=1

f
(−1)h+1 det eAh( f1,..., fn+1)
h

)
|X1

(x)
]
∈ k∗ ,

where deg(x) = dimkk(x), and Nk(x)/k is the norm of the finite extension k →֒ k(x).
When k is an algebraically closed field, the symbol ( · , . . . , · )vXn−1

,...,vx
is the Bry-

linsky–McLaughlin symbol [2] associated with the sequence of varieties x ⊂ X1 ⊂
· · · ⊂ Xn = X, and if n = 2, one has the Parshin symbol associated with the sequence
of varieties x ∈ C ⊂ S [12]. Identically, when n = 1 for a perfect field, we recover the

tame symbol of an algebraic curve [11].

Furthermore, if k is a finite field that contains the m-th roots of unity, with #k = q,
one has the morphism of groups

φm : k∗ −→ µm, λ 7−→ λ
q−1

m ,

which induces a symbol

( f1, . . . , fn+1)φm
vXn−1

,...,vx
= (−1)

δvXn−1
,...,vx ( f1,..., fn+1)

· { f1, . . . , fn+1}
φm
vXn−1

,...,vx
,

{ f1, . . . , fn+1}
φm
vXn−1

,...,vx
being equal to

Nk(x)/k

[( n+1∏
h=1

f
(−1)h+1 det eAh( f1,..., fn+1)
h

)
|X1

(x)
] q−1

m ,

and δvXn−1
,...,vx

=
q−1

m
γvXn−1

,...,vx
for all f1, . . . , fn+1 ∈ Σ

∗
X .

In this case, when n = 1 we obtain the Hilbert norm residue symbol of an alge-
braic curve [15].

Note that the symbols of this example satisfy the hypothesis of Theorem 3.12 and

Corollary 3.13.
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4 Reciprocity Law on Curves

This section is devoted to studying a reciprocity law for the symbols defined above,

using a method similar to Tate’s proof of the Residue Theorem [17], when F1 is the
function field of an algebraic curve.

Let us now consider an irreducible and non-singular curve C over a perfect field
k and a closed point x ∈ C. If F1 = ΣC , vF1

= vx, k(x) is the residue class field of a

closed point x ∈ C, deg(x) = dimkk(x), and Nk(x)/k is the norm of the finite extension

k →֒ k(x), for a family of discrete valuation fields {Fi}i∈{0,1,...,n} with the conditions
of subsection 3.2, and for a morphism of commutative groups ϕ : k∗ −→ G, we have

a symbol:

( · , . . . , · )ϕvFn ,...,vF2
,vx

: F∗
n

(n+1) −→ G.

Keeping the notations of the previous section, and fixing elements zi ∈ F∗
i with

vFi
(zi) = 1 for i 6= 1, for each f1, . . . , fn+1 ∈ F∗

n the explicit expression of this symbol

is:

( f1, . . . , fn+1)ϕvFn ,...,vF2
,vx

= (h−1)
γvFn

,...,vF2
,vx ( f1,..., fn+1)

· { f1, . . . , fn+1}
ϕ
vFn ,...,vF2

,vx
,

with h−1 = ϕ(−1), and

γvFn ,...,vF2
,vx

( f1, . . . , fn+1) =
∑

i

∑
j<k

a ji aki det Ã(vx)
i

j,k( f1, . . . , fn+1),

where Ã(vx)
i

j,k( f1, . . . , fn+1) is the (n − 1, n − 1)-matrix obtained, by eliminating its

j-th and i-th rows and its i-th column, from the (n + 1, n)-matrix:

Ã(vx)( f1, . . . , fn+1) =




vFn
( f1) v̄zn

n−1( f1) . . . v̄
Z2,n
x ( f1)

...
...

...

vFn
( fn+1) v̄zn

n−1( fn+1) . . . v̄
Z2,n
x ( fn+1)


 .

We recall from [9, 11] the properties of the commutator { · , · }Kx

Ax,ϕ
of the central

extension of groups

1 → G → Σ̃
∗
C

Kx

Ax ,ϕ
→ Σ

∗
C → 1

induced by ϕ on the tame central extension associated with the discrete valuation vx

on Σ
∗
C . To simplify, we denote this commutator by { · , · }ϕAx

, and, if h−1 = ϕ(−1), it

has the following properties:

(i) Given f , g ∈ Σ
∗
C , if we consider the central extension of groups associated with

two closed points x, y ∈ C:

(4.1) 1 → G −→ (Σ̃∗
C )

ϕ
Ax⊕Ay

−→ Σ
∗
C → 1,

which is determined by commensurable subspaces to Ax ⊕ Ay in Kx ⊕ Ky , then

we have that

{ f , g}ϕAx⊕Ay
= (h−1)deg(x) deg(y)[vx( f )vy(g)+vx(g)vy ( f )] · { f , g}ϕAx

· { f , g}ϕAy
.
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(ii) If C is a complete curve, and X = {x1, . . . xk} is a finite subset of closed points
of C such that it contains all zeros and poles of f , g ∈ Σ

∗
C , then there exists a

central extension of groups

(4.2) 1 → G −→ (Σ̃∗
C)

ϕ
Ax1

⊕···⊕Axk
−→ Σ

∗
C → 1 ,

whose commutator satisfies the condition:

{ f , g}ϕAx1
⊕···⊕Axk

=

k∏
i=1

(h−1)deg(xi)vxi
( f )vxi

(g) · { f , g}ϕAxi
.

(iii) If C is a complete curve, by using the theory of adeles, and with a similar method

to Tate’s proof of the Residue Theorem, one has that
∏

x∈C

{ f , g}ϕAx
= (h−1)

P
x∈C deg(x)vx( f )vx(g).

This result is a direct consequence of the finiteness of the cohomology groups

H0(C,OC ) and H1(C,OC ).

Let us now assume that {Fi}i∈{0,1,...,n} is a family of discrete valuation fields, such
that F1 = ΣC , C being an irreducible and non-singular curve over a perfect field k.

Let us also fix a morphism of groups ϕ : k∗ → G.

Lemma 4.1 For each pair of closed points x, y ∈ C, one has a (n + 1)-cocycle

{ · , . . . , · }
vFn ,...,vF2

,(fΣ∗
C )

ϕ
Ax⊕Ay

∈ Zn+1(F∗
n ,G),

induced, using the method of subsection 3.1, by the central extension (4.1) and the tame

central extensions associated with the discrete valuation fields {Fi}i∈{2,...,n}, such that

{ f1, . . . , fn+1}vFn ,...,vF2
,(fΣ∗

C )
ϕ
Ax⊕Ay

= (h−1)
νvFn

,...,vF2
,{x,y}( f1,..., fn+1)

·

· { f1, . . . , fn+1}
ϕ
vFn ,...,vF2

,vx
· { f1, . . . , fn+1}

ϕ
vFn ,...,vF2

,vy
,

for all f1, . . . , fn+1 ∈ F∗
n , with

νvFn ,...,vF2
,{x,y}( f1, . . . , fn+1) =

deg(x) deg(y)d(n, . . . , 2) ·
∑
j<k

δ
Z2,n
x,y ( f j, fk) det B̃ j,k( f1, . . . , fn+1),

where d(n, . . . , 2) = deg(vFn
) · · ·deg(vF2

),

δ
Z2,n
x,y ( f j, fk) = v̄

Z2,n
x ( f j) · v̄

Z2,n
y ( fk) + v̄

Z2,n
y ( f j) · v̄

Z2,n
x ( fk)],

and B̃ j,k( f1, . . . , fn+1) being the (n− 1, n− 1)-matrix obtained, by eliminating the j-th

and k-th rows, from the (n + 1, n − 1)-matrix:

B̃( f1, . . . , fn+1) =




vFn
( f1) v̄zn

n−1( f1) . . . v̄
Z3,n

2 ( f1)
...

...
...

vFn
( fn+1) v̄zn

n−1( fn+1) . . . v̄
Z3,n

2 ( fn+1)


 .
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Proof Using the definition of the (n + 1)-cocycle { · , . . . , · }
vFn ,...,vF2

,(fΣ∗
C )

ϕ
Ax⊕Ay

(for-

mula (3.2)), the claim is a direct consequence of the properties of the commutator
{ · , · }ϕAx

.

Proposition 4.2 Given f1, . . . , fn+1 ∈ F∗
n , if C is a complete curve, and X =

{x1, . . . , xs} is a finite subset of closed points of C such that it contains all zeros and

poles of {
. . . {{ fi, zn}fF∗

n
, zn−1}gF∗

n−1
, . . . , z2

}
fF∗

2

∈ Σ
∗
C ,

then the (n + 1)-cocycle

{ · , . . . , · }
vFn ,...,vF2

,(fΣ∗
C )

ϕ
Ax1

⊕···⊕Axs

∈ Zn+1(F∗
n ,G),

induced by the central extension (4.2) and the tame central extensions associated with

the discrete valuation fields {Fi}i∈{2,...,n} satisfies the condition that

{ f1, . . . , fn+1}vFn ,...,vF2
,(fΣ∗

C )
ϕ
Ax1

⊕···⊕Axs

=

(h−1)
νvFn

,...,vF2
,X ( f1,..., fn+1)

·
s∏

i=1

{ f1, . . . , fn+1}
ϕ
vFn ,...,vF2

,vxi
,

with

νvFn ,...,vF2
,X( f1, . . . , fn+1) =

d(n, . . . , 2) ·
∑

xi∈X
j<k

deg(xi) · v̄
Z2,n
xi ( f j) · v̄

Z2,n
xi ( fk) · det B̃ j,k( f1, . . . , fn+1).

Proof Using induction over #X and bearing in mind that deg(x)2 ≡ deg(x) mod. 2,
the formula holds by Lemma 4.1 and the property of complete curves,

∑
p∈C

deg(p)vp(φ) =
∑
p∈X

deg(p)vp(φ) = 0,

for all φ ∈ Σ
∗
C such that X contains all zeros and poles of φ.

Theorem 4.3 (Reciprocity Law) If {Fi}i∈{0,1,...,n} is a family of discrete valuation

fields such that F1 = ΣC , C being a complete, irreducible and non-singular curve over

a perfect field k, and f1, . . . , fn+1 ∈ F∗
n , for each morphism of commutative groups

ϕ : k∗ → G, one has that

∏
x∈C

( f1, . . . , fn+1)ϕvFn ,...,vF2
,vx

= 1 .
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Proof Using the theory of adeles and with a similar method to Tate’s proof of the
Residue Theorem [17], from the characterization of the commutator { · , · }ϕQ

x∈C Ax
,

one has that

(4.3)
∏

x∈C

{ f1, . . . , fn+1}
ϕ
vFn ,...,vF2

,vx
= (h−1)

νvFn
,...,vF2

,C ( f1,..., fn+1),

with

νvFn ,...,vF2
,C ( f1, . . . , fn+1) =

d(n, . . . , 2) ·
∑
x∈C
j<k

deg(x) · v̄
Z2,n
x ( f j) · v̄

Z2,n
x ( fk) · det B̃ j,k( f1, . . . , fn+1).

Thus, since C is complete, then
∑

x∈C deg(x) · det Ã(vx)
i

j,k( f1, . . . , fn+1) = 0 for

all i 6= n, and the claim follows immediately from expression (4.3) because

νvFn ,...,vF2
,C ( f1, . . . , fn+1) =

∑
x∈C

γvFn ,...,vF2
,vx

( f1, . . . , fn+1).

Remark 4.4. If X is an n-dimensional smooth, proper, and geometrically irreducible
scheme over an algebraically closed field k, by applying the result of Theorem 4.3 to

the Brylinsky–Mc Laughlin symbol ( · , . . . , · )vXn−1
,...,vx

[2] associated with a sequence

of varieties x ⊂ C ⊂ · · · ⊂ Xn−1 ⊂ X, where C is a complete, irreducible and non-
singular curve, we see that the formula

∏
x∈C

( f1, . . . , fn+1)vXn−1
,...,vx

= 1 for all f1, . . . , fn+1 ∈ Σ
∗
X

is a direct consequence of the finiteness of the cohomology groups H0(C,OC ) and
H1(C,OC ).

Remark 4.5. If C is again a complete, irreducible and non-singular curve over a fi-
nite field k that contains the m-th roots of unity, with #k = q, for each sequence of

varieties x ⊂ C ⊂ · · · ⊂ Xn−1 ⊂ X over k, the morphism of groups

φm : k∗ −→ µm, λ 7−→ λ
q−1

m ,

induces a symbol

( · , . . . , · )φm
vXn−1

,...,vx
: Σ

∗
X

(n+1) −→ µm (see Example 3.15),

which satisfies the law

∏
x∈C

( f1, . . . , fn+1)φm
vXn−1

,...,vx
= 1 for all f1, . . . , fn+1 ∈ Σ

∗
X.
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Remark 4.6. A remaining problem is to obtain reciprocity laws on algebraic curves
using a method similar to above, when Fi = ΣC with i 6= 1.

Moreover, fixing a partial sequence x ⊂ X1 ⊂ · · · ⊂ X̂k ⊂ · · · ⊂ X, where
X̂k means that Xk is omitted, another remaining question is to prove, with a simi-

lar method to Tate’s proof of the Residue Theorem, the existence of reciprocity laws

where the product is taken over all irreducible subvarieties Xk lying in the chain

x ⊂ X1 ⊂ · · · ⊂ Xk ⊂ · · · ⊂ X.

These reciprocity laws were offered by J. L. Brylinsky and D. A. McLaughlin [2].
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mathématique de l’université de Nancago, VII, Hermann, Paris, 1959.
[17] J. Tate, Residues of differentials on curves. Ann. Scient. Éc. Norm. Sup.(4) 1(1968), 149–159.
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