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Abstract

In this paper, we give some Łojasiewicz-type inequalities for continuous definable functions in an
o-minimal structure. We also give a necessary and sufficient condition for the existence of a global error
bound and the relationship between the Palais–Smale condition and this global error bound. Moreover,
we give a Łojasiewicz nonsmooth gradient inequality at infinity near the fibre for continuous definable
functions in an o-minimal structure.
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1. Introduction

Let f : Rn → R be a real analytic function with f (0) = 0, V := {x ∈ Rn | f (x) = 0} and
let K be a compact subset in Rn. The (classical) Łojasiewicz inequality (see [27, 28])
asserts that there exist c > 0, α > 0 such that

| f (x)| ≥ cd(x,V)α for x ∈ K. (1.1)

Let f : Rn → R be a real analytic function with f (0) = 0 and ∇ f (0) = 0. The
Łojasiewicz gradient inequality (see [27, 28]) asserts that there exist C > 0, ρ ∈ [0, 1)
and a neighbourhood U of 0 such that

‖∇ f (x)‖ ≥ C| f (x)|ρ for x ∈ U. (1.2)

As a consequence of (1.1), the order of the zero of an analytic function is finite, and if
f (x) is close to 0 then x is close to the zero set of f . However, if K is not compact, the
latter assertion is not always true and (1.1) does not always hold (see [9, Remark 3.5]).
Similarly from (1.2), the order of the zero of the gradient of an analytic function is
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smaller than the order of its zero. But if U is not a bounded set, (1.2) does not always
hold (see Example 3.8 in Section 3.4 below).

In the Łojasiewicz inequality (1.1), in the case K = Rn, Hörmander (see [16])
replaced the left-hand side by a quantity greater than | f (x)| to show

∃c, α, β > 0 such that | f (x)|(1 + |x|β) ≥ cd(x,V)α ∀x ∈ K.

In the recent papers [14] and [9], V is replaced by larger real algebraic sets, and
versions of the Łojasiewicz inequalities are obtained in some noncompact cases.

Classical Łojasiewicz inequalities have many applications to dynamical systems,
algebraic geometry and optimisation (see [16, 27, 28]). For example, the gradient (1.2)
has an important relation with the classical gradient dynamical system ẋ(t) = −∇ f (x(t))
(see [1, 2] and especially [4]).

Next we discuss connections with error bounds in optimisation. Error bounds
have many applications, including convergence analysis in optimisation problems,
variational inequalities and identifying active constraints (see [24, 25, 30]).

Let f : Rn → R be a continuous real-valued function. Set

S := {x ∈ Rn | f (x) ≤ 0}, (1.3)

and set [ f (x)]+ := max{0, f (x)}. We say that (1.3) has a global Hölderian error bound
if there exist c > 0, α > 0, β > 0 such that

d(x, S ) ≤ c([ f (x)]α+ + [ f (x)]β+) (1.4)

for all x ∈ Rn, where d(x, S ) denotes the Euclidean distance between x and S . If, in
addition, α = β = 1, then we refer to (1.4) as a global Lipschitzian error bound.

In the convex case, there are many examples of error bounds (see [3, 15, 19, 32, 33]).
The existence of a (Lipschitzian) error bound usually requires convexity and the so-
called Slater condition. When the Slater condition is not satisfied and the set S is
defined by one or more polynomial inequalities, global Hölderian error bounds have
been shown in [21, 29, 31, 36]. In the nonconvex case, a global Hölderian error bound
for a polynomial of degree 2 was given in [31, Theorem 3.1], the first such result for a
nonconvex polynomial. A global error bound with sharper exponent for a class of high
degree nonconvex polynomials was obtained in [23]. Another nonconvex case with
global Hölderian error bound was presented in [22].

A criterion for the existence of a global Hölderian error bound (1.4) for a
polynomial of any degree is given in [13, Theorem A], without the assumption of
convexity or the Slater condition. Moreover, it is shown that if a polynomial satisfies
the Palais–Smale condition then there is a global Hölderian error bound.

In this paper, we will extend some results of [13] from polynomial functions to
continuous definable functions in an o-minimal structure. We do not require the
functions to be convex or to satisfy the Slater condition.

The Łojasiewicz gradient inequality (1.2) is proved in the case of differentiable
definable functions in an o-minimal structure and U bounded in [20] and, in the case
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of subanalytic functions, in [4]. In [5], there are necessary and sufficient conditions for
the Łojasiewicz gradient inequality in the nonsmooth case and applications. With some
specific cases of o-minimal structures, other Łojasiewicz-type inequalities in compact
domains are given in [26]. In this paper, we will establish the Łojasiewicz gradient
inequality in a noncompact case with differentiable definable real-valued functions in
an o-minimal structure.

The rest of the paper is organised as follows. In Section 2, we give a short
introduction to o-minimal structures and some of their properties. Section 3 contains
a criterion for the existence of Łojasiewicz-type inequalities and a necessary and
sufficient condition for the existence of a global Hölderian error bound. A relation
between the Palais–Smale condition and the existence of error bounds will also be
established. Finally, we give a characterisation of the Łojasiewicz nonsmooth gradient
inequality near the fibre for continuous definable functions.

2. Preliminaries

In this section, we recall some notions and results of the geometry of o-minimal
structures, as found in [8, 10, 11].

Definition 2.1. A structure expanding the real field (R,+, .) is a collection O = (On)n∈N

where each On is a set of subsets of the affine space Rn, satisfying the following
axioms.

(1) All algebraic subsets of Rn are in On.
(2) For every n, On is closed under finite set-theoretical operations.
(3) If A ∈ On and B ∈ Om, then A × B ∈ Om+n.
(4) If π : Rn+1 → Rn is the projection on the first n coordinates and A ∈ On+1 then

π(A) ∈ On.

The elements of On are called the definable subsets of Rn. If O also satisfies the
following condition (5), then O is called an o-minimal structure on R.

(5) The elements of O1 are precisely the finite unions of points and intervals.

Example 2.2. A semialgebraic set is a finite union of sets S = {x ∈ Rn | f (x) = 0,g j(x) <
0, j = 1, . . . ,m} where f , g j are polynomials in R[x1, . . . , xn]. The collection O of all
semialgebraic sets in Rn for all n ∈ N is an o-minimal structure on R.

A first-order formula (of the language of the o-minimal structure) is constructed
according to the following rules.

(1) If P ∈ R[X1, . . . , Xn] then P(X1, . . . , Xn) = 0 and P(X1, . . . , Xn) > 0 are first-order
formulas.

(2) If A is a definable subset of Rn then x = (x1, . . . , xn) ∈ A is a first-order formula.
(3) If Φ(x1, . . . , xn) and Ψ(x1, . . . , xn) are first-order formulas then {Φ and Ψ}, {Φ or

Ψ}, {not Φ} and {Φ⇒ Ψ} are first-order formulas.
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(4) If Φ(y, x) is a first-order formula (where y = (y1, . . . , yp) and x = (x1, . . . , xn)) and
A is a definable subset of Rn then {there exists x ∈ A such that Φ(y, x)} and {for
all x ∈ A, Φ(y, x)} are first-order formulas.

Theorem 2.3 [8, Theorem 1.13]. If Φ(x1, . . . , xn) is a first-order formula then the set of
(x1, . . . , xn) in Rn which satisfy Φ(x1, . . . , xn) is definable.

Remark 2.4. By rule (4) and the above theorem, the sets {x ∈ Rn : there exists
xn+1, (x, xn+1) ∈ A} (image of A by projection) and {x ∈ Rn : for all xn+1, (x, xn+1) ∈ A}
(complement of the image of the complement of A by projection) are definable.

Definition 2.5. A map f : A→ Rp (where A ⊂ Rn) is called definable if its graph is a
definable subset of Rn × Rp.

Proposition 2.6 [10, 11].

(i) The closure, the interior and the boundary of a definable set are definable.
(ii) Compositions of definable maps are definable.
(iii) Images and inverse images of definable sets under definable maps are definable.
(iv) The infimum of a bounded below definable function and the supremum of a

bounded above definable function are definable functions.

Proposition 2.7. If the function f : Rn → R is definable then the set S = {x ∈ Rn |

f (x) ≤ 0} is definable.

Proof. By definition, Γ f = Rn × f (Rn) is definable. Consider the projection

π : Rn+1 → R,

(x1, . . . , xn, xn+1) 7→ xn+1.

From the definition of a first-order formula, π(Γ f ) = {y ∈ R | y = f (x), x ∈ Rn} is
definable. Similarly, {y ∈ R|y ≤ 0} is definable. So S = π(Γ f ) ∩ {y ≤ 0} is definable. �

Proposition 2.8. If S , ∅ is a definable set, then the function d : Rn → R defined by

d(x, S ) = inf
y∈S
‖x − y‖

is well defined and is a definable function; moreover, it is a continuous function on Rn.

Proof. The set {‖x − y‖ | y ∈ S } is an image of S by the definable function y 7→ ‖x − y‖,
so it is definable subset. Since S , ∅, d is well defined. Its graph Γd is the set of
(x, t) ∈ Rn+1 defined by the first-order formulas

t ≥ 0, ∀y ∈ S : t2 ≤ ‖x − y‖2

and
∀ε ∈ R, ε > 0⇒ ∃y ∈ S : t2 + ε > ‖x − y‖2

so Γd is definable. Hence d(x, S ) is a definable function. By the triangle inequality,
|d(x, S ) − d(x0, S )| ≤ d(x, x0). Therefore x→ x0 implies d(x, S )→ d(x0, S ). Hence
d(x, S ) is a continuous function. �
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Proposition 2.9. Let f : Rn → R be a differentiable definable function in some
o-minimal structure. Then the functions ∂ f /∂x j for j = 1, . . . , n are definable and
∇ f (x) (gradient of f ) is a definable mapping.

Proof. By the definition of partial derivatives,

∂ f
∂x j

(a) = lim
x j→a j

f (x1, . . . , x j, . . . , xn) − f (a1, . . . , a j, . . . , an)
x j − a j

a ∈ Rn,

so we have the first-order formula

−ε <
f (x1, . . . , x j + h, . . . , xn) − f (x1, . . . , xn)

h
−
∂ f
∂x j

< ε ∀ε > 0, h > 0, j = 1, . . . , n.

By Theorem 2.3, ∂ f /∂x j is a definable function and so ∇ f (x) is definable. �

The following useful result is a property of semialgebraic functions in one variable.

Lemma 2.10 (Growth dichotomy lemma [11]). Let f : (0, ε)→ R be a semialgebraic
function with f (s) , 0 for all s ∈ (0, ε). Then there exist constants c , 0 and q ∈ Q such
that f (s) = csq + o(sq) as s→ 0+.

The following property is important for our purpose.

Theorem 2.11 (Monotonicity theorem [8, 10, 11]). Let f : (a, b)→ R be a definable
function with −∞ ≤ a < b ≤ +∞. Then there exist a0, a1, . . . , ak+1 with a = a0 < a1 <
· · · < ak < ak+1 = b such that f is continuous on each interval (ai, ai+1); moreover, f is
either strictly monotone or constant on each interval (ai, ai+1), i = 1, . . . , k.

We now recall the notion of the subdifferential of a continuous function. This notion
plays the role of the usual gradient map.

Definition 2.12 [6, 34].

(i) The Fréchet subdifferential ∂̂ f (x) of a continuous function f : Rn → R at x ∈ Rn

is given by

∂̂ f (x) :=
{
v ∈ Rn

∣∣∣∣∣ lim inf
‖h‖→0, h,0

f (x + h) − f (x) − 〈v, h〉
‖h‖

≥ 0
}
.

(ii) The limiting subdifferential at x ∈ Rn, denoted by ∂ f (x), is the set of all cluster
points of sequences {vk}k≥1 such that vk ∈ ∂̂ f (xk) and (xk, f (xk))→ (x, f (x)) as
k→∞.

Remark 2.13.

(i) It is easy to show that for a continuous function f on Rn, the set {x : ∂̂ f (x) , ∅}
is dense in Rn.

(ii) It is not hard to show that if f is a definable function then ∂̂ f (x) and ∂ f (x) are
definable sets [18, Proposition 3.1].
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Definition 2.14. The nonsmooth slope of the function f is given by

m f (x) := inf{‖v‖ : v ∈ ∂ f (x)}.

By definition, m f (x) = +∞ whenever ∂ f (x) = ∅.

Definition 2.15. The strong nonsmooth slope of the function f is given by

|∇ f |(x) := lim
h→0

sup
h,0

[ f (x) − f (x + h)]+

‖h‖
,

with [a]+ = max{a, 0}.

From [17], the nonsmooth slope, strong nonsmooth slope and subdifferential are
connected by

inf{‖y‖ : y ∈ ∂̂ f (x)} ≥ |∇ f |(x) ≥ m f (x).

Remark 2.16.

(i) It is not hard to show that if f is a definable function then m f (x) and |∇ f |(x) are
definable [18, Proposition 3.1].

(ii) If f is a differentiable function then the above notions coincide with the usual
gradient; that is, ∂ f (x) = ∂̂ f (x) = {∇ f (x)} and m f (x) = |∇ f |(x) = ‖∇ f (x)‖.

3. Main results

3.1. Łojasiewicz-type inequalities. The following results extend the results of [13]
(see also [9]) from polynomial functions to continuous definable functions. The main
difficulty in extending the proof of [13] is that we do not have the growth dichotomy
lemma in general o-minimal structures. We use the monotonicity theorem instead.

Proposition 3.1 (Łojasiewicz-type inequality ‘near the set S ’). Let f : Rn → R be
a continuous definable function. Assume that S := {x ∈ Rn | f (x) ≤ 0} , ∅. Let
[ f (x)]+ := max{ f (x), 0}. Then the following two statements are equivalent.

(i) For any sequence xk ∈ Rn\S with xk →∞,

f (xk)→ 0 =⇒ d(xk, S )→ 0.

(ii) There exist δ > 0 and a function µ : [0, δ]→ R which is definable, continuous
and strictly increasing on [0, δ) with µ(0) = 0 such that

µ([ f (x)]+) ≥ d(x, S ) ∀x ∈ f −1((−∞, δ]).

Proof. (ii) ⇒ (i): Assume that xk < S , xk →∞ and f (xk)→ 0. We have [ f (xk)]+ =

f (xk). By the continuity of µ at 0, we get µ( f (xk))→ 0. Note that 0 < f (xk) < δ if
k� 1. Then it follows from the inequality in (ii) that d(xk, S )→ 0.

(i)⇒ (ii): Without loss of generality, we can suppose that S , Rn. Then there exists
t0 > 0 such that f −1(t0) , ∅. Because f is continuous, f −1(t) , ∅ for all 0 ≤ t� 1.
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Let µ(t) := supx∈ f −1(t) d(x, S ), t ≥ 0. We will show that there exists δ > 0 sufficiently
small such that µ(t) has the desired properties. Clearly, µ(0) = 0.

We now show that there exists δ > 0 such that µ(t) < +∞ for all t ∈ [0, δ). Assume
to the contrary that there exists a sequence tk > 0, tk → 0 such that µ(tk) = ∞ for all
k. This implies the existence of a sequence xk ∈ f −1(tk) such that d(xk, S )→ +∞ as
k→∞, and hence xk →∞. This is a contradiction.

So µ(t) < +∞ on [0, δ] with δ > 0. By Propositions 2.8 and 2.9(iv), µ(t) is definable
on [0, δ]. Using the monotonicity theorem, the function µ is continuous and monotone
on (0, δ] if 0 < δ� 1.

We now show that µ is continuous at 0. If µ is not continuous at 0, there exists
a sequence tk → 0 such that µ(tk) = supx∈ f −1(tk) d(x, S )9 0. Hence there exists a
sequence xk ∈ f −1(tk) such that tk = f (xk)→ 0 and d(xk, S )9 0. On the other hand,
xk →∞. Indeed, if there exists x < ∞ such that xk → x then by the continuity of f ,
f (xk)→ f (x), which implies f (x) = 0. That means d(xk, S )→ 0, a contradiction. So
we have a sequence xk →∞, f (xk)→ 0 and d(xk, S )9 0. This contradicts (i).

Hence, µ is continuous and monotone on [0, δ]. Since µ(0) = 0 and µ(t) > 0, for all
t ∈ (0, δ), if δ is sufficiently small then µ(t) is strictly increasing on [0, δ].

For 0 < t < δ, let x ∈ f −1(t), then µ(t) = supa∈ f −1(t) d(a, S ) ≥ d(x, S ). Hence
µ([ f (x)]+) ≥ d(x, S ) for all x ∈ f −1((−∞, δ]). �

Remark 3.2. Note that the conditions in (ii) that µ is continuous at 0 and that µ(0) = 0
are necessary. Let us consider the function f : R→ R, x 7→ x/(1 + x2). The function
f is a differentiable semialgebraic function because its graph is the set {(x, y) ∈ R2 |

(1 + x2)y = x}. Thus f is a definable function. We have S = (−∞, 0]. Choose
µ(t) := supx/(1+x2)=t d(x, S ) on 0 < t < 1/2. This function is definable and continuous
on (0, 1/2) but is not continuous at 0. Moreover, xk → +∞ satisfies f (xk)→ 0 but
d(xk, S )→ +∞, so statement (i) fails.

Proposition 3.3 (Łojasiewicz-type inequality ‘far from the set S ’). Suppose that for
any sequence xk ∈ Rn\S with xk →∞ and d(xk, S )→∞ we have f (xk)→∞. Then
there exist r > 0 and a function µ : [r,+∞)→ R which is definable, increasing and
continuous on [r,+∞) such that

µ([ f (x)]+) ≥ d(x, S ) ∀x ∈ f −1([r,+∞)).

Proof. Let us consider two cases.

Case 1. The function f is bounded from above, that is, r := supx∈Rn f (x) < +∞. By
the assumption, there exists M > 0 such that d(x, S ) ≤ M for all x ∈ Rn. For all
x ∈ f −1([r′, r)) (0 < r′ < r),

f (x) ≥ r′ =
r′

M
M ≥

r′

M
d(x, S ).

Thus the function µ(t) := (M/r′)t with t ≥ r′ has the required properties.
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Case 2. The function f is not bounded from above. By continuity of f and S , ∅ we
have f −1(t) , ∅ for all t ≥ 0. Set µ(t) = supx∈ f −1(t) d(x, S ).

We claim that there exists r� 1 such that µ(t) = supx∈ f −1(t) d(x, S ) <∞ for all t ≥ r.
Assume to the contrary that µ(t) = ∞ for some t � 1. Then there exists a sequence
xk ∈ f −1(t) such that d(xk, S )→∞. But xk →∞, a contradiction.

So µ(t) < +∞ for all t ∈ [r, +∞). This implies that µ is a definable function on
[r,+∞). By the monotonicity theorem, µ is continuous and monotone on [r,+∞) for
r� 1.

Let
M := sup

t∈[r,+∞)
µ(t).

We have two subcases.

Case 2.1. M = +∞. Then limt→+∞ µ(t) = +∞. This means that for r� 1, the function
µ is strictly increasing on [r,+∞). Furthermore,

µ([ f (x)]+) = µ( f (x)) ≥ d(x, S ) ∀x ∈ f −1([r,+∞)).

Case 2.2. M < +∞. For all x with f (x) ≥ r we have d(x, S ) ≤ M, so

f (x) ≥ r =
r
M

M ≥
r
M

d(x, S ).

The function µ := (M/r)t, t ≥ r has the required properties. �

Remark 3.4. Note that the converse of the above theorem is false. Consider the
function f : R→ R, x 7→ x/

√
1 + x2. The function f is a differentiable semialgebraic

function since its graph is the set {(x, y) ∈ R2|(1 + x2)y2 = x2} ∩ {xy > 0}. We have
S = (−∞, 0]. We choose 0 < r < 1 and let

µ(t) :=


sup

x/
√

1+x2=t

d(x, S ) on [r, 1),

+∞ on [1,+∞).

This function is definable, increasing and continuous. However, we have xk → +∞,
d(xk, S )→ +∞ and f (xk)→ 1.

3.2. Global Hölderian error bound for continuous definable functions in
o-minimal structures. The following criterion extends the error bound result of [13]
from polynomial functions to definable functions in o-minimal structures.

Theorem 3.5. Let f : Rn → R be a continuous definable function. Assume that
S := {x ∈ Rn | f (x) ≤ 0} , ∅ and set [ f (x)]+ := max{ f (x), 0}. Then the following two
statements are equivalent.

(i) For any sequence xk ∈ Rn\S , xk →∞:

(a) if f (xk)→ 0 then d(xk, S )→ 0;
(b) if d(xk, S )→∞ then f (xk)→∞.
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(ii) There exists a function µ : [0,+∞)→ R which is definable, strictly increasing
and continuous on [0,+∞) with µ(0) = 0, limt→+∞ µ(t) = +∞ such that

d(x, S ) ≤ µ([ f (x)]+) ∀x ∈ Rn.

Proof. The implication (ii)⇒ (i) is straightforward. We prove that (i)⇒ (ii).
By Propositions 3.1 and 3.3, there are two continuous, strictly increasing, definable

functions µ1 on [0, δ] with 0 < δ� 1 and µ2 on [r,+∞) with r� 1 such that

d(x, S ) ≤ µ1([ f (x)]+) ∀x ∈ f −1((−∞, δ])

and
d(x, S ) ≤ µ2([ f (x)]+) ∀x ∈ f −1([r,+∞)).

By assumption (b), there is M > 0 with d(x, S ) ≤ M for all x ∈ f −1([δ, r]). Thus

f (x) ≥ δ =
δ

M
M ≥

δ

M
d(x, S )

for all x ∈ f −1([δ, r]). Put µ3(t) := (M/δ)t for t ∈ [δ, r]. Then µ3(t) ≥ d(x, S ) and µ3 is
an increasing function on [δ, r].

By definition of µ3 and since limt→0 µ1(t) = 0 (Theorem 3.1), we may choose δ
such that µ1(t) ≤ µ3(δ) = M for all t ∈ [0, δ]. Indeed, if there is t ∈ [0, δ] such that
µ1(t) > µ3(δ), then we put

M′ := max
{

sup
t∈[0,δ]

µ1(t),M
}

and µ3(t) :=
M′

δ
t,

so µ1(t) ≤ M′ = µ3(δ) for all t ∈ [0, δ].
Similarly, by definition of µ3(t) and µ2(t), we may choose r such that µ3(r) =

(M/δ)r ≤ µ2(t) for all t ∈ [r,+∞). Indeed, if there is t ∈ [r,+∞) such that µ3(r) > µ2(t),
then we may choose µ′2(t) ≥ µ2(t) + C with C = µ3(r), so d(x, S ) ≤ µ2(t) < µ′2(t) for
t ∈ [r,+∞) and µ3(r) ≤ µ′2(t) for all t ∈ [r,+∞). Moreover, by the definition of µ2, we
may choose µ′2(t) as above such that if r� 1 then µ′2(t) is strictly increasing on [r,+∞)
and limt→+∞ µ

′
2(t) = +∞.

By choosing suitable δ, r and M, the function µ formed from µ1, µ2, µ3 by

µ(t) =


µ1(t) if t ∈ [0, δ],
µ3(t) if t ∈ [δ, r],
µ′2(t) if t ∈ [r,+∞)

is definable, strictly increasing and continuous and satisfies (ii). �

3.3. The Palais–Smale condition and the existence of error bounds. In this
section, we consider continuous functions in an o-minimal structure. It is well known
via the Ekeland principle that the Palais–Smale condition implies the existence of an
error bound (see, for example, [7] for general results with continuous functions on
metric spaces). We will prove such results for definable functions.
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Definition 3.6. Given a continuous function f : Rn → R and a real number t, we say
that f satisfies the Palais–Smale condition at level t if every sequence {xk}k∈N ⊂ R

n

such that f (xk)→ t and m f (xk)→ 0 as k→∞ possesses a convergent subsequence.

The following theorem extends [13, Theorem B] from polynomial functions to
continuous definable functions. In the case of continuous definable functions, we use
the subdifferential instead of the gradient in [13].

Theorem 3.7. Let f : Rn → R be a continuous definable function. Assume that S :=
{x ∈ Rn | f (x) ≤ 0} , ∅. If f satisfies the Palais–Smale condition at each level t ≥ 0,
then there exists a function µ : [0,+∞)→ R which is definable, strictly increasing and
continuous with µ(0) = 0 and limt→∞ µ(t) =∞ such that

d(x, S ) ≤ µ([ f (x)]+) ∀x ∈ Rn.

Proof. By Theorem 3.5, it is enough to show that if f satisfies the Palais–Smale
condition at each level t ≥ 0, there is no sequence xk →∞, xk ∈ Rn\S such that

f (xk)→ 0 but d(x, S ) > δ > 0

or
d(xk, S )→∞ but 0 ≤ f (xk) ≤ M

for some δ > 0 and M > 0.
Proceeding by contradiction, assume that for a sequence xk →∞, xk ∈ Rn\S we

have f (xk)→ 0 and d(xk, S ) ≥ δ > 0. Arguing as in [13, Theorem B], by the Ekeland
Variational Principle [12] we obtain a sequence yk such that

1
‖h‖

( f (yk + h) − f (yk)) ≥ −
√
εk

with h ∈ Rn, 0 < ‖h‖ < 1
2δ and εk = f (xk). This implies that

1
‖h‖

( f (yk) − f (yk + h)) ≤
√
εk

or
1
‖h‖

[ f (yk) − f (yk + h)]+ ≤
√
εk.

By the definition of the strong slope,

0 ≤ |∇ f |(yk) = lim sup
h→0,h,0

[ f (yk) − f (yk + h)]+

‖h‖
≤
√
εk.

Thus,
0 ≤ m f (yk) ≤ |∇ f |(yk) ≤

√
εk.

Letting k→∞ we get m f (yk)→ 0. So we have found a sequence yk →∞, yk ∈ Rn\S ,
with m f (yk)→ 0 and f (yk)→ 0. This means that f does not satisfy the Palais–Smale
condition at the value t = 0, a contradiction. So we get (a) of Theorem 3.5.
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Now, suppose there is a sequence xk ∈ Rn\S with xk →∞ such that

d(xk, S )→∞ and f (xk)9∞.

Without loss of generality, we may assume f (xk)→ t0 with t0 ∈ [0,+∞). Again arguing
as in [13, Theorem B], we find a sequence yk such that 0 < f (yk) ≤ f (xk) and

1
‖h‖

( f (yk + h) − f (yk)) ≥ −εk · λk

with h ∈ Rn, 0 < ‖h‖ < 1
2δ, εk = f (xk) and λk = 2/d(xk, S ). This implies that

1
‖h‖

[ f (yk) − f (yk + h)]+ ≤ εkλk.

By the definition of the strong slope,

0 ≤ m f (yk) ≤ |∇ f |(yk) ≤ εkλk =
2εk

d(xk, S )
.

If k→∞ then εk = f (xk)→ t0 and d(xk, S )→∞ and som f (yk)→ 0. Since 0 < f (yk) ≤
f (xk), yk has a subsequence y′k with f (y′k)→ t1 for 0 ≤ t1 ≤ t0 and

y′k →∞, m f (y′k)→ 0, f (y′k)→ t1.

This means that f does not satisfy the Palais–Smale condition at t1, a contradiction.
So we have (b) of Theorem 3.5 and the theorem is proved. �

3.4. The Łojasiewicz nonsmooth slope inequality near the fibre for continuous
definable functions in an o-minimal structure. The Łojasiewicz gradient
inequality is a useful tool in many problems, such as evolution equations [35] and
minimisation algorithms [2, 4, 5]. Characterising this inequality is an important
problem. In the nonsmooth case, [5] examines the relationships between this inequality
and objects such as the length of subgradient curves and metric regularity under
the assumption of compactness of the neighbourhood U. The classical Łojasiewicz
gradient inequality (1.2) is not always true when U is unbounded, as shown in the
following example.

Example 3.8. Set f (x, y) = (xy − 1)2 + (x − 1)2, U = R2 and xk = ((1 + k)/(1 + k2), k).
As xk →∞, ∇ f (xk) = (0, 2(k2 − 1)/(1 + k2)2)→ 0, but

f (xk) =

( (1 + k)k
1 + k2 − 1

)2
+

( 1 + k
1 + k2 − 1

)2
→ 1.

We prove that there is no δ > 0, C > 0 and ρ ∈ R such that ‖∇ f (x)‖ ≥ C| f (x)|ρ for x ∈
f −1(Dδ) where Dδ = {t : |t| < δ}. Assume that there are δ > 0, C > 0 and ρ ∈ R such
that the Łojasiewicz gradient inequality holds. On the one hand,

∇ f
(1

k
+ 1,

k
k + 1

)
→ 0, f

(1
k

+ 1,
k

k + 1

)
→ 0

so ρ > 0. On the other hand,

∇ f
( 1 + k
1 + k2 , k

)
→ 0, f

( 1 + k
1 + k2 , k

)
→ 1

so ρ ≤ 0, a contradiction.
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We give a criterion for there to be a Łojasiewicz nonsmooth slope inequality on
f −1(Dε) with Dε = (−ε, ε). Let

K̃∞( f ) := {t ∈ R | ∃xk →∞,m f (xk)→ 0, f (xk)→ t}

denote the set of asymptotic critical values at infinity and let

K̃( f ) := {t ∈ R | ∃xk,m f (xk)→ 0, f (xk)→ t}

be the set of asymptotic critical values. Note that K̃( f ) = K̃0( f ) ∪ K̃∞( f ), where K̃0( f )
is the set of critical values.

Theorem 3.9. Let f : Rn → R be a continuous definable function in some o-minimal
structure and suppose that K̃( f ) ∩ Dε = {0}. Then the following two statements are
equivalent.

(i) For any sequence xk →∞, m f (xk)→ 0 implies f (xk)→ 0.
(ii) There exists a function ϕ : (0, δ) → R which is definable, monotone and

continuous such that m f (x) ≥ ϕ(| f (x)|) for all x ∈ f −1(Dδ).

Proof. We note that (ii)⇒ (i) is straightforward. We prove (i)⇒ (ii).
Let ϕ(t) := inf{m f (x) : | f (x)| = t}. It is easy to see that ϕ is a definable function (see

Remark 2.16 and Proposition 2.6). We have to prove that ϕ(t) . 0.
We claim that there exists δ1 such that ϕ(t) > 0 for all t ∈ (0, δ1). Indeed, by the

assumption K̃( f ) ∩ Dε = {0}, (0, ε) contains no critical point of f . Assume that for any
δ′ there exists a value t ∈ (0, δ′) such that ϕ(t) = 0. Then there exists a sequence tk such
that tk → t implies ϕ(tk)→ 0. Therefore there exists a sequence xk such that | f (xk)| = tk
andm f (xk)→ 0. So we havem f (xk)→ 0 but f (xk)→ t , 0, which contradicts (i). This
proves the claim.

On the other hand, by the monotonicity theorem, ϕ(t) is continuous and monotone
on (0, δ2) for 0 < δ2 � 1. We have ϕ(0) = 0 and ϕ(t) > 0 for t ∈ (0, δ1), so ϕ is strictly
monotone on (0, δ) (with δ = min{δ1, δ2} < ε). By the definition of ϕ, ϕ(t) ≤ m f (x) for
x ∈ f −1(Dδ), which means that m f (x) ≥ ϕ(| f (x)|) for all x ∈ f −1(Dδ). �

Remark 3.10. The cardinality of the set K̃∞( f ) can be infinite. Indeed, consider
f (x, y) = x/(1 + y2) in the o-minimal structure of all semialgebraic sets. Any t ∈ R
belongs to K̃∞( f ) via the sequence xk = (t(1 + k2), k). It is easy to see that xk →∞,
‖∇ f (xk)‖ =

√
(1/(1 + k2))2 + (2tk/(1 + k2))2 → 0 and f (xk) = t.

Remark 3.11. In Theorem 3.9, if f is a polynomial then ϕ(t) is a semialgebraic
function in one variable. By the growth dichotomy lemma, there exist a > 0 and u > 0
such that ϕ(t) = atu + o(tu) for t ∈ (0, ε) with ε � 1. This implies ϕ(t) ≥ ctu for all
t ∈ (0, ε). By the definition of ϕ we have ‖∇ f (x)‖ ≥ ϕ(t) ≥ ctu. Note that t = | f (x)|, so
we get the Łojasiewicz gradient inequality on f −1(Dδ).

Remark 3.12. In preparation of this article, we received advice that Professor Ta Le
Loi has also obtained some results similar to Theorem 3.9.
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