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1 Introduction

In fluid-structure interaction (FSI) problems, one or more solid structures interact with an internal or surrounding fluid flow. FSI problems play prominent roles in many scientific and engineering fields, yet a comprehensive study of such problems remains a challenge due to their strong nonlinearity and multidisciplinary nature (Chakrabarti 2005, Dowell and Hall 2001, Morand and Ohayon 1995). For most FSI problems, analytical solutions to the model equations are impossible to obtain, whereas laboratory experiments are limited in scope; thus to investigate the fundamental physics involved in the complex interaction between fluids and solids, numerical simulations may be employed.

With recent advances of computer technology, simulations of scientific and engineering systems have become increasingly sophisticated and complicated. For example, the speed requirement of a planing boat hull has advanced to such a degree and with such a speed that has outpaced the availability of testing data and existing design equations (Weymouth et al. 2006, 2008). To fill the technological gap, an efficient numerical algorithm can be used to investigate in detail the interaction between water waves and the motion of the boat. Such an investigation is typically multidisciplinary. In this example, the performance of the boat is a result of the interaction between water hydrodynamics and structural dynamics. Other FSI applications include, but are not limited to, sedimentation (Mucha et al. 2004, Tornberg and Shelley 2004, Wang and Layton 2009), particle assembly (Liu et al. 2006), aerodynamics (Haase 2001, Zhang, Jiang and Ye 2007), turbulence (Kaligzin and Iaccarino 2003, Yang and Balaras 2006), complex flows in irregular domains (Fadlun et al. 2000, Udaykumar et al. 1996, 2001), electro-hydrodynamics (Hoburg and Melcher 1976), magnetohydrodynamic flows (Grigoriadis et al. 2009), biofluid and bio-mechanics (such as cell aggregation and deformation, blood-heart interaction, inner ear fluid dynamics, jellyfish swimming, sperm motility, ciliary beating, etc.).

The numerical procedures to solve these FSI problems may be broadly classified into two approaches: the monolithic approach and the partitioned approach. It is understood that the distinction between the monolithic and partitioned approaches may be viewed differently by researchers from different fields. In this paper, we intend to define these two approaches from the engineering application point of view. Fig. 1 illustrates the solution procedures of the monolithic and partitioned approaches.

The monolithic approach (Hubner et al. 2004, Michler et al. 2004, Ryzhakov et al. 2010) treats the fluid and structure dynamics in the same mathematical framework to form a single system equation for the entire problem, which is solved simultaneously by a unified algorithm. The interfacial conditions are implicit in the solution procedure. This approach can potentially achieve better accuracy for a multidisciplinary problem, but it may require substantially more resources and expertise to develop and maintain such a specialized code. In contrast, the partitioned approach treats the fluid and the structure as two computational fields which can be solved separately with their respective mesh discretization and numerical algorithm. The interfacial conditions are used explicitly to communicate information between the fluid and structure solutions. A motivation of
Figure 1: Schematic of the monolithic approach (a) and the partitioned approach (b) for fluid-structure interactions, where $S^f$ and $S^s$ denote the fluid and structure solutions, respectively.

the later approach is to integrate available disciplinary (i.e., fluidic and structural) algorithms and reduce the code development time by taking advantage of the “legacy” codes or numerical algorithms that have been validated and used for solving many complicated fluid or structural problems. As a result, a successful partitioned method can solve a FSI problem with sophisticated fluid and structural physics. The challenge of this approach is, however, to coordinate the disciplinary algorithms to achieve accurate and efficient fluid-structure interaction solution with minimal code modification. Particularly, the interface location that divides the fluid and the structure domains is not known a priori and usually changed in time; thus, the partitioned approach requires the tracking of the new interface location and its related quantities, which can be cumbersome and error-prone.

Another general classification of the FSI solution procedures is based upon the treatment of meshes: the conforming mesh methods and non-conforming mesh methods. The conforming mesh methods consider the interface conditions as physical boundary conditions, which treat the interface location as part of the solution, and requires meshes that conform to the interface. Owing to the movement and/or deformation of the solid structure, re-meshing (or mesh-updating) is needed as the solution is advanced. On the other hand, the non-conforming mesh methods treat the boundary location and the related interface conditions as constraints imposed on the model equations so that non-conforming meshes can be employed. As a result, the fluid and solid equations can be conveniently solved independently from each other with their respective grids, and re-meshing is not necessary. The distinction between these two types of meshes can be observed in Fig. 2, where a solid body (a sphere) is moving in a fluid domain. Most of the partitioned approach-based numerical works reviewed in this article are the conforming mesh methods (see Section 3), whereas the immersed methods that perhaps represent most of the recent developments in FSI methods are the non-conforming mesh methods (see Section 4).
There have been several books and reviews related to the numerical study of fluid-structure interactions. Morand and Ohayon (1995) presented a number of numerical methods in modeling the linear vibrations of elastic structures coupled with internal fluids, with applications focused on sloshing, hydroelasticity and structural acoustics. Dowell and Hall (2001) provided an in-depth discussion of nonlinear dynamical modeling of FSI problems, largely drawn from applications in aerospace engineering, with an emphasis on the construction of reduced-order models (ROM) based on rigorous fluid dynamical theory. Related computational challenges were also discussed in this work. Chakrabarti (2005) represented a collection of several numerical works in modeling FSI problems in the context of ocean engineering. Mittal and Iaccarino (2005) extensively reviewed FSI computational techniques based on the immersed boundary formulation, originally proposed by Peskin (1977). Shyy et al. (2007) described a variety of computational methods for general moving boundary problems in fluid dynamics which also cover FSI applications. Particularly, quite a few numerical techniques in the framework of the finite-volume approach were carefully discussed and demonstrated by various ap-
Applications. In addition, Lefrançois and Boufflet (2010) presented several numerical FSI models, based on a simple example of a gas enclosed in a chamber with a moving piston, and conducted detailed analysis for the pros and cons of each model.

In the current review article, we intend to review numerical methods for FSI problems with incompressible flows from a broader context of scientific and engineering disciplines, and discuss the importance of interdisciplinary collaboration in advancing the study in this field. Particularly, this article will review the solution procedures of the partitioned approach-based conforming mesh methods and the immersed method-based non-conforming mesh methods. It is a goal of this article to identify the key features of the methods reviewed here that may be integrated to form an efficient and accurate algorithm to meet the computational challenges of FSI problems.

This paper first outlines the basic FSI problem formulation in Section 2. The partitioned approach-based conforming-mesh methods are reviewed in Section 3. The review of the non-conforming mesh methods is given in Section 4. Discussion and remarks are made in Section 5 to conclude the paper.

2 FSI problem formulation

We consider a computational domain, denoted by \( \Omega \), with an external boundary \( \Gamma \). The domain includes the structural domain, \( \bar{\Omega}_s \), and the fluid domain, \( \bar{\Omega}_f \); i.e., \( \Omega = \bar{\Omega}_s \cup \bar{\Omega}_f \).

The fluid-structure interface is defined by \( \Gamma_s = \bar{\Omega}_s \cap \bar{\Omega}_f \). See Fig. 3 for illustration of the domains. For notational simplicity, we adopt the tensor notation below.

![Figure 3: Schematic of the fluid and solid domains in a FSI problem.](https://doi.org/10.4208/cicp.291210.290411s)

The equations of motion for the fluid and structure may be expressed in the same index form, as a result of the D’Alembert’s principle:

\[
\rho \ddot{v}_i - \sigma_{ij,j} + f_i = 0, \tag{2.1}
\]

where \( f_i \) is the body force, such as gravity. Specifically, in the structural domain, the
The equation is written as
\[ \rho_s \ddot{v}_s^i - \sigma_{ij,s}^i + f_s^i = 0, \quad \text{in } \Omega_s, \quad (2.2) \]
where the superscript, \( s \), denotes the quantity associated with the structure. Note that the velocity, \( v_s^i \), is the material (or total) time derivative of the displacement field \( u_s^i \), i.e., \( v_s^i = \dot{u}_s^i \). Eq. (2.2) is usually given in the Lagrangian description. The first two terms in Eq. (2.2) are associated with inertia and internal stresses, respectively. For example, for linear elastic materials, the structural stress follows the linear Hooke’s law; i.e.,
\[ \sigma_{ij,s}^i = \lambda \delta_{ij} \varepsilon_{ll}^s + 2G \varepsilon_{ij}^s, \]
where the structural stress \( \sigma_{ij,s}^i \) is a function of the strains, \( \varepsilon_{ij} \), and the Lame constants \( \lambda \) and \( G \), which are defined by
\[ \varepsilon_{ij} = \frac{1}{2} (u_{ij} + u_{ji}), \]
\[ G = \frac{E}{2(1+\nu)}, \]
\[ \lambda = \frac{E \nu}{(1+\nu)(1-2\nu)}, \]
where \( E \) and \( \nu \) are the Young’s modulus and the Poisson’s ratio, respectively. In the fluid domain, the equation is given by
\[ \rho_f \dot{v}_f^i - \sigma_{ij,f}^i + f_f^i = 0, \quad \text{in } \Omega_f, \quad (2.3) \]
which is usually represented by the Eulerian description. Thus, in the inertia term, one has
\[ \dot{v}_f^i = \frac{dv_f^i}{dt} = \frac{\partial v_f^i}{\partial t} + v_f^j v_f^i, \]
Assuming that the incompressible Newtonian fluid model is used here, the fluid stress, \( \sigma_{ij,f}^i \), is then given by
\[ \sigma_{ij,f}^i = -p \delta_{ij} + \tau_{ij}, \]
where
\[ \tau_{ij} = 2\mu (e_{ij} - \delta_{ij} e_{kk} / 3), \quad e_{ij} = (v_f^i + v_f^j). \]
Note that \( p \) is the static pressure which may be viewed as the necessary force to enforce the incompressibility condition, \( v_f^i = 0 \).
To maintain the no-slip condition along the fluid-structure interface \( \Gamma_s \), the following Dirichlet and Neumann conditions can be imposed,
\[ v_s^i = v_f^i, \quad \text{on } \Gamma_s, \quad (2.4) \]
\[ \sigma_{ij}^i n_i = \sigma_{ij}^f n_j, \quad \text{on } \Gamma_s, \quad (2.5) \]
Eq. (2.5) is in fact the differentiation of the displacement condition that both fields share the same interface,

\[ x^s_i = x^f_i, \quad \text{on } \Gamma_s. \quad (2.6) \]

For an interface profile that is smooth in time and space, some FSI methods consider Eq. (2.6) as the Dirichlet constraint, instead of Eq. (2.4).

As mentioned before, FSI numerical techniques can be categorized into two classes; i.e., methods with conforming and non-conforming meshes. These in turn depend upon the procedure used to enforce the transmission conditions, Eqs. (2.4)-(2.6). The conforming-mesh methods track the motion of the interface and enforce Eqs. (2.5) and (2.6) on the interface explicitly, thus requiring mesh update. The conforming-mesh method provides a convenient framework to incorporate the partitioned approach. The non-conforming mesh methods, most notably, the immersed boundary method (Peskin 1977, 2002), enforce the Dirichlet condition, Eq. (2.4) instead. The non-conforming mesh methods can be derived from the theorem of Lagrange multipliers (Haug 1992), where the Lagrange multipliers in most cases appear as source (or, forcing) terms in the fluid equation. Thus, in these methods, computation of the Lagrange multipliers is essential and directly affects the accuracy of the fluid and solid solutions. These two classes of FSI methods are discussed below in detail in Sections 3 and 4, respectively.

3 Conforming-mesh methods

The FSI methods with conforming meshes usually involve three fields that describe respectively the fluid dynamics, structural dynamics and mesh movement. The emphasis of these methods is on the coordination of data transfer and consistency between the existing fluid and structural codes. Most FSI methods use the generalized Gauss-Seidel (GGS) approach (Newman et al. 1999) for the coupled analysis, in which the fluidic and structural computation will be performed in a sequential manner to achieve a multidisciplinary solution. In other words, one may first solve the fluid field at a given time instance with an assumed interface location. The resulting fluid pressure and stress are then applied to the structure as external forces. The structural computation is then conducted to update the position of the structural surface. New fluid mesh is then created to accommodate the new interface location. An iterative process may be required to ensure that the interfacial conditions of both the displacement and the force are satisfied at the given time instance before marching to the next time instance. The challenges one might encounter when computing by means of an iterative coupled procedure are to maintain proper data transfer between the disciplines and to reach the converged solution efficiently.

Below we review techniques for interface data transfer and mesh movement and we address the accuracy, stability and efficiency of the methods.
3.1 Interface data transfer

Generally speaking, the fluid dynamic module in the conforming-mesh methods tends to pay attention to the physics details around the fluid-structure interface. The fluid dynamics mesh model usually faithfully represents the structure geometry including details such as tunnel, struts and hard chine. On the other hand, the structural analysis module concerns mainly the force bearing members. Therefore, the refinement of the structural mesh will be placed around the high stress areas which most likely will not be on the fluid-structure interface. As a result, depending upon the degree of fidelity used in the fluid or structure computation, their associated meshes on the interface contain mismatches and even gaps. This incongruence can cause numerical difficulties in dealing with fluid dynamic load transfer and elastic deformation update. Remedies that have been proposed may be collectively categorized into two approaches, which we refer to as the point match method and the artificial interface structure method.

The first step in the point match method is to identify and match a fluid mesh point to a structural mesh point on the fluid-structure interface. The fluid or structural mesh points selected can be at a vertex, the center or the Gauss point of a mesh element. The connection relation between the matched points may be established by determining the shortest distances between the points (Brown 1997) or based upon the normal projection (Onishi et al. 1998).

The displacement of the structural mesh point can be transferred to the fluid surface mesh point through a rigid element that connects the matched points (Brown 1997, Onishi 1998, Cebral and Lohner 1997a,b; Farhat et al. 1998). Once the displacements at the selected fluid surface mesh points are known, the displacement vectors at the rest of the fluid surface mesh points can be obtained through local or global interpolation (Raveh 1998, Brown 1997, Farhat et al. 1998, Tsong et al. 1996).

The aerodynamic pressure load on the fluid surface mesh can also be transferred to the structure surface mesh based upon the connection relation between a pair of the identified match points. This process is usually completed with help of the consistency of the virtual work. That is, the work done by the structural load applied to the structural surface mesh is the same as that of the fluid dynamic load applied to the fluid surface mesh. However, this procedure does not guarantee the conservative aspect of the load transferring method. For example, the resultant fluid dynamic loads may not necessarily be equal to the resultant structural loads. Cebral and Lohner (1997a) thus developed a conservative load projection method to transfer fluid dynamic load. Although their new method preserves the magnitude of the loads, it may not guarantee the consistency between the fluid and structural solutions.

Samareh (1996, 1998, 1999a,b) developed a special connection method that takes the shape design representation into consideration. In his works, a non-uniform rational B-spline (NURBS) representation is first constructed to model the wing of an aircraft. The structural displacements on the structure surface mesh points are not transferred to the matched fluid surface mesh points directly; instead, it is projected onto the NURBS
model. A new NURBS is then constructed to represent the deformed geometry with which the new fluid dynamic surface mesh may be established. The load transfer can then be accomplished in a similar manner.

Although Samareh’s method does not appear to be consistent or conservative, it offers a distinct advantage from the design point of view. Since the geometry of the NURBS surface is regulated by the control points, the coordinates of those points become a natural choice in shape design variables. Furthermore, since the NURBS representation is a linear function of the coordinates of the control points, the shape derivatives of the NURBS surface are readily available. Thus, the shape derivatives of the load transfer and deformation tracking necessary in coupled FSI sensitivity analysis can be obtained without difficulty (Samareh 1999c).

The second group of remedial procedures (Appa 1989, Guruswamy 1994, Kapania et al. 1996), sometimes called the mortar method, introduces an artificial structure to cover the interface between the structural model and the fluid dynamic model. An example of the mortar method presented by Hou and Satyanarayana (2000) is given hereafter for reference.

Let the three-dimensional unstructured computational mesh be represented by \( X_f \), known as the fluid dynamic mesh. This mesh encompasses the fluid domain surrounding the structure, \( \Omega_f \). The fluid dynamic pressure acting on the fluid-structure interface has to be converted to forces acting at the structural surface mesh points, so that the structural module can be solved. The mesh on the fluid dynamic surface is referred to as the fluid dynamic surface mesh. The mesh on the structural surface for structural analysis is called the structural surface mesh, \( X_s \). The equivalent forces acting on the structural surface mesh must be approximated from the pressure and stresses acting on fluid dynamic surface meshes. This is due to the fact that two different mesh sizes are usually employed on the respective sides of the fluid-structure interface. That is, generally a fine mesh has been used for fluid dynamic simulation, while a coarse mesh has been used for structural simulation. The mortar method introduces an artificial thin shell structure that covers the fluid-structure interface as a vehicle for transferring the load and the displacement data between the fluid and the structural domains. Detailed discussion of such load transfer and deformation tracking are given respectively in the next two subsections.

**Structural load approximation**

The artificial shell structure in the mortar method covers the interface with the grids that include the fluid dynamic as well as the structural surface meshes, \( X_f \) and \( X_s \). To build the mesh of the artificial shell structure, one can start with the fluid dynamic surface mesh. One then updates the mesh by dividing the surface mesh elements so as to create new mesh that embraces the structural mesh points. As a result, the artificial shell structure will include the structural nodes as part of its mesh. To find the corresponding nodal forces applied to the structural surface, one can conduct static analysis of the artificial shell structure in which all of the fluid dynamics nodes will be subjected to fluid forces, \( f_f \), while all of the structural nodes will be completely constrained; i.e., \( U_s = 0 \).
The process can be described by the following linear matrix equation

\[
\begin{bmatrix}
K_{sf}^s & K_{fs}^s \\
K_{sf}^s & K_{ss}^s
\end{bmatrix}
\begin{bmatrix}
U_f^s \\
U_s^s
\end{bmatrix}
= \begin{bmatrix}
f_f^s \\
f_s^s
\end{bmatrix},
\]  
(3.1)

where \(U_s^s = 0\) and where the \(K^s\) matrix is the stiffness matrix associated with the artificial shell structure. The subscript \(f\) indicates that the associated quantity is related to the fluid dynamic surface node and \(s\) to the structural surface mesh node. The reaction force vector, \(f_s^s\), that is applied at the constrained structural nodes is given by

\[f_s^s = K_{sf}^s U_f^s,
\]

where the displacement, \(U_f^s\), at the fluid dynamic surface nodes is obtained by solving

\[K_{ff}^s U_f^s = f_f^s.
\]

The fluid dynamic load that will be applied to the structural nodes for structural analysis is then simply obtained as \(r_s = -f_s^s\).

**Deformation tracking**

Updating the fluid dynamic mesh from the structural displacements is an important step in conforming-mesh methods. The mortar method can help accomplish this in two steps. The first step is to transform structural surface displacements to fluid dynamic surface displacements. The second step is to transfer the fluid dynamic surface displacements to the interior grid points of the fluid dynamic mesh. In the first step, the corresponding fluid dynamic surface deformation, \(U_f^s\), is obtained by solving the following system pertaining to the artificial shell structure described by Eq. (3.1):

\[
\begin{bmatrix}
K_{ff}^s & K_{fs}^s \\
K_{sf}^s & K_{ss}^s
\end{bmatrix}
\begin{bmatrix}
U_f^s \\
U_s^s
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix}.
\]  
(3.2)

However, at this time, no external forces is involved, but the boundary displacement, \(U_f^s\), is known. The first row of the above equation gives a solution that yields the displacements on the fluid dynamic surface nodes, \(U_f^s\):

\[K_{ff}^s U_f^s = -K_{fs}^s U_s^s.
\]

Or simply put in a linear transformation form as

\[U_f^s = \bar{K}_{fs} U_s^s,
\]  
(3.3)

where the transformation matrix, \(\bar{K}_{fs}\), is defined by

\[\bar{K}_{fs} = -\left(K_{ff}^s\right)^{-1} K_{fs}^s.
\]
Note that the known structural displacement vector, \( U_s \), is used in Eq. (3.3) as the prescribed boundary movement at the structural surface mesh points of the artificial shell structure. It is possible to apply this type of boundary movement to the artificial shell structure because both the fluid dynamic and the structural nodes are the subsets of the surface mesh.

The second step in deformation tracking is to transfer fluid dynamic surface displacements, \( U_{sf} \), to the fluid dynamic interior grid points. This can be accomplished by following the same strategy adopted for the fluid dynamic surface mesh. In this strategy, an artificial elastic media covers the entire fluid dynamic domain is introduced. The mesh of this artificial elastic media is identical to that in the fluid dynamic domain. The movement of the interior fluid dynamic mesh can be obtained by solving the following matrix equation, which is similar to Eq. (3.2),

\[
\begin{bmatrix}
K_{ff} & K_{fs}^a \\
K_{sf}^a & K_{ss}
\end{bmatrix}
\begin{bmatrix}
U_f^a \\
U_s^a
\end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.
\] (3.4)

However, \( K^a \) in Eq. (3.4) is the stiffness matrix of the artificial elastic media, which is different from \( K^s \) in Eq. (3.2). The movement of the interior fluid mesh points, \( U_f^a \), is related to fluid dynamics surface mesh movement, \( U_s^a \), as

\[
K_{ff}^a U_f^a = -K_{fs}^a U_s^a,
\] (3.5)

where the movement of the fluid dynamics surface mesh has been solved by Eq. (3.3) in the first step; i.e., \( U_s^a = U_f^a \). The resulting set of linear systems, Eq. (3.5), may be solved for the displacements of each interior node using several Jacobi iterations without explicitly forming \( K^a \) so as to save the computer memory. The positions of the interior nodes are then updated using the determined displacements of the fluid dynamic interior mesh points, \( U_f^a \). This iterative method does not require a large amount of memory, but does require an initial guess for the solution. Eq. (3.5) can also be put into a simpler form as

\[
U^a = \hat{K}^a U_s^a,
\] (3.6)

where \( U^a \) is the mesh for the entire fluid domain and the transformation matrix, \( \hat{K}^a \), is defined by

\[
\hat{K}^a = \begin{bmatrix}
-\left(K_{ff}^a\right)^{-1} \\
I
\end{bmatrix}.
\]

The load transfer method introduced above can be proven to be consistent and conservative. The conservativeness of the process can be proven by illustrating that the summation of forces and moments on fluid dynamic surface is equal to that on the structural surface. The consistency of the transfer process is demonstrated by showing that the work done by the structural surface load applied to the structure is equal to the work done by the fluid dynamic load.
One popular FSI method in this class is the Arbitrary Lagrangian-Eulerian (ALE) technique (Souli and Benson 2010) which incorporates the moving mesh explicitly into the fluid dynamics equation. It allows arbitrary motion of grid points with respect to their frame of reference by taking into account the convection of the material points. The material derivative in this case is expressed as

$$\frac{d v_f}{dt} = \frac{\partial v_f}{\partial t} + (v_f - U) \cdot \nabla v_f.$$ 

The movement of the fluid mesh, $U$, can be set as $U^a$ of Eq. (3.6).

### 3.2 Accuracy and efficiency

The sub-iterations between the fluid and structure solutions are important to the numerical performance of the method. In fact, Wood et al. (2010) showed that the FSI solution based on sequential computation of fluid and structural dynamics becomes unstable, if there are no sub-iteration steps between fluid and structural computations. One additional sub-iteration can reduce two order magnitude of numerical error. And with more sub-iterations, better convergence can be achieved without a substantial increase in computational time. The particular example they studied for numerical performance is the flow-induced oscillation of a flexible cantilever. The authors used the three-step second-order backward difference algorithm to approximate the first-order time derivative in the fluid solver and used the one-step Newmark predictor-corrector algorithm to solve the nonlinear structural dynamic problem. The meshes range from 23,334 to 46,164 three-dimensional fluid nodes and 567 to 850 two-dimensional structural nodes. The example is run with Dell PowerEdge SC1420 Severer with two Intel Xeon processors. Ten sub-iterations take about 4 minutes of wall clock time and the problem itself takes about 4 days of wall clock time for the simulation. It is interesting to note that in their study, 80% of computational time is for the fluid, 10% for the structure, and 10%

Many researchers have developed methods to improve the treatment of interface conditions, in an attempt to attain better accuracy, stability and efficiency for the three-field FSI methods. Some suggested ways to estimate the interface location before starting the new FSI iteration or even replace the standard Dirichlet and Neumann interface conditions by a general Robin Transmission (Badia et al. 2008). With better prediction of the interface locations, Farhat et al. (2006) built a FSI method with second-order accuracy in time. Zhang et al. (2007) also developed a second-order FSI method in which the computational fluid dynamics (CFD) code is treated as a black box. Vierendeels et al. (2008) constructed reduced-order models to improve computational efficiency. These three methods are described below, along with the work on Robin Transmission conditions by Badia et al. (2008).
Second-order accuracy without sub-iterations

Farhat et al. (2006) proposed two algorithms with second-order temporal accuracy. The algorithms are derived based upon second-order solution procedures for solving the fluid and the structure fields. A three-point backward difference method is used for solving the fluid field. The first solution procedure proposed by the authors is described below.

Step 1: Predict the interface velocity based upon the result of a second-order accurate structural dynamic calculation:

\[ u^{n+1,p}_{\Gamma_s} = u^n_{\Gamma_s} + \Delta t v^n_{\Gamma_s} + \frac{1}{2} \Delta t \left( v^n_{\Gamma_s} - v^{n-1}_{\Gamma_s} \right). \]

Step 2. Update the interface location and generate new fluid domain mesh. The new position of fluid dynamic surface mesh is obtained by

\[ x^{n+1,p}_{\Gamma_s} = x^n_{\Gamma_s} + \bar{K}_{fs} \Delta u^{n+1,p}_{\Gamma_s}, \]

where \( \Delta u^{n+1,p}_{\Gamma_s} = u^{n+1,p}_{\Gamma_s} - u^n_{\Gamma_s} \) and \( \bar{K}_{fs} \) is the transformation matrix defined by Eq. (3.3). Similarly, the new fluid domain mesh can be updated by the following equation,

\[ x^{n+1,p}_f = x^n_{f,p} + K^n \Delta u^{n+1,p}_{\Gamma_s}. \]

Step 3: Solve the fluid equation with a second-order accurate algorithm for the updated velocity and pressure, \( v^{n+1}_f \) and \( p^{n+1}_f \), based upon the updated mesh, \( x^{n+1,p}_f \).

Step 4: Find the equivalent force resulting from the fluid pressure, \( p^{n+1}_f \), acting on the wet surface (i.e., the fluid-structure interface) described by \( x^{n+1,p}_{\Gamma_s} \) and use it to find the corrected structural response, \( u^{n+1}_s \).

In contrast, the second algorithm Farhat et al. proposed is a half-a-time-step algorithm. The details are presented below.

Step 1: Predict the interface velocity based upon the result of a second-order accurate structural dynamic calculation:

\[ u^{n+1,p}_s = u^n_{\Gamma_s} + \Delta t v^n_{\Gamma_s} + \frac{1}{2} \Delta t \left( v^n_{\Gamma_s} - v^{n-1}_{\Gamma_s} \right). \]

Step 2. Update the fluid dynamic surface mesh and generate new fluid domain mesh accordingly. The updated fluid dynamic surface location is obtained by

\[ x^{n+1,p}_f = x^{n-\frac{1}{2},p}_f + K^n \Delta u^{n+1,p}_{\Gamma_s}, \]
where $\Delta u^{n+1/2,\Gamma} = u^{n+1/2,\Gamma} - u^{n-1/2,\Gamma}$. To simplify the algorithm, the authors suggested approximating Eq. (3.7) by

$$x^{n+1/2} = x^{n-1/2} + K^{n-1/2} \Delta u^{n+1/2,\Gamma}.$$ 

Step 3: Solve the fluid equation from $t^{n-1/2}$ to $t^{n+1/2}$ for the updated velocity and pressure, $v_f^{n+1/2}$ and $p_f^{n+1/2}$, based upon the updated mesh, $x_f^{n+1/2}$.

Step 4: Find the equivalent force resulting from the fluid pressure, $p_f^{n+1/2}$, acting on the wet surface described by $x_f^{n+1/2}$, and use it to solve the structural dynamic problem at $t^{n+1/2}$ for the new structural response, $u_s^{n+1/2}$. The solution at $t^{n+1}$ is obtained by

$$u_s^{n+1} = 2u_s^{n+1/2} - u_s^n.$$ 

Both algorithms achieve the second-order temporal accuracy without additional sub-iterations.

Zhang et al. (2007) used an aeroelastic flutter problem as a vehicle to investigate the accuracy, stability and efficiency of two proposed algorithms. These algorithms are centered on the structural dynamic equation in which the pressure force is supplied by the external blackbox CFD code.

The first algorithm used the standard fourth-order Runge-Kutta method to solve the structural dynamic equation. The discretized equation requires the values of the fluid pressure at the current time and at other intermediate time steps such as $p(t + \Delta t/2)$. The latter were then approximated by a second-order backward extrapolation in time; e.g.,

$$p \left( t + \frac{\Delta t}{2} \right) \approx \frac{1}{8} \left( 3p(t - 2\Delta t) - 10p(t - \Delta t) + 15p(t) \right).$$

As a result, the discretized structural dynamic equation can be solved with the fluid pressure calculated at the last three time steps. Once new structural solution is found, the interface boundary is updated. The CFD code is called to generate the new pressure load which is saved for solving the structural equation at the next time step. Only one CFD procedure is called at each time step.

The second algorithm proposed by Zhang et al. used the multi-step, implicit second-order Adams scheme to solve the structure dynamic equation, in which the predictor is an explicit second-order Adams scheme. The aerodynamic force at time $n+1$ in the corrector can be approximated by a second-order relation,

$$p(t + \Delta t) = 2p(t) - p(t - \Delta t)$$

to result in a solution with second-order accuracy, or by a fourth-order relation,

$$p(t + \Delta t) = 4p(t) - 6p(t - \Delta t) + 4p(t - 2\Delta t) - p(t - 3\Delta t)$$

to result in a solution with fourth-order accuracy. Again, the algorithm requires one CFD call at each time step. Their numerical results based on the flutter analysis showed that both algorithms are superior to the conventional nested method in which the fluid and structure equations are solved alternately.
Reduced-order modeling and interface location prediction

Vierendeels et al. (2008) introduced a reduced-order modeling (ROM) method to solve the heart valve dynamics problem. The heart valve is modeled by a chain of rigid linkages, joined by hinges along with torsional compliance. The set of implicit equations for the discretized FSI problem can be symbolically represented by

\[
\begin{align*}
G(x^{n+1}, p^{n+1}) &= 0, \\
p^{n+1} &= F(x^{n+1}),
\end{align*}
\]

(3.8)

where the first equation is the discretized structural dynamic equation and the second equation is the fluid solver. At the time step \(t^{n+1}\), the input of the structural equation is the fluid pressure, \(p^{n+1}\), while the output is the interface position, \(x^{n+1}\). Conversely, the input of the fluid equation is \(x^{n+1}\) and the output is \(p^{n+1}\). The structural dynamic equation may be simplified as a nonlinear equation of \(x^{n+1}\) as

\[
G(x^{n+1}, p^{n+1}) = G(x^{n+1}, F(x^{n+1})) = 0.
\]

The interface variables are the interface condition and pressure. An iterative process can be set up to solve for \(x^{n+1}\):

\[
0 \approx G(x^{n+1,k}, p^{n+1,k}) = G(x^{n+1,k-1}, p^{n+1,k-1}) + \frac{\partial G}{\partial x} \bigg|_{x^{n+1,k-1}, p^{n+1,k-1}} \Delta x + \frac{\partial G}{\partial p} \bigg|_{x^{n+1,k-1}, p^{n+1,k-1}} \Delta p,
\]

(3.9)

where \(k\) is the iteration index and \(\Delta \approx p(x^{n+1,k-1} + \Delta x) - p(x^{n+1,k-1})\). Now, let the changes in the interface location be represented by a linear combination of \((k-1)\) "displacement modes", \(\{\varphi_i\}\), which are the changes in the interface location in the \(i\)-th iteration; i.e., \(\varphi_i = x^{n+1,i} - x^{n+1,0}\). With a collection of \(k\) displacement vectors, one can then approximate any possible changes in \(x\) as \(\Delta x \approx \sum_{i=1}^{k-1} a_i \varphi_i = \Phi^{k-1} a\) in which \(a\) may be found through a best fit as \(a = (\Phi^{k-1} T \Phi^{k-1})^{-1} \Phi^{k-1} T \Delta x\). The change in \(p\) due to the change in \(x\) can be approximated at the beginning of each iteration by

\[
\Delta p \approx \sum_{i=1}^{k-1} (\Delta p_i \bullet a_i) = \sum_{i=1}^{k-1} \left( \left[ p(x^{n+1,0} + \varphi_i) - p(x^{n+1,0}) \right] \bullet a_i \right).
\]

Let \(\Psi^{k-1} = [\Delta p_1 \Delta p_2 \cdots \Delta p_{k-1}]\). Specifically, the pressure change, \(\Delta p_i\), in each column of \(\Psi\) is solved by an additional CFD run at the beginning of the iterations as

\[
\Delta p_i = p(x^{n+1,0} + \varphi_i) - p(x^{n+1,0}) = F(x^{n+1,0} + \varphi_i) - F(x^{n+1,0}).
\]

(3.10)

Then, \(\Delta p = \Psi^{k-1} a\), or

\[
\Delta p = \Psi^{k-1} a = \Psi^{k-1} (\Phi^{k-1} T \Phi^{k-1})^{-1} \Phi^{k-1} \Delta x.
\]
Therefore, Eq. (3.9) becomes
\[
0 \approx G \left( x^{n+1,k}, p^{n+1,k} \right)
= G \left( x^{n+1,k-1}, p^{n+1,k-1} \right) + \left( \frac{\partial G}{\partial x} \right)_{x^{n+1,k-1},p^{n+1,k-1}} + A^{n+1,k-1} \Delta x,
\]
where
\[
A^{n+1,k-1} = \frac{\partial G}{\partial p} \left|_{x^{n+1,k-1},p^{n+1,k-1}} \right. \psi^{k-1} \left( \Phi^{k-1} \Phi^{k-1} \right)^{-1} \Phi^{k-1}.
\]
Eq. (3.11) can be solved for \( \Delta x \) so as to update \( x^{n+1} \) and the associated terms,
\[
\frac{\partial G}{\partial x} \left|_{x^{n+1,k-1},p^{n+1,k-1}} \right. + A^{n+1,k-1},
\]
which can be a time-consuming task because updating \( A^{n+1,k-1} \) involves solving the fluid equations. The authors suggested solving Eq. (3.11) in two steps. Eq. (3.11) is used only to update \( x^{n+1} \). Specifically, Eq. (3.11) becomes
\[
0 \approx G \left( x^{n+1,k,s}, p^{n+1,k,s} \right)
= G \left( x^{n+1,k-1,s-1}, p^{n+1,k-1} \right) + \left( \frac{\partial G}{\partial x} \right)_{x^{n+1,k-1,s-1},p^{n+1,k-1}} + A^{n+1,k-1} \Delta x,
\]
where
\[
\hat{p}^{n+1,k,s} = p^{n+1,k-1} + A^{n+1,k-1} \Delta x.
\]
Note that in the above iteration, \( A^{n+1,k-1} \) remains unchanged during the interactions. Therefore, once \( x^{n+1,k} \) is converged in the iteration of Eq. (3.13), one solves the CFD equation, \( \hat{p}^{n+1,k} = F(x^{n+1,k}) \), to find the corrected pressure. A new \( \varphi_k \) and a new \( \Delta p_k \) are then found;
\[
\varphi_k = x^{n+1,k} - x^{n+1,k-1} \quad \text{and} \quad \Delta p_k = p^{n+1,k} - p^{n+1,k-1},
\]
which are used to expand \( A^{n+1,k} \). With the newly expanded \( A^{n+1,k} \), the iteration of Eq. (3.13) is continued until the condition, \( |x^{n+1,k} - x^{n+1,k-1}| \leq \varepsilon \) for a prescribed small \( \varepsilon \), is satisfied. The FSI solution of Eq. (3.8) at time \( t_{n+1} \) is then regarded as having converged. The authors suggested starting the iteration with one displacement mode. The heart valve problem studied by the authors required only 3 to 4 displacement modes to reach convergence at every time step.

In the companion paper (Degroote et al. 2008), the authors indicated that the conventional block Gauss-Seidel method may not converge for FSI problems with strong coupling such as the case when the flexibility of the structure increases (Causin et al. 2005). The problem they studied is the unsteady blood flow in a flexible tube. In the first part of the paper when solving a 1D example, the authors derived a linear relation based upon
the linear structure equation with which the update of the interface location is related to that of the pressure. In this way, the interface location is updated while solving the fluid equation for flow velocity and pressure. This extra relation helps the FSI iteration method converge for a very flexible structure.

For more complex problems, the authors suggested using the ROM as an efficient reanalysis method to support sub-iterations and maintain the stability of the iterative algorithm. They constructed ROMs for both the fluid and the structure based upon the procedure introduced above, in which the computational fluid dynamics and the structural analysis codes are used as black boxes. In this study, the authors incorporated ROMs in their FSI solution procedure after two sub-iterations. In the first sub-iteration, a multi-step predictor is introduced to estimate the interface location used in the fluid solution,

\[ x_{Γ_s}^{n+1} = \frac{5}{2}x_{Γ_s}^n - 2x_{Γ_s}^{n-1} + \frac{1}{2}x_{Γ_s}^{n-2}. \]  

(3.14)

In the second iteration, after the interface location, \( x_{Γ_s,i}^{n+1} \), is found by solving the structural equation, the following relation is used to correct the interface location for the new value of the fluid solution,

\[ x_{Γ_s,i}^{n+1} = (1 - ω_i) x_{Γ_s,i}^{n+1} + ω_i x_{Γ_s,i+1}^{n+1}, \]  

(3.15)

where \( ω_i = 1 - μ_i^{n+1} \). The Aitken factor \( μ_i^{n+1} \) (Irons and Tuck 1969) is obtained by the following relation

\[ μ_i = μ_i - (μ_i - 1) \times \frac{(Δx_{Γ_s,i} - Δx_{Γ_s,i+1})^T Δx_{Γ_s,i+1}}{(Δx_{Γ_s,i} - Δx_{Γ_s,i+1})^2}, \]  

(3.16)

where \( Δx_{Γ_s,i} = x_{Γ_s,i} - d_{Γ_s,i-1} \). These two estimated interface locations can be conveniently used as the displacement modes to construct the ROM.

Instead of Eq. (3.14), Wall et al. (2008) proposed the following equation to more accurately estimate the new location of the fluid-structure interface before starting the conventional nested fluid-structure iteration. The new location of the fluid-structure interface is first estimated by

\[ x_{Γ_s}^{n+1} = x_{Γ_s}^n + Δt \left( \frac{3}{2}u_{Γ_s}^n - \frac{1}{2}u_{Γ_s}^{n+1} \right). \]

This equation is in fact the same as Eq. (3.14), if the velocity terms are replaced by a forward difference of the displacement. With this new domain boundary, the artificial elastic media equation is solved to determine the new interior mesh, upon which the Navier-Stokes equation is solved. The pressure forces on the fluid-structure interface are then incorporated into the structural equation of motion to determine the structural response. The new position of the fluid-structure interface is then updated through the Aitken under-relaxation factor described by Eqs. (3.15) and (3.16).
Modification of interface conditions: Robin transmission conditions

The FSI problems require the fluid and the structure fields at the common interface to share not only the same interface location, but also the same velocity due to the no-lip condition and the common normal stress. The velocity condition is a Dirichlet condition, a time-integration of which should yield the condition for the same interface location. The stress condition, on the other hand, is a Neumann condition. To advance the solution, the Dirichlet condition is usually imposed onto the fluid field and the Neumann condition onto the structure field. That is, once the interface location is updated, the fluid field is solved, subject to the condition that the flow velocity along the interface boundary should be the same as the known velocity of the structure. On the other hand, the structure field is solved subject to the applied load which is statically equivalent to the fluid pressure applied to the interface.

Badia et al. (2008) followed the conventional block Gauss-Seidel scheme to partition the FSI problem. The modification they introduced in the process is a replacement of the individual Dirichlet or Neumann conditions at the interface by a Robin transmission condition. The Robin transmission condition is a weighted, linear combination of the Dirichlet and Neumann conditions; i.e., the velocity and the stress conditions. The weighted coefficients are carefully selected to maintain the stability of the proposed partitioned method. The authors used a simplified fluid-structure model to estimate the weighted coefficients for the problem studied in the paper, which is an approximation of a blood-vessel system. Among the many transmission conditions investigated by the authors, the Robin-Neumann algorithm achieved the best convergence property in that it is always convergent and insensitive to the added mass effect. This Robin-Neumann algorithm imposes the Robin transmission condition on the fluid field and the Neumann transmission condition on the structure field.

4 FSI computation using immersed methods

Most of the non-conforming mesh methods are based upon the framework of the immersed methods, which are a class of FSI methods that add force-equivalent terms to fluid equations to represent the fluid-structure interaction and to avoid mesh update in the numerical procedure. The immersed structure can be either a boundary (e.g., a curve in 2D and a surface in 3D) or a body with finite area (in 2D) or volume (in 3D), either rigid or flexible. Below we derive two classes of immersed methods, using the Lagrange multiplier approach: the immersed boundary method and the immersed domain method. Other types of immersed methods will be reviewed thereafter.

The immersed boundary method was originally developed by Peskin (1977) for studying blood flow through a beating heart, and has since been extensively studied and applied to a wide variety of FSI problems (e.g., Beyer 1992, Blake 1999, Dillon et al. 1995, Fadlun et al. 2000, Fauci and MacDonald 1995, Griffith 2005, Huang and Sung 2009, Kim and Choi 2006; Kim, Kim and Choi 2001, Kim and Peskin 2007; Le, Khoo and Lim 2008,
Figure 4: Examples of an immersed boundary (a) and an immersed domain (b).

Stockie and Green 1998, Wang and Layton 2009). This method solves the fluid equations with an additional term, the FSI force, which represents the effects of the immersed boundary acting on the fluid motion. The FSI force is computed explicitly from the structural configuration, which is then used to compute the fluid velocity. The no-slip condition is imposed on the immersed boundary, the location of which is updated by the structural velocity. Essentially, the background fluid equations are solved in the entire domain with a fixed Eulerian mesh, and the moving boundary is tracked separately. The need for mesh update is completely eliminated. For detailed analysis and various applications of this method, the reader is referred to the excellent reviews by Peskin (2002) and Mittal and Iaccarino (2005). ANSYS (1970-2011), one of the most popular computational mechanics and engineering software, incorporated the immersed boundary method for its FSI module in 2009.

In principle, the immersed boundary method deals with structures that do not occupy volumes, e.g., a fiber or a closed curve in 2D space (see Fig. 4a) and a membrane in 3D space. An immersed body that occupies volume (see Fig. 4b) can be approximated by a network of connected fibers, each of which can be treated as an immersed boundary. The disadvantage of this approach is that the realistic structural response to the fluid motion may not be accurately modeled. To more accurately represent the interaction between a fluid and a bulk structure described by detailed constitutive laws, the immersed domain method was introduced. In the immersed domain method, an artificial fluid is introduced to cover the structural domain; thus, fluid domain is extended to the entire computational domain. In the artificial fluid domain, the no-slip condition implies the matching of the position and velocity between the immersed structure and the local fluid. To enforce this no-slip condition, the FSI force is imposed not only on the fluid-structure interfaces but also to every grid point in the artificial fluid domain. The fluid equation is then solved to yield the velocity field of the entire domain. Thus, the structural displacement and velocity are, at this stage, known. They can then be substituted into the suitable structural constitutive law to update the FSI force, which in turn can be used by the fluid
equation to find the new velocity of the fluid points. Representative examples of the immersed domain method include the immersed finite element method developed by Liu et al. (2006), Wang and Liu (2004) and Zhang et al. (2004, 2007), and the immersed continuum method developed by Wang (2006, 2007, 2010).

4.1 Basic formulation

We consider the equations that describe the motion of the fluid in $\bar{\Omega}_f$ and the structure in $\bar{\Omega}_s$, given by

$$\rho^f \dot{v}^f_i - \sigma^f_{ij,j} + f^f_i = 0, \quad \text{in } \bar{\Omega}_f,$$  \hspace{1cm} (4.1)

$$\rho^s \dot{v}^s_i - \sigma^s_{ij,j} + f^s_i = 0, \quad \text{in } \bar{\Omega}_s,$$ \hspace{1cm} (4.2)

where $f^f_i$ and $f^s_i$ are external body forces (e.g., gravity) acting on the fluid and structure, respectively. For a FSI problem, the displacements should be the same along the interface:

$$u^f_i = u^s_i, \quad \text{on } \Gamma_s,$$ \hspace{1cm} (4.3)

which may be viewed as a point-wise constraint applied to the interface, $\Gamma_s$. The no-slip condition imposed on the interface between these two domains is the result of the time differentiation of Eq. (4.3):

$$\dot{u}^s_i = \dot{u}^f_i, \quad \text{on } \Gamma_s,$$ \hspace{1cm} (4.4)

$$\ddot{u}^s_i = \ddot{u}^f_i, \quad \text{on } \Gamma_s.$$ \hspace{1cm} (4.5)

Or, in terms of velocities,

$$v^s_i = v^f_i, \quad \text{on } \Gamma_s,$$ \hspace{1cm} (4.6)

$$\dot{v}^s_i = \dot{v}^f_i, \quad \text{on } \Gamma_s.$$ \hspace{1cm} (4.7)

For simplicity, the superscript $f$ that indicates quantity associated with the fluid field will be dropped from the notation. Based upon the principle of virtual work and the theorem of Lagrange multipliers, Eqs. (4.1)-(4.3) may be combined into a single weak form as

$$0 = \int_{\bar{\Omega}_s} \left( \rho^s \dot{v}^s_i - \sigma^s_{ij,j} + f^s_i \right) \delta u^s_i \, dv + \int_{\bar{\Omega}_f} \left( \rho \dot{v}^f_i - \sigma^f_{ij,j} + f^f_i \right) \delta u^f_i \, dv + \int_{\Gamma_s} \lambda^s_i (\delta u^s_i - \delta u^f_i) \, dv,$$ \hspace{1cm} (4.8)

where $\lambda^s_i$ is the associated Lagrange multiplier defined over $\Gamma_s$, representing the force generated from the fluid-structure interaction. Note that the location of the interface boundary, $\Gamma_s$, is part of the unknown, and its position is determined by the interaction between the fluid and the structure.
Immersed boundary method

In the original formulation of the immersed boundary method invented by Peskin (1977, 2002), the structure is represented by an immersed boundary which does not occupy a finite volume. Thus we have \( \bar{\Omega}_s = \Gamma_s \) and the fluid domain becomes the entire computational domain: \( \Omega = \Omega_f \). Consequently, Eq. (4.8) becomes

\[
0 = \int_{\Gamma_s} \left( \rho^s \ddot{v}_i^s - \sigma^s_{ij,i} + f^s_i + \bar{\lambda}_i \right) \delta u_i^s \, dv + \int_{\Omega} \left( \rho \ddot{v}_i - \sigma_{ij,i} + f_i - \bar{\lambda}_i L(\Gamma_s) \right) \delta u_i \, dv, \tag{4.9}
\]

where the delta function, \( L(\Gamma_s) \), is defined as

\[
L(\Gamma_s) = \begin{cases} 
1, & \text{if } x \in \Gamma_s, \\
0, & \text{if } x \notin \Gamma_s.
\end{cases}
\]

Eq. (4.9) thus yields two independent equations

\[
\begin{align*}
\rho^s \ddot{v}_i^s - \sigma^s_{ij,i} + f^s_i + \bar{\lambda}_i &= 0, \quad \text{on } \Gamma_s, \tag{4.10} \\
\rho \ddot{v}_i - \sigma_{ij,i} + f_i - \bar{\lambda}_i L(\Gamma_s) &= 0, \quad \text{in } \Omega. \tag{4.11}
\end{align*}
\]

In the immersed boundary method, the fluid-structure interaction force (i.e., the Lagrange multiplier \( \bar{\lambda}_i \)) is computed explicitly using Eq. (4.10). The computed force is then imposed on to Eq. (4.11), which is solved to yield fluid motion. In a numerical implementation, the discontinuous function \( L(\Gamma_s) \) can be replaced by a continuous discrete delta function, which typically has compact support over a band of grid points neighboring \( \Gamma_s \). See Peskin (2002) for a detailed discussion and common choices of discrete delta functions. The use of a discrete delta function can be also regarded as an interpolation of the FSI force from the immersed boundary (the structural domain) to the fluid domain. As a result, the sharp interface is numerically represented by a thin layer of finite depth.

Once the fluid velocity is solved, the velocity of the structure is determined by applying the no-slip condition (4.6). The same discrete delta function is applied to interpolate the velocity from the fluid domain to the boundary. The location of the boundary \( \Gamma_s \) is then updated by using the structural velocity, and then used in the next cycle of computation.

Immersed domain method

The immersed domain method is an extension of the immersed boundary method that simulates motion of an immersed structure which occupies a finite volume. In this case, the constraint described in Eq. (4.3) is extended to the entire structural domain. Thus, Eq. (4.3) becomes

\[
u_i^s = u_i, \quad \text{in } \tilde{\Omega}_s, \tag{4.12}
\]

which leads to the modification of the last term in Eq. (4.8) as

\[
0 = \int_{\tilde{\Omega}_s} \left( \rho^s \ddot{v}_i^s - \sigma^s_{ij,i} + f^s_i \right) \delta u_i \, dv + \int_{\tilde{\Omega}_f} \left( \rho \ddot{v}_i - \sigma_{ij,i} + f_i \right) \delta u_i \, dv + \int_{\tilde{\Omega}_s} \bar{\lambda}_i (\delta u_i^s - \delta u_i) \, dv. \tag{4.13}
\]
To expand the fluid domain to the entire computational domain \( \Omega \), the structural domain \( \bar{\Omega}_s \) is filled with an artificial fluid. Meanwhile, the virtual work done by the expanded fluid,

\[
\int_{\bar{\Omega}_s} \left( \rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i \right) \delta \mathbf{u}_i dv
\]

is added to, and subtracted from, the original virtual work equation (4.13). Thus, the modified weak form becomes

\[
0 = \int_{\bar{\Omega}_s} \left( \rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i \right) \delta \mathbf{u}_i dv - \int_{\bar{\Omega}_s} \left( \rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i \right) \delta \mathbf{u}_i dv
\]

\[
+ \left[ \int_{\Omega} (\rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i) \delta u_i dv + \int_{\Omega} (\rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i) \delta u_i dv \right] + \int_{\bar{\Omega}_s} \lambda_i (\delta u_i^s - \delta u_i) dv
\]

\[
= \int_{\bar{\Omega}_s} \left[ \left( \rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i \right) \delta u_i^s - (\rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i) \delta u_i \right] dv
\]

\[
+ \int_{\Omega=\bar{\Omega}_s \cup \Omega_f} (\rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i) \delta u_i dv + \int_{\bar{\Omega}_s} \lambda_i (\delta u_i^s - \delta u_i) dv. \tag{4.14}
\]

Note that Eq. (4.12) implies \( \delta u_i^s = \delta u_i \) in \( \bar{\Omega}_s \). We thus obtain

\[
0 = \int_{\bar{\Omega}_s} \left[ \left( \rho \dot{\mathbf{v}}_i^s - \sigma_{ij,j}^s - \rho \dot{\mathbf{v}}_i + \sigma_{ij,j} + f_i^s - f_i + \lambda_i^s \right) \delta u_i^s \right] dv
\]

\[
+ \int_{\Omega=\bar{\Omega}_s \cup \Omega_f} (\rho \dot{\mathbf{v}}_i - \sigma_{ij,j} + f_i - \lambda_i L(\bar{\Omega}_s)) \delta u_i dv, \tag{4.15}
\]

where the function \( L(\bar{\Omega}_s) \) is defined as

\[
L(\bar{\Omega}_s) = \begin{cases} 1, & \text{if } x \in \bar{\Omega}_s, \\ 0, & \text{if } x \notin \bar{\Omega}_s. \end{cases}
\]

Eq. (4.15) yields two independent equations:

\[
\rho \dot{v}_i^s - \sigma_{ij,j}^s - \rho \dot{v}_i + \sigma_{ij,j} + \lambda_i^s + f_i^s - f_i = 0, \quad \text{in } \bar{\Omega}_s, \tag{4.16}
\]

\[
\rho \dot{v}_i - \sigma_{ij,j} + f_i - \lambda_i L(\bar{\Omega}_s) = 0, \quad \text{in } \Omega. \tag{4.17}
\]

Based on Eq. (4.12), the structural velocity is the same as the fluid velocity in \( \bar{\Omega}_s \). Therefore, Eq. (4.16) yields

\[
\lambda_i = (\rho - \rho^s) \dot{v}_i + (\sigma_{ij,j}^s - \sigma_{ij,j}) + (f_i - f_i^s), \quad \text{in } \bar{\Omega}_s. \tag{4.18}
\]
Eqs. (4.17) and (4.18) are the basic formulations for the immersed domain method. Zhang and Gay (2007) derived the governing equations in their immersed finite element method which are similar to those presented here. See Liu, Kim and Tang (2006) for more discussion on the mathematical foundation of this numerical technique. In the original immersed finite element method, Eq. (4.18) is first evaluated to find the FSI force, $\bar{\lambda}_i$. The known force is then imposed on Eq. (4.17) to solve the fluid motion in the entire domain, where a discrete delta function based on the Reproducing Kernel Particle Method, or RKPM (Wang and Liu 2004, Zhang and Gay 2007), is applied to interpolate the force from the structural domain to the fluid domain. The computed fluid velocity is then interpolated back to the structural domain, based on the no-slip condition, and the structural configuration is then updated using the structural velocity. To improve the accuracy at the fluid-structure interface, Lee, Chang and Choi et al. (2008) replaced the discrete delta functions by the Directly Coupled Euler-Lagrange Method (DCELM), in their simulation of rigid body motion using the immersed finite element method.

We note that an important assumption in the immersed domain method is that the structure is incompressible (or nearly incompressible), since the immersed structure has to abide by the same velocity constraint as that of the surrounding incompressible fluid. For many FSI problems, either the volumetric strain of the structure is very low, or the volume of the structure is significantly smaller that of the fluid, thus the incompressibility condition can be approximately satisfied. This assumption, however, may not be valid in situations such as the acoustic FSI problems, where both the fluid and structure have to be modeled as compressible materials. The current review article does not cover FSI simulation with compressible flows. Interested readers may refer to the works of Bathe, Nitikitpaiboon and Wang (1995), Howes (1998), Mönkölä (2010), Ross (2006), Wang, Zhang and Liu (2009), and the references therein.

### 4.2 Other immersed methods

Since Peskin’s pioneering work on the immersed boundary method, many related numerical techniques have been developed. In addition to the immersed domain method mentioned above, notable examples include the immersed interface method (Layton 2009, Leveque and Li 1997, Li 2003, Li and Ito 2006, Li and Lai 2001; Tan, Lim and Khoo 2009, Xu and Wang 2008), the direct forcing method (Fadlun et al. 2000, Guy and Hartenstine 2010, Luo et al. 2007, Mohd-Yusof 1999, Mark and van Wachem 2008, Shen and Chan 2008), and the distributed Lagrange multiplier method (Glowinski et al. 1999, 2000, 2001; Patankar 2001, Yu 2005, Yu and Shao 2007). Below we briefly review these methods and some of their variants. We will pay more attention to the distributed Lagrange multiplier method as this method has gained considerable popularity in FSI simulation, especially in dealing with immersed rigid structures.

The original immersed boundary method is first order in space, and tends to suffer from leakage problem (Leveque and Li 1997, Peskin and Printz 1993), although mass conservation can be improved via the use of divergence-free finite-difference operators (Pe-
skin and Printz 1993). In part to achieve better volume conservation, Li and co-workers developed the immersed interface method (Leveque and Li 1997, Li and Lai 2001). Similar to the immersed boundary method, the FSI force is computed explicitly from the structural configuration in the immersed interface method. The boundary force is then used to derive the jump conditions in the pressure and the normal derivatives of the velocity. The immersed interface method produces second-order approximations by incorporating the known jumps in the solutions or its derivatives into the finite difference scheme, rather than using discrete delta functions as in the immersed boundary method.

However, not only is the immersed interface method limited to structures without volumes and cannot handle embedded bulk structures, the derivation of the jump conditions also requires that the immersed structures be a closed surface (in 3D) or a closed curve (in 2D). Various applications of this method have been studied (e.g., Jayathilake, Khoo and Tan 2010; Layton 2009, Li and Lai 2001; Tan, Lim and Khoo 2009); careful mathematical analysis of its accuracy has also been conducted (e.g., Beale and Layton 2006, 2009; Tornberg and Engquist 2004). For comprehensive reviews on the immersed interface method, we refer to Li (2003) and Li and Ito (2006).

The direct forcing method was developed by Mohd-Yusof (1999) to simulate fluid motion with immersed structures. By simply imposing the no-slip condition on the fluid momentum equations at the interface, this method directly evaluates the FSI force from the fluid equations with the incorporation of the known structural interfacial velocity through interpolation. The computed force, with nonzero values only near the interface, is then used to solve the fluid equations in the entire fluid domain. One advantage of this method is that it avoids the numerical stiffness usually encountered in various penalty forcing techniques (see, e.g., Goldstein et al. 1993). Guy and Hartenstine (2010) carefully analyzed the accuracy of this method. The direct forcing method can also be implemented in an implicit manner (e.g., Luo et al. 2007, Mark and van Wachem 2008), in which the FSI force and the fluidic and structural velocities are solve simultaneously through a large coupled system. In the work of Mark and van Wachem (2008), two numerical methods are proposed to overcome the difficulty of locally preserving the mass of the flow. One of them, the mirroring immersed boundary method, is the preferable choice in terms of numerical stability and efficiency. The method identifies an interior point and an exterior point near the immersed boundary which is assumed to be a closed surface, and linear interpolation is used to find the velocity of the interior point. The known velocities of the interior points are directly substituted into the fluid momentum equations to solve the exterior fluid field. The authors reported second-order spatial accuracy in the simulation of a unit sphere immersed in a fluid.

The distributed Lagrange multiplier method can be further classified into two approaches, depending upon whether the constraint condition is incorporated into the solution procedure before or after the time discretization of the FSI equations.

Once the governing equations of a FSI problem are discretized in both space and time, the results are a set of algebraic equations of the velocity and pressure, subjected to the velocity constraints that may include the divergence-free condition in the fluid
field and the Dirichlet condition along the fluid-structure interface. The constraints can
be incorporated into the field equations to form an augmented matrix equation which
involves the Lagrange multipliers as unknowns. Several authors have used this method
to solve the FSI problems. Wachs (2007) looked for a steady state solution of a viscoplastic
flow through an eccentric annular cross-section. Besides the divergence-free condition,
a pointwise velocity constraint is introduced at any interior point of the immersed inner
cylinder which is covered by the artificial fluid. This velocity constrained equation is
viewed as the saddle-point problem which can be solved by an iterative algorithm. The
key step of the method is to solve the following matrix equation
\[
\begin{bmatrix}
A & M^T \\
M & 0
\end{bmatrix}
\begin{bmatrix}
u \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
f \\
g
\end{bmatrix}, \tag{4.19}
\]
where \(A\) is a \(N \times N\) symmetric positive definite matrix, \(M\) is a \(N \times L\) matrix, and \(Mu = g\)
is the result of the velocity constraint. For better computational efficiency, it is beneficial
to solve Eq. (4.19) in the following equivalent form:
\[
\begin{bmatrix}
A+rM^TM & M^T \\
M & 0
\end{bmatrix}
\begin{bmatrix}
u \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
f + rM^Tg \\
g
\end{bmatrix}, \tag{4.20}
\]
where \(r\) is the penalty coefficient, a positive scalar parameter. The above matrix sys-
tem facilitates an iterative procedure based on a Uzawa/conjugate gradient algorithm.
Taira and Colonius (2007) treated the FSI force as the Lagrange multipliers resulting from
the no-slip constraint on the fluid-structure interface. The coupled fluid-structure equa-
tion can then be constructed based upon the Karush-Kuhn-Tucker necessary conditions
(Nocedal and Wright 1999), which include the Lagrange multipliers as unknowns. The
resultant discretized equation at a given time instance can be formulated in a matrix
equation similar to Eq. (4.19). The authors solved the problem by means of the fractional-
step/projection method.

In the second group of the distributed Lagrange multiplier approaches, the field equa-
tions are first discretized in space to form a set of ordinary equations of velocity, which
are subjected to velocity constraints. Fractional time-stepping methods are frequently
used in this situation to gradually adjust the field solution to satisfy the constraints. Most
of these methods are first-order accurate. The works done by Glowinski et al. (1999,
2000, 2001), Patankar (2001) and Yu (2005, 2007) are the representatives of this group of
techniques. These are also frequently referred to as the fictitious domain method in the
literature.

The work of Glowinski et al. (1999, 2000, 2001) solves FSI problems with many rigid
bodies moving in an incompressible flow. The repelling force between the rigid bodies
due to collision is added to the equation describing the rigid body motion. The equations
of the fluid domain and the rigid bodies are first presented in the weak form defined in
the respective, disjoined fluid and structural domains. In this method, the fluid domain
is extended to cover the rigid domain where the fluid velocity is required to be the same
as the rigid body velocity, a condition that is enforced by means of distributed Lagrange multipliers. The extension of the artificial fluid domain allows the fluid domain to span the entire computational domain, but the motion of the artificial fluid must be accounted for by the rigid body equation of motion. In the derivation, the pressure is defined in the $L^2$ space and the Lagrange multipliers are in the $H^1$ space. The later can also be discretized by the collocation method. The mesh size in the background fluid domain, $h_f$, must be similar to that in the particle domain, $h_s$; i.e., $h_f = kh_s$, for some constant $0.5 \leq k \leq 1$. The solution is advanced using a first-order accurate Marchuk-Yanenko fractional time-stepping scheme. In the first step, the Navier-Stokes equation is solved for the intermediate fluid velocity and pressure, which includes the incompressibility condition. In a second step, the Navier-Stokes equation is solved for an updated intermediate fluid velocity, which includes part of the extra stress tensor term. Then the center position of each rigid body is estimated via a solution of the rigid body motion equation, which contains the repelling force term given by a nonlinear equation of the position. After the locations of the rigid bodies is updated, the fluid velocity, the rigid structure velocity and the Lagrange multipliers are solved in the final equation that includes the rest of the fluid stress tensor term, but not the pressure and the repelling force term. Finally, the interface location is updated. Glowinski et al. (2000) used a similar four-step Marchuk-Yanenko fractional time-stepping scheme.

Patankar (2001) proposed to use sub-iterations to improve the numerical stability of an explicit time-stepping method. In his formulation, the fluid domain is extended to cover the domain of the particle, but the Dirichlet interface condition is imposed only on the fluid-particle interface. The particle is first modeled as an elastic body. The rigidity constraint is then introduced to force the strain rate in the particle to be zero. The Dirichlet interface condition, imposed only on the fluid-particle interface, is not included in the weak form of the system. In the numerical procedure, the source term is added to the fluid momentum equation of the entire domain. This source term is the divergence of the strain rate in terms of the Lagrange multipliers associated with the rigidity constraint. Based upon the fractional step method, the computed fluid velocity is first projected to a divergence-free field and then to the rigid body motion of the particles. The difference between the rigid body velocity and the divergence-free velocity yields a relation to update the source term.

Yu (2005) applied the distributed Lagrange multiplier method to solve the motion of a nonlinear elastic body immersed in a fluid domain. For small strains, the elastic body is approximately incompressible, when the incompressibility condition, $\nabla \bullet u_f = 0$, is imposed onto the fictitious domain; thus structural displacement is not substantially affected. Continuous bilinear shape functions are used to interpolate the Lagrange multipliers in each finite element. However, the associated integration over the element is done with the trapezoidal rule in order to maintain numerical stability, because when commonly used finite element integration schemes such as the $2 \times 2$ Gaussian integration and piece-wise constant interpolation for Lagrange multipliers are used, the resultant method is unstable. In this study, the mesh size in the solid is twice of that in the fluid.
domain. The mesh of the Lagrange multipliers can be even coarser. (In the work of Yu and Shao (2007), the authors investigated, in more details, the interpolation method as well as the distribution function method to project the quantities between the Eulerian mesh and the Lagrange mesh.) For time integration, a fractional step scheme is used to form a stable, first-order accurate, explicit method. Given the Lagrange multiplier $\lambda^n$ the fluid equation is first solved to yield an intermediate flow variable, $u_f^n(x^n)$. The structure equation is then solved to given the structural boundary location, $x^{n+1}$. The fluid stress term that is present in the structure equation is computed from $u_f^n(x^n)$. Finally, $u_f^{n+1}$ and $\lambda^{n+1}$ are computed by solving the following equations

$$\frac{u_f^{n+1} - u_f^n}{\Delta t} = \lambda^{n+1} - \lambda^n, \quad \text{in } \Omega_s, \quad (4.21)$$

$$u_f^{n+1} = \frac{x^{n+1} - x^n}{\Delta t}, \quad \text{in } \Omega_s, \quad (4.22)$$

which can be viewed as the result of a saddle point problem. Eqs. (4.21) and (4.22) form an augmented Lagrange equation and can be solved iteratively by the conjugate gradient method. Through two carefully conducted numerical tests (the flow-driven oscillation and the self-sustained oscillation of a flexible plate), the paper confirms the suggestion of Glowinski et al. (1999) that the ratio of the structural mesh size and the fluid mesh size should be between one and two.

### 4.3 Mesh size and accuracy

The mesh size is an important factor in determining the stability and accuracy of the immersed methods. The choice of mesh size becomes more crucial for FSI problems involving complex interface geometry and flow physics, in which smaller mesh size or better approximation of variables around the interface are required, particularly in the case of high Reynolds and Mach numbers.

Based upon a finite element error analysis, Glowinski et al. (1999) indicated that the fluid mesh size, $h_f$, should be smaller than the structure mesh size, $h_s$, in order to maintain efficiency, while it is the other way around to maintain accuracy. To reach a compromise, they recommended that $h_f$ and $h_s$ should be on the same order. Zhao et al. (2008) studied the FSI problems associated with biological systems in which the immersed flexible body is made of neo-Hookean materials. The many examples studied in their work include the deformation of an elastic wall driven by fluid flow, an oscillating disk immersed in a fluid, the swimming of a two-dimensional jellyfish, a thin leaflet in an oscillating channel flow, and a deformable lid-driven cavity. Their numerical results suggested that the existence of the fluid-structure interface deteriorates solution accuracy. Particularly, the accuracy of the proposed FSI method achieved an accuracy between second and third order in terms of $h_s$, but only between first and second order in $h_f$. The localization of major errors near the interface was also observed in their study. Based on
these observations, the authors suggested using the adaptive mesh refinement (AMR) for better accuracy.

Several studies have incorporated the local refinement techniques into the immersed methods to yield better accuracy. Kaligzin and Iaccarino (2003) combined the immersed boundary formulation with AMR to simulate 3D high Reynolds number flows. The generation of AMR grids was carried out by first creating a fine underlying grid and then coarsening it in the region away from the immersed boundary. Simulation results of a flat plate boundary layer with Reynolds numbers as high as \( Re = 10^6 \) were presented in their work. Ramiere et al. (2007) mentioned that the accuracy of their method was only first order in terms of the mesh. To improve solution accuracy, they proposed a multi-level adaptive procedure to refine the mesh locally around the interface. de Tullion et al. (2007) solved several test problems of flow past rigid bodies using the immersed boundary method. A locally refined mesh was used near the interface and in the high flow-gradient region. Tai et al. (2005, 2007) introduced a dense overlapping mesh around the interface to obtain better estimate of the friction and pressure distributions on the rigid body surface. Three meshes were used: the stationary fluid mesh, the sub-domain with the overlapping mesh which is dense and wrapped around the structure, and the rigid nodes distributed within the rigid structure. A loosely coupled iterative procedure between the fluid and the structure is used in solving the FSI problem. The fluid equation with the immersed object is solved first. The fluid solution is then computed on the overlapping domain using the same Navier-Stokes solver, but with a moving grid. The “boundary” velocity of the overlapping fluid domain is determined by projecting the fluid velocity obtained from the underlying fluid domain to the neighboring overlapping mesh. The structural equations are then solved on the overlapping domain to yield detailed stress and pressure distribution on the object, which is used to find the resultant force that generates the motion of the object. A triangular mesh (not the Cartesian mesh) is used in this study. An algorithm was introduced to determine whether a fluid point is inside the overlapping or the rigid domain, or neither. The rigid objects considered in the study include a stationary cylinder, an oscillating cylinder and the bileaflets in a mechanical heart valve.

Better approximations of the fluid velocity or the FSI force on the fluid-structure interface have also been explored in several studies. Luo et al. (2007) used a nonlinear weighted average method to approximate the boundary layer velocity in the vicinity of the interface. Various techniques using ghost cells (e.g., Ghas et al. 2004, Iaccarino and Verzicco 2003) have been introduced to better approximate the interface velocity in the direct forcing method. Developing better distribution function to model interface conditions has also received attention. For example, Weymouth (2008) noted that the no-slip condition on the fluid-body interface, \( u = U \), implies \( u_t = U_t \). Thus, the author combined the no-slip condition with the fluid equation

\[
     u_t = -\frac{1}{\rho} \nabla p + r
\]

Better approximations of the fluid velocity or the FSI force on the fluid-structure interface have also been explored in several studies. Luo et al. (2007) used a nonlinear weighted average method to approximate the boundary layer velocity in the vicinity of the interface. Various techniques using ghost cells (e.g., Ghas et al. 2004, Iaccarino and Verzicco 2003) have been introduced to better approximate the interface velocity in the direct forcing method. Developing better distribution function to model interface conditions has also received attention. For example, Weymouth (2008) noted that the no-slip condition on the fluid-body interface, \( u = U \), implies \( u_t = U_t \). Thus, the author combined the no-slip condition with the fluid equation

\[
     u_t = -\frac{1}{\rho} \nabla p + r
\]
to form a single equation,

$$u_t = (1 - \delta) \left( -\frac{1}{\rho} \nabla p + r \right) + \delta \mathbf{U}_t,$$

where $\delta$ is a replacement of the Dirac delta function; $\delta(x) = 1$ if $x$ is in the domain of the body, and $\delta(x) = 0$ otherwise.

Zhao et al. (2008) observed that transferring the equivalent force terms from the solid Lagrangian mesh to the underlying fluid Eulerian mesh is the critical step to achieving better solution accuracy. They proposed and tested three approaches to transfer the forces. These methods include the distributed force method, which uses the distribution function with a narrow support; the discrete momentum equation for the interface jump conditions that minimizes the truncation error; and the finite element Galerkin projection method. Among these, the distributed force method and the finite element method are relatively easy to implement. All three methods devised by the authors can maintain a sharp interface and conserve the momentum across the interface.

4.4 Stable time integration

Another challenge that researchers of immersed methods frequently face is that boundary forces may impose a severe restriction on time-step size in order to maintain numerical stability (Fauci and Folgelson 1993, LeVeque and Li 1997, Peskin 2002, Stockie and Wetton 1999). The numerical stability of an immersed method can be much improved if the boundary forces are treated implicitly to advance the boundary in time. Although much effort has been invested in developing implicit and semi-implicit versions of the immersed boundary method and related methods, e.g. (Tu and Peskin 1992, Mayo and Peskin 1993, Fauci and Folgelson 1993, LeVeque and Li 1997, LeVeque and Long 2003, Mori and Peskin 2008, Newren et al. 2008, Hou and Shi 2008, Hou and Shi 2008b, Ceniceros et al. 2009), it remains a challenge to develop a immersed method that is computationally efficient even for stiff boundary forces.

Owing to the coupling among fluid motion, boundary configuration, and the boundary force, the implicit or semi-implicit formulation of the immersed boundary-type methods typically requires the solution of a large system of coupled nonlinear equations via iterations, and the convergence of those iterations can be a concern. Perhaps owing to that difficulty, the majority (though by no means all) of the implementations of the immersed boundary and immersed interface methods are explicit ones. Nonetheless, there have been a number of recent studies on the development and analysis of implicit or semi-implicit formulation of immersed methods. Newren and co-workers (2008) showed that a lagged-operators semi-implicit discretization scheme, originally introduced by Peskin (1977), is unconditionally stable in its first- or second-order Crank-Nicolson form when inertia is neglected and the interfacial force is linear and self-adjoint. A variation of this scheme was studied by Mori and Peskin (2008), who proposed a fully implicit method in which the system that requires iterative solves has the same structure as the linearized
semi-implicit discretization at each iterate. Krylov subspace methods were used to solve the linear system. Also recently, Ceniceros and co-workers (2009) proposed cost-effective computational strategies for solving the linear systems arising from that semi-implicit discretization. In addition, the immersed continuum method, proposed by Wang (2006, 2007, 2010), uses fully implicit time integration and employs a matrix-free combination of Newton-Raphson and GMRES iterative solvers.

Alternatively, the stability of a method can be improved if an approximation to an implicit step for the most singular part of the velocity is used to modify an explicit method. This is the essence of the small-scale decomposition approach proposed by Hou, Lowengrub, and Shelley (1994). This approach has the advantage of not requiring the iterative solution of systems of equations. It has been applied to Stokes flow (Kopinski 2001, Hou and Shi 2008, Sohn et al. 2010), and used as a preconditioner by Veerapani et al. (2009). Hou and Shi (2008, 2008b) developed a version of the immersed boundary method for both Stokes flow and Navier-Stokes flow using this approach with arclength-tangent angle coordinates for the interface. The small-scale decomposition approach was also used by Layton and Beale (2010), who developed a partially implicit method for Stokes flows that does not require computations in the arclength-tangent angle coordinates as in previous studies.

5 Discussion

The last few decades have seen a tremendous number of numerical methods developed for the simulation of FSI. The primary driving force for these developments is the demand from a wide range of scientific and engineering disciplines, where FSI problems are playing increasingly important roles. Meanwhile, the fast improvement of computational powers has made large-scale FSI simulations possible and has facilitated many realistic applications of these numerical techniques. Indeed, the numerical study of FSI has evolved into a distinct scientific field, which continues to grow and to attract enormous effort from scientists and engineers. Owing to the multidisciplinary nature of FSI problems, in this review, we have emphasized the numerical procedures used by various methods to treat the interface conditions between fluids and structures.

The first class of methods we reviewed is based on the partitioned approach which requires conforming mesh. The partitioned approach allows the fluid dynamics and structural mechanics that are involved in the FSI problems to be solved separately by their respective algorithms and codes. Since it provides flexibility in spatial meshing, the methods using the partitioned approach can conveniently catch the detailed physics along the fluid-structure interface. However, the difficulty in data handling along the fluid-structure interface and the lack of temporal convergence study hinder the use of the partitioned approach for broad FSI applications. The second class of methods we focused on are the immersed methods which use non-conforming mesh. The immersed methods, in recent years, have become increasingly popular in FSI simulations owing
to their simplicity, efficiency and flexibility, as well as their capability to handle complex flows and large structural deformations, compared to the partitioned methods with conforming meshes. Many immersed methods reviewed here are supported by rigorous temporal convergence study. A major disadvantage of these methods, however, is their lack of resolution near the interface (an exception is the immersed interface method, see below). Typically, the immersed methods smear out sharp interfaces to a thickness in the order of mesh width. This may impose a significant limitation on the immersed methods’ applicability to high Reynolds number flows. Local grid refinement techniques (e.g., Kaligzin and Iaccarino 2003, Ramiere et al. 2007, Roma et al. 1999) provide a promising improvement for the immersed methods, but at the cost of increasing the complexity of the algorithm. To some extent, local grid refinement blurs the distinction between the immersed methods and those with moving meshes. The immersed interface method is one of the few immersed methods that can achieve second-order spatial accuracy and preserve sharp fluid-structure interface. A recent development of this method is the velocity decomposition approach proposed by Beale and Layton (2009) which significantly simplifies the correction terms otherwise needed to ensure second-order accuracy in Navier-Stokes flow simulation, and makes the implementation of the immersed interface method more efficient. Another progress in this method is the augmented immersed interface method (Li et al. 2007, 2010; Tan et al. 2009) which, through the introduction of appropriate augmented variables, allows the decoupling of the jump conditions so that the immersed interface formulation can be applied to flows with discontinuous viscosity. The GMRES iterative method is applied to solve the resulting system for the augmented variables which are only defined on the interface. Still, these methods are limited to structures which do not occupy volume space and which are closed curves or surfaces. The development of second or higher-order immersed method to accurately compute FSI problems with embedded bulk structures remains an open question.

To conduct a comprehensive review of the literature in this fast growing field is a daunting task, and we have realized what we presented here merely scratches the surface of the vast number of FSI methods. Nevertheless, we have attempted to assess the two classes of methods in this article, the conforming mesh and non-conforming mesh methods, for their suitability and applicability in FSI simulation. The strengths and deficiencies of these methods revealed here may help the researchers in the field to broaden their focus.

Some important works we have omitted in this review include the particle finite element method (Idelsohn et al. 2006, 2008), the ghost-cell method (Tseng and Ferziger 2003, Iaccarino and Verzicco 2003), the cut-cell method (Udaykumar et al. 1996, 1999, 2001; Ye et al. 1999), the blob projection method (Cortez and Minion 2000), the extended finite element method (Dolbow et al. 2001, Moës et al. 1999), the lattice Boltzmann method (Lallemand and Luo 2003, Owen et al. 2010), the meshfree method (Belytschko et al. 1996; Zhang, Wagner and Liu 2003), and (many) others. Interested readers may refer to those publications and the references therein.

Furthermore, the article only reviews the numerical methods and applications that
consider the interaction between immersed structures and one fluid (i.e., single-phase flow). An exciting area of research would be the simulation of fluid-structure interaction in multiphase flows. Notable examples of related applications include high-speed boats cruising on water, wind turbines floating in oceans, and energy buoys interacting with waves. A deeper understanding of the FSI mechanism in these applications would enable more efficient and robust design of marine crafts and energy devices that can sustain strong wave impacts, and enhance the technological development in related industry. Such FSI problems pose significant challenges to current numerical methods, as both the fluid-fluid interface and fluid-solid interface have to be accurately computed to faithfully represent the important physics involved. To our knowledge, few works have been conducted along this direction, and even fewer have considered the realistic interactions involving all the important aspects: fluid motion, structure movement and deformation, and multiphase free-surface flow. Weymouth et al. (2006, 2008) combined the volume-of-fluid technique (Hirt and Nichols 1981) and the immersed boundary formulation to simulate ship hydrodynamics with overall first-order accuracy. Shen and Chan (2008) similarly applied the combined volume-of-fluid and immersed boundary approach in several 2D case studies, including wave propagation over a submerged structure and wave generation by a moving bed. Paik (2010) incorporated the level set method (Os- her and Sethian 1988) into CFDSHIP-Iowa, a computational ship code developed at the University of Iowa based on Reynolds-averaged Navier-Stokes (RANS) models. Most recently, Sanders et al. (2010) conducted preliminary numerical study on the rigid-body motion in 2D incompressible two-phase flows, also by incorporating the level set formulation for the free surface representation. The authors reported an order slightly above 1 for the computed terminal velocity in a simplified test where a buoyant rigid disk interacts with a single-phase channel flow. Further development of more accurate and versatile numerical methods for FSI problems with multiphase flows will benefit from interdisciplinary effort.
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