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Abstract
Aerial visuals play a central – and increasing – role in military operations, informing
military decision-makers in real time. While adding relevant and time-sensitive
information, these visuals construct an imperfect representation of people and spaces,
placing additional burdens on decision-makers and creating a persuasive – yet
misleading – virtual representation of the actual conditions on the ground. Based on
interdisciplinary analysis of critical security studies, behavioural economics and
international law literature, as well as rich data from US and Israeli military
investigations into four military operations spanning from 2009 to 2021, this article
identifies three types of challenges stemming from the mounting reliance on aerial
visuals to inform military operations: technical challenges, relating to the technical
capabilities and features of aerial vision technologies; cognitive challenges, relating to
decision-making biases affecting human decision-makers; and human-technological
challenges, relating to the human–machine interaction itself. The article suggests
ways to mitigate these challenges, improve the application of the law of armed
conflict, and protect people, animals and the environment during armed conflicts.

Keywords: drones, IHL, military technology, human-machine interaction, fact-finding, cognitive bias,

aerial vision.

Out of three or four in a room
One is always standing at the window.
Forced to see the injustice among the thorns,
The fires on the Hill.
And people who left whole
Are brought home in the evening, like small change.

Yehuda Amichai1

Introduction

On 29 August 2021, US forces launched a drone strike near Kabul’s international
airport, killing ten people. The strike targeted a white Toyota Corolla believed to
be carrying a bomb to be used by the so-called Islamic State of Iraq and Syria
(ISIS) for a planned terror attack against US forces at the airport. In the
aftermath of the attack, it became clear that the car had no connection to any
terror activity and that all casualties were civilians, seven of them children.
A military investigation suggested that the tragic outcome resulted from a wrongful
interpretation of the intelligence, which included eight hours of drone visuals.2

1 Yehuda Amichai, Poems of Jerusalem and Love Poems, trans. Assia Gutmann, Sheep Meadow Press,
New York, 1988, p. 15.

2 US Department of Defense (DoD), “Pentagon Press Secretary John F. Kirby and Air Force Lt. Gen. Sami
D. Said Hold a Press Briefing”, 3 November 2021, available at: www.defense.gov/News/Transcripts/
Transcript/Article/2832634/pentagon-press-secretary-john-f-kirby-and-air-force-lt-gen-sami-d-said-hold-
a-p/ (all internet references were accessed in September 2023).
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On 16 July 2014, during a large-scale military operation in Gaza, Israeli
forces attacked several figures who were identified by drone operators as Hamas
operatives. Following the attack, however, it was revealed that the figures were all
young children. Four children were killed in the attack, and four other children
were injured. An Israeli military investigation attributed the identification error to
misinterpretation of the drone visuals which triggered the attack.3

These examples represent a broader phenomenon of mounting reliance on
real-time aerial visuals in military decision-making. Advanced drone (and other
aerial visualization) technologies produce volumes of information, including both
static imagery and real-time video generated through various sensors.4 These
visuals inform military risk assessments and support decisions concerning the
legality of planned operations.5 The rise in complex human–machine interaction
in the legal evaluation of military operations is fuelled by the assumption that
military technologies, including aerial visuals, provide immediate, accurate and
timely information that informs decision-makers.6 Accordingly, legal scholarship
on military technologies tends to place the technology at the centre, debating its
legality and legal implications and considering the need for a new regulatory
regime or a fresh interpretation of existing norms.7

While these discussions are indeed valuable, the focus on the technology per
se leaves out challenges that stem from the human–machine interaction. In the
above examples (as well as in the additional case studies examined below), the
armed forces of the United States and Israel each acknowledged fatal attacks on

3 Preliminary Response from the State in Israeli High Court of Justice (HCJ), Bakr et al. v. Military Judge
Advocate et al., HCJ 8008/20, 2021 (State Response), p. 5, available (in Hebrew) at: www.adalah.org/
uploads/uploads/Bakr_state_response_250221.pdf.

4 John Michael Peschel and Robin Roberson Murphy, “On the Human–Machine Interaction of Unmanned
Aerial System Mission Specialists”, IEEE Transactions on Human–Machine Systems, Vol. 43, No. 1, 2012,
pp. 53, 59.

5 Benjamin Johnson, “Coded Conflict: Algorithmic and DroneWarfare in U.S. Security Strategy”, Journal of
Military and Strategic Studies, Vol. 18, No. 4, 2018, p. 35; Lucy Suchman, Karolina Follis and Jutta Weber,
“Tracking and Targeting: Sociotechnologies of (In)Security”, Science, Technology and Human Values, Vol.
42, No. 6, 2017; Jutta Weber, “Keep Adding: On Kill Lists, Drone Warfare and the Politics of Databases”,
Environment and Planning D: Society and Space, Vol. 43, No. 1, 2016.

6 Michael N. Schmitt, “Precision Attack and International Humanitarian Law”, International Review of the
Red Cross, Vol. 87, No. 859, 2005. See, also, more generally, Michael Barnes and Florian Jentsch (eds),
Human–Robot Interactions in Future Military Operations, Routledge, London, 2010; Celestine Ntuen,
Eui H. Park and Gwang-Myung Kim, “Designing an Information Visualization Tool for Sensemaking”,
International Journal of Human-Computer Interaction, Vol. 26, No. 2–3, 2010. Derek Gregory has
reviewed and criticized this claim: Derek Gregory, “From a View to a Kill: Drones and Late Modern
War”, Theory, Culture and Society, Vol. 28, No. 7–8, 2011, p. 188.

7 See, for example, Michael J Boyle, “The Legal and Ethical Implications of Drone Warfare”, International
Journal of Human Rights, Vol. 19, No. 2, 2015; John Lewis, “The Case for Regulating Fully Autonomous
Weapons”, Yale Law Journal, Vol. 124, No. 4, 2014, p. 1309; Hitoshi Nasu and Robert McLaughlin (eds),
New Technologies and the Law of Armed Conflict, Springer, 2014; Rebecca Crootof, “War Torts:
Accountability for Autonomous Weapons”, University of Pennsylvania Law Review, Vol. 164, No. 6,
2015; Armin Krishnan, Killer Robots: Legality and Ethicality of Autonomous Weapons, Routledge,
London, 2016; Michael N. Schmitt and Jeffrey S. Thurnher, “Out of the Loop: Autonomous Weapon
Systems and the Law of Armed Conflict”, Harvard National Security Journal, Vol. 4, 2013.
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civilians in which misinterpretation of aerial visuals was identified as one of the
causes – if not the only cause – leading to the tragic outcomes. In its 2022 civilian
harm mitigation plan, the US Department of Defense (DoD) acknowledged
the possible links between aerial visuals and cognitive biases, instructing
military departments and defence intelligence organizations to “review technical
training for imagery analysts and intelligence professionals” as a part of the
techniques required to mitigate cognitive biases in military decision-making.8

While this evidence is anecdotal, it nonetheless suggests that parallel to their
advantages, reliance on aerial visuals may also lead to military errors and
to unintended outcomes. This evidence is further supported by emerging
literature exploring human–machine interaction and technology-assisted
decision-making (“humans in the loop”) in several contexts,9 including in
military decision-making.10 This emerging literature, however, has thus far
focused mainly on technologies such as artificial intelligence, or on various socio-
technical elements in the construction and implications of drone programs,
leaving the unique problems of human–machine interaction as it relates to the
use of aerial visuals in critical military decision-making processes largely under-
explored.

This article fills some of this gap by examining how aerial vision
technologies shape military fact-finding processes and the application of the law
of armed conflict. Based on data from and analysis of four military

8 DoD, “Civilian Harm Mitigation and Response Action Plan (CHMR-AP)”, Memorandum from the
Secretary of Defence to Senior Pentagon Leadership, Commanders of the Combatant Commands,
Defence Agency and DoD Field Activity Directors, 25 August 2022, available at: https://media.defense.
gov/2022/Aug/25/2003064740/-1/-1/1/CIVILIAN-HARM-MITIGATION-AND-RESPONSE-ACTION-
PLAN.PDF.

9 See, generally, Guy A. Boy (ed.), The Handbook of Human–Machine Interaction: A Human-Centered
Design Approach, Routledge, London, 2017. On human–machine interaction in the context of criminal
detentions, see Nina Grgić-Hlača, Christoph Engel and Krishna P. Gummadi, “Human Decision
Making with Machine Assistance: An Experiment on Bailing and Jailing”, Proceedings of the ACM on
Human Computer Interaction, Vol. 3, No. CSCW, 2019. In the context of refugee protection, see Fleur
Johns, “Data, Detection, and the Redistribution of the Sensible in International Law”, American
Journal of International Law, Vol. 111, No. 1, 2017. In the context of border security, see Dimitri Van
Den Meerssche, “Virtual Borders: International Law and the Elusive Inequalities of Algorithmic
Association”, European Journal of International Law Vol. 33, No. 1, 2022. In the context of aviation,
see Jordan Navarro, “Human–Machine Interaction Theories and Lane Departure Warnings”,
Theoretical Issues in Ergonomics Science, Vol. 18, No. 6, 2017.

10 In particular, Crootof, Kaminski and Nicholson Price have focused on the interaction of humans with
artificially intelligent algorithms: Rebecca Crootof, Margot E. Kaminski and W. Nicholson Price II,
“Humans in the Loop”, Vanderbilt Law Review, Vol. 76, No. 2, 2023. Unpacking the techno-legal
machinery of drone programmes, Mignot-Mahdavi demonstrates how drone technologies (beyond
aerial vision) extend warfare in time and space and exacerbate State power. Rebecca Mignot–Mahdavi,
Drones and International Law: A Techno-legal Machinery, Cambridge University Press, Cambridge,
2023, pp. 9, 15, 110. Additionally, Leander highlights the technological agency of drones, focusing on
how drone practices redraw the boundaries of legal expertise. Anna Leander, “Technological Agency in
the Co-constitution of Legal Expertise and the US Drone Program”, Leiden Journal of International
Law, Vol. 26, No. 4, 2013. See also J. M. Peschel and R. R. Murphy, above note 4; Shiri Krebs,
“Predictive Technologies and Opaque Epistemology in Counter-Terrorism Decision-Making”, in Kim
L. Scheppele and Arianna Vedaschi (eds), 9/11 and the Rise of Global Anti-Terrorism Law, Cambridge
University Press, Cambridge, 2021.

1693

Above the law: Drones, aerial vision and the law of armed conflict – a

socio‐technical approach

https://doi.org/10.1017/S1816383123000413 Published online by Cambridge University Press

https://media.defense.gov/2022/Aug/25/2003064740/-1/-1/1/CIVILIAN-HARM-MITIGATION-AND-RESPONSE-ACTION-PLAN.PDF
https://media.defense.gov/2022/Aug/25/2003064740/-1/-1/1/CIVILIAN-HARM-MITIGATION-AND-RESPONSE-ACTION-PLAN.PDF
https://media.defense.gov/2022/Aug/25/2003064740/-1/-1/1/CIVILIAN-HARM-MITIGATION-AND-RESPONSE-ACTION-PLAN.PDF
https://media.defense.gov/2022/Aug/25/2003064740/-1/-1/1/CIVILIAN-HARM-MITIGATION-AND-RESPONSE-ACTION-PLAN.PDF
https://doi.org/10.1017/S1816383123000413


investigations,11 as well as interdisciplinary analysis of existing literature in critical
security studies, behavioural economics and international law, the article identifies
existing challenges relating to the interpretation and construction of aerial visuals in
military decision-making and knowledge production processes. I argue that while
adding valuable information, drone sensors and aerial visualization technologies
place additional burdens on decision-makers that may hinder – rather than
improve – time-sensitive and stressful military decision-making processes. As will
be detailed below, these decision-making hurdles include technical, cognitive and
human-technical challenges. The technical challenges concern the features,
capabilities and blind spots of aerial vision technologies (for example, the scope
of the visualization, the ability to reflect colour and sound, and the possibility of
malfunction). The cognitive challenges relate to decision-making biases, such as
confirmation bias, which may lead to misinterpretation of aerial visuals. The human-
technical challenges concern the human–machine interaction itself, which may lead
to human de-skilling and trigger technology-specific biases such as automation bias.
A result of these challenges, which decision-makers are not always aware of, is the
creation of avatars that replace the real persons – or the actual conditions – on the
ground, with no effective way to refute these virtual representations.12

To clarify, my claim is not that military decision-making processes are
better or more accurate without the aid of aerial visuals. These visuals indeed
provide a large amount of essential information about the battlefield, target
identification and the presence of civilians in the range of fire. The argument,
instead, is that the benefits of aerial visuals can easily mask their blind spots:
aerial visuals are imperfect and limited in several ways – much like other ways of
seeing and sensing – and these limitations are often invisible to decision-makers.
Hence, the article does not suggest that aerial visuals should not be utilized, but
rather that their utilization can – and should – be significantly improved.

The article begins with the identification of technical, cognitive and human-
technical factors affecting the utilization of aerial visuals in military decision-making
processes. It then examines four military operations conducted by the US and Israeli
militaries, where aerial visuals were identified as central to the erroneous targeting
of civilians. The analysis of the four operations applies the interdisciplinary
theoretical framework developed in the second part of the article to the
circumstances and findings in these four cases. Based on the evidence from the four
cases, the article goes on to explore how aerial visuals shape the application of core

11 This article provides a detailed analysis of four military operations conducted by the US and Israeli
militaries, each demonstrating some of the decision-making challenges relating to reliance on aerial
visuals. The cases were selected based on the release of information from the military investigations
conducted after each operation, taking into account military findings relating to the concrete decision-
making errors in each case, and the sources or causes for these errors. The case selection is also
intended to reflect decision-making processes from two militaries which rely heavily on drone
technologies and real-time aerial visuals, as well as time frame concerns (aiming to discuss the most
recent cases where information from the related military investigations was released). While this
approach generates anecdotal evidence, it exemplifies actual decision-making processes where human–
machine interaction was central, illuminating existing problems that can – and have – occurred.

12 Margaret Hu, “Big Data Blacklisting”, Florida Law Review, Vol. 67, No. 5, 2015.
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legal principles such as those of distinction, proportionality and precaution. Finally, the
article points toward possible directions for mitigating these challenges and improving
the utilization of aerial visuals in military decision-making. The proposed
recommendations include increasing the transparency of aerial vision’s scope and
limitations, highlighting disagreements concerning data interpretations, enhancing
the saliency of non-visual data points and developing effective trainings for military
decision-makers designed to improve human–machine interactions. Such trainings
can advance decision-makers’ knowledge of the blind spots and (human-)technical
limitations of aerial visuals, the potential dehumanizing effects of aerial vision, and
the cognitive biases it may trigger.

Aerial visuals in military decision-making

A view from above

In recent decades, and particularly with the development of drone technologies, aerial
visuals have become central to military decision-making generally and to real-time
operational decision-making in particular.13 These visuals are generated by various
military technologies producing a range of outputs, from static imagery and
infrared visualization to real-time video.14 Developments in military technologies,
and the increase in decision-assisting visuals, have led to the creation of new
military roles and responsibilities such as mission specialists who are responsible
for visual investigation and recording, data collection, and imagery analysis.15

Despite these rapid technological developments,16 access to aerial views of
war actions and war actors is not new. Long before the development of predator
military drones, aerial visuals and aerial vision were at the centre of modern
military strategy and target development.17 In particular, aerial visuals have been
a core element in military knowledge production, often romanticized as an
expression of technological superiority, objectivity, and control.18 The vertical
gaze from above is therefore not a new development within (or outside) the
military technologies of vision or within military epistemologies and knowledge

13 See, among others, Noel Sharkey, “The Automation and Proliferation of Military Drones and the
Protection of Civilians”, Law, Innovation and Technology, Vol. 3, No. 2, 2011, p. 229; L. Suchman,
K. Follis and J. Weber, above note 5; J. Weber, above note 5.

14 J. M. Peschel and R. R. Murphy, above note 4, p. 59.
15 Ibid., p. 59.
16 Mohamed Emimi, Mohamed Khaleel and Abobakr Alkrash, “The Current Opportunities and Challenges

in Drone Technology”, International Journal of Electrical Engineering and Sustainability, Vol. 1, No. 3,
2023.

17 Peter Adey, Mark Whitehead and Alison J. Williams, “Introduction: Air-Target: Distance, Reach and the
Politics of Verticality”, Theory, Culture and Society, Vol. 28, No. 7–8, 2011, p. 175. Similarly, as Amad
notes, “the aerial view existed before the airplane gave it objective substance”: Paula Amad, “From
God’s-Eye to Camera-Eye: Aerial Photography’s Post-humanist and Neo-Humanist Visions of the
World”, History of Photography, Vol. 36, No. 1, 2012, p. 67.

18 Tyler Wall and Torin Monahan, “Surveillance and Violence from Afar: The Politics of Drones and
Liminal Security-Scapes”, Theoretical Criminology, Vol. 15, No. 3, 2011, p. 240.
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production practices more broadly.19 Reviewing the history – and critiques – of
aerial photography in Western thought and philosophy, Amad demonstrates how
“the aerial gaze was represented, dreamed of, experimented with and experienced
vicariously before it was realised in the coming together of airplanes and cameras
with the beginning of military aviation in 1909”.20 She further documents how
planes and aerial vision were transformed throughout the 20th century into
“major modern symbols of technological progress, superhuman achievement,
borderless internationalism, and boundary-defying experience”.21

This romanticism of the aerial view as an advanced and objective source of
military superiority has garnered much criticism. Contemporary critiques of this so-
called “disembodied” God-view expose its subjective (or situated) elements and
dehumanizing effects.22 Not focusing directly on aerial visuals, Foucault has
challenged the proclaimed neutrality of technologies more broadly, shedding light
on the power relations they embody.23 Following Foucault, Butler highlights the
effects of the aerial view in war, asserting that the visual record of war (through
the conflation of the television screen and the lens of the bomber pilot) is not a
reflection on the war, but rather a part of the very means by which war is socially
constituted. Within this context, asserts Butler, the aerial view has a distinct role
in manufacturing and maintaining the distance between military actors – and
society as a whole – and the destructive effects of military actions.24 This distance
further exacerbates dehumanization in war, as it abstracts people from contexts,
details, individuality and ambiguities.25 Haraway further unmasks how
technologies of vision mediate the world, shaping how we see, where we see from,
what are the limits of our vision and the aims that direct our vision, and who
interprets the visual field.26 By repositioning the “view from above, from nowhere,
from simplicity”,27 Haraway promotes responsibility for military actions, because
“positioning implies responsibility for our enabling practices”.28 Following Scott’s
influential book Seeing Like a State (a view that involves “a narrowing of vision”),29

Gregory unpacks the elements or features of “seeing like a military”, exposing
how military technologies shape (and narrow) military vision.30 A part of this

19 P. Adey, M. Whitehead and A. J. Williams, above note 17, pp. 176–177. Outside the military context,
Amad notes that “the abstract potentialities of aerial vision have long been associated with modernist
perspectives within painting, criticism and photography”: P. Amad, above note 17, p. 67.

20 P. Amad, above note 17, p. 68.
21 Ibid., p. 71.
22 Donna Haraway, “Situated Knowledges: The Science Question in Feminism and the Privilege of Partial

Perspective”, Feminist Studies, Vol. 14, No. 3, 1988, p. 582.
23 Michael C. Behrent, “Foucault and Technology”, History and Technology, Vol. 29, No. 1, 2013, p. 55.
24 Judith Butler, “Contingent Foundations: Feminism and the Question of ‘Postmodernism’”, in Judith

Butler and Joan W. Scott (eds), Feminists Theorize the Political, Routledge, New York, 1992, pp. 3, 11.
25 T. Wall and T. Monahan, above note 18, p. 240.
26 D. Haraway, above note 22, p. 587.
27 Ibid., p. 589.
28 Ibid., p. 587.
29 James C. Scott, Seeing Like a State: How Certain Schemes to Improve the Human Condition Have Failed,

Yale University Press, New Haven, CT, 1999.
30 Derek Gregory, “Kunduz and ‘Seeing Like a Military’”, Geographical Imaginations, 2 January 2014,

available at: https://geographicalimaginations.com/tag/garani-air-strike/.
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narrowing, Gregory argues, is the geography of militarized vision: different
participants (or viewers) see different things depending on their physical – but
also cultural and political – positions.31

This last point paves the way for a deeper exploration of the synergies between
critiques of military technologies and behavioural and cognitive insights concerning
human–machine interaction in this space. While critiques of the myth of objectivity
or the narrowing gaze generated through military technologies stand on their own,
the mechanisms of vision narrowing and subjective interpretation of visuals can be
further unpacked and nuanced through behavioural scholarship. In the subsection
below I rely on these critiques of military vision as a starting point for identifying
the concrete mechanisms that limit (or position) military vision and induce bias in
military fact-finding and risk assessment processes, including the legal evaluation of
military operations. This general argument will then be demonstrated through four
case studies from the United States and Israel.

A view from within

The utopian narrative linking aerial vision with objective and superior knowledge,
together with evolving technical capabilities, has led to the notion that aerial
visuals improve decision-making processes by providing immediate, accurate,
relevant and timely information. Their zooming-in and -out capabilities,
simultaneously providing a view of both the macro and the micro, have
complemented (if not replaced) traditional forms of information-gathering and
knowledge production during stressful and fast-developing situations.32 While
dystopian critiques, linking aerial vision with practices of violence and the
exercise of power and control over dehumanized others, have not penetrated
military thinking,33 some studies have begun to examine the technological
limitations of visuals in various decision-making contexts. For example, Marusich
et al. find that an increase in the volume of information – including accurate and
task-relevant visuals – is not always beneficial to decision-making performance
and may be detrimental to situation awareness and trust among team members.34

This finding is consistent with the outcomes of several military investigations
which have identified technology- (and human-technology-) related factors as the
source of erroneous targeting of civilians in concrete military operations (as I
shall explore in detail in the next section). While the findings from these studies
are very context-specific, they suggest that the advantages supplied by aerial
vision may be hampered by suboptimal integration processes and other under-
explored technical and human-technical weaknesses.

31 D. Gregory, above note 6; Derek Gregory, “Eyes in the Sky – Bodies on the Ground”, Critical Studies on
Security, Vol. 6, No. 3, 2018.

32 M. Barnes and F. Jentsch, above note 6; C. Ntuen, E. H. Park and G. Kim, above note 6.
33 T. Wall and T. Monahan, above note 18, p. 240.
34 See e.g. Laura R. Marusich et al., “Effects of Information Availability on Command-and-Control Decision

Making: Performance, Trust, and Situation Awareness”, Human Factors, Vol. 58, No. 2, 2016.
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Informed by this emerging literature, as well as by the theoretical critiques
described above and insights from behavioural economics, I identify technical,
cognitive and human-technical factors affecting the use of and reliance on aerial
visuals in military decision-making (illustrated in Figure 1). While for analytical
purposes these challenges are presented and discussed separately, their effects on
concrete decision-making processes are often intertwined, as will be further
demonstrated below. Technical limitations create informational gaps that are
filled with subjective, and sometimes biased, interpretations. These subjective
judgements are further influenced by suboptimal human-technical interactions, as
well as by the overarching objectifying gaze of the aerial view. I turn now to
elaborate on each of these types of challenges or limitations.

Technical challenges

As stated above, military technologies provide volumes of relevant and timely
information that assists decision-makers in real time. However, similarly to
human-centred fact-finding methods, these technologies are far from perfect (or
objective). This subsection considers some of the technical limitations of aerial
visuals, aiming to make these vulnerabilities more pronounced to military
decision-makers.

Aerial visuals depicting identified (and unidentified) targets are limited in
various ways. First, the sensors utilized to generate aerial visuals are bounded by
time and space constraints, depicting only some areas, for a specific period of
time. The selected temporal and geographical scope generates affective and salient
visual data, but information which exists outside those times and spaces – outside
the “frame” – becomes secondary and unseen.

Second, some information gaps stem from the capabilities of the particular
technology or sensor used. For example, many strikes target buildings or are
conducted at night, under conditions that significantly limit visibility as well as
the ability to accurately detect the presence of people in the targeted area. In
such conditions, the particular visualization tools used will often signal the
presence of human beings using temperature signatures picked up by infrared

Figure 1. The limits of aerial visuals in military decision-making.
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sensors.35 Moreover, the capability of infrared sensors to generate visuals in limited
lighting conditions comes at the expense of other information, such as colour.
Colour detection has particular significance during armed conflict, as it allows the
attacking forces to identify medical facilities, which are marked using colour
coding (i.e., the red cross symbol). In addition to sensor selection and limitations,
visual sensors are not always combined with audio capabilities that can influence
the interpretation and effect of the visuals. Whether outside of the visuals’ scope
or redacted through the selected lens, some data is not included in the outputs
provided to decision-makers, thus creating an impactful – yet incomplete – visual
of the area that produces a false impression on its viewer. The missing
information remains invisible, while the visible (yet limited or partial) outputs are
salient and capture decision-makers’ attention.

Third, aerial visualization technologies may fail or malfunction, generating
flawed or misleading streams of information and intensifying gaps in the factual
framework. When military practices rely profoundly on technology systems,
decision-makers’ own judgement, and their ability to evaluate evolving situations
without the technology, erodes.

I will demonstrate the effects of each of these limitations through data
gathered from concrete military operations below.

Cognitive challenges

Despite common beliefs to the contrary, visuals do not speak for themselves.
Much like any other source of information, images require some degree of
interpretation, whether generated implicitly by cognitive human processes, or
configured and automated through artificial intelligence algorithms (which
inherently incorporate human input through technology design and training
processes). Reliance on aerial visuals is therefore mediated through the operation
of cognitive dynamics and biases, as well as the cultural and political lenses
of the humans who design the technology, apply it to generate particular
information, interpret the images, and communicate that interpretation to other
decision-makers.36 In this subsection I briefly review a few core cognitive biases
that are relevant to military decision-making. I will illustrate their operation,
providing concrete examples from four military operations, in the following
section.

Cognitive biases refer to faulty mental processes that lead decision-makers
to make suboptimal decisions which deviate from normative principles.37 In their
influential studies of decision-making biases and heuristics, Kahneman, Slovic
and Tversky have grouped these biases under three broad categories:

35 Noel Sharkey, “AutomatingWarfare: Lessons Learned from the Drones”, Journal of Law, Information and
Science, Vol. 21, No. 2, 2011, p. 152.

36 Tomer Broude, “Behavioral International Law”, University of Pennsylvania Law Review, Vol. 163, No. 4,
2015.

37 Gilberto Montibeller and Detlof Von Winterfeldt, “Cognitive and Motivational Biases in Decision and
Risk Analysis”, Risk Analysis, Vol. 35, No. 7, 2015.
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representativeness, availability and anchoring.38 Throughout the years, additional
types of cognitive biases have been identified, including a variety of motivated
cognition biases and framing effects,39 as well as overconfidence and loss
aversion.40 Van Aaken emphasizes the relevance of these decision-making biases
to the application and interpretation of international law generally, and in
particular in the context of armed conflicts.41

Representativeness biases occur when people make judgements based on
how closely an option resembles the problem scenario, in violation of rational
laws of probability.42 Visualization outputs depicting people in zones of active
hostilities are interpreted and categorized quickly, based on how well the known
characteristics fit existing representations (for example, those created through
training scenarios). As a result, representativeness biases may lead to the
classification of such people as insurgents when they are in fact civilians.

Availability biases occur when people overstate the likelihood that a certain
event will occur because it is easily recalled, or because they can easily retrieve similar
examples to mind.43 In the context of military decision-making, availability biases
make decision-makers less sensitive to alternative courses of action or information
that runs contrary to their recent experience or other easily recalled information.44

Anchoring biases occur when the estimation of a condition is based on an
initial value (anchor), which is then insufficiently adjusted to provide the final true
condition.45 The starting point – the anchor – might result from intuition, the
framing of the problem or even a guess, but the bias occurs when decision-
makers do not adjust sufficiently from this initial anchoring point.46 Aerial
visuals may generate both the initial anchor (which may be inaccurate based on
the technical limitations discussed above) and the inaccurate estimation or
adjustment from an initial intelligence information or suspicion (as visuals may
be wrongly interpreted – or insufficiently adjusted – from an external anchor).

Additionally, in the psychological literature, various cognitive dynamics
generating “unwitting selectivity in the acquisition and use of evidence” have

38 Daniel Kahneman, Paul Slovic and Amos Tversky (eds), Judgement under Uncertainty: Heuristics and
Biases, Cambridge University Press, Cambridge, 1982.

39 Montibeller and Winterfeldt have surveyed various types of risk assessment biases and their main
characteristics: G. Montibeller and D. Von Winterfeldt, above note 37, pp. 1233–1234.

40 Eyal Zamir, Law, Psychology, and Morality: The Role of Loss Aversion, Oxford University Press, New York,
2015; Pascal Vennesson and Amanda Huan, “The General’s Intuition: Overconfidence, Pattern Matching,
and the Inchon Landing Decision”, Armed Forces and Society, Vol. 44, No. 3, 2018; Eta S. Berner andMark
L. Graber, “Overconfidence as a Cause of Diagnostic Error in Medicine”, American Journal of Medicine,
Vol. 121, No. 5, 2008.

41 Anne van Aaken, “Behavioral International Law and Economics”, Harvard International Law Journal,
Vol. 55, No. 2, 2014.

42 R. J. Knighton, “The Psychology of Risk and Its Role in Military Decision-Making”, Defence Studies, Vol.
4, No. 3, 2004, p. 320.

43 G. Montibeller and D. Von Winterfeldt, above note 37, p. 1233.
44 R. J. Knighton, above note 42, p. 322.
45 Blair S. Williams, “Heuristics and Biases in Military Decision Making”, Military Review, Vol. 90, No. 5,

2010, pp. 48–50.
46 R. J. Knighton, above note 42, p. 322.
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been grouped together under the term “confirmation bias”.47 Confirmation bias
refers to people’s tendency to seek out and act upon information that confirms
their existing beliefs or to interpret information in a way that validates their prior
knowledge. As a result, the interpretation of aerial visuals may be skewed based
on decision-makers’ existing expectations, and this confirmation may then serve
as an (inaccurate) anchor for casualty estimates or target identification.48

Importantly, these cognitive biases have been found to influence not only
lay people, but also experts in professional settings.49 In particular, Slovic et al.
found that experts express overconfidence bias, leading to suboptimal risk
assessments, and as a result, erroneous decisions.50 According to their study,
experts think they can estimate failure rates with much greater precision than is
actually the case.51 Some common ways in which experts misjudge factual
information and associated risks – which are particularly relevant in our
context – are failure to consider how human errors influence technological
systems and insensitivity to how technological systems function as a whole.52

Analyzing intelligence failures with regard to Iraqi weapons of mass destruction,
Jervis concluded that many of the intelligence community’s judgements were
stated with overconfidence, assumptions were insufficiently examined, and
assessments were based on previous judgements without carrying forward the
uncertainties.53

Finally, the cognitive biases referred to in this section are of a general
nature, operating in a similar way in any fact-finding context and affecting
military decision-making regardless of the specific source of information that
decision-makers rely on.54 But while military organizations have learned to
acknowledge subjectivity and biases in human decision-making processes, aerial
visuals have largely been considered as an objective solution to these human
flaws. Nevertheless, it is important to acknowledge that while providing
important and relevant information, aerial visuals do not eliminate the problem
of bias and distortion, but rather shift the location and association of the bias
into the space of image interpretation.

47 Raymond S. Nickerson, “Confirmation Bias: A Ubiquitous Phenomenon in Many Guises”, Review of
General Psychology, Vol. 2, No. 2, 1998.

48 Cook and Smallman show the prevalence of confirmation bias in military and medical decision-making,
including during real-time assessment of available intelligence: Maia B. Cook and Harvey S. Smallman,
“Human Factors of the Confirmation Bias in Intelligence Analysis: Decision Support from Graphical
Evidence Landscapes”, Human Factors, Vol. 50, No. 5, 2008.

49 Paul Slovic, Baruch Fischhoff and Sarah Lichtenstein, “Facts and Fears: Understanding Perceived Risk”, in
Richard C. Schwing and Walter A. Albers (eds), Societal Risk Assessment: How Safe is Safe Enough?,
Plenum Press, New York and London, 1980. See also Ganesh Sitaraman and David Zionts, “Behavioral
War Powers”, New York University Law Review, Vol. 90, No. 2, 2015, pp. 534–535.

50 P. Slovic, B. Fischhoff, and S. Lichtenstein, above note 49.
51 Ibid. See also G. Sitaraman and D. Zionts, above note 49, pp. 534–535.
52 P. Slovic, B. Fischhoff, and S. Lichtenstein, above note 49, p. 187.
53 Robert Jervis, “Reports, Politics, and Intelligence Failures: The Case of Iraq”, Journal of Strategic Studies,

Vol. 29, No. 1, 2006, pp. 3, 14, 22.
54 A few cognitive biases, such as automation biases, are linked directly to aerial visuals and other types of

technology-generated data. I focus on this type of bias below.
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Human-technical challenges

In addition to the technical and cognitive limitations identified above, reliance on
aerial visuals in military decision-making is further compromised through
challenges stemming from suboptimal human–machine interaction. In the model
I propose, technical limitations are those relating to the scope, capabilities and
performance of the technology (and are independent from the humans in the
loop). Cognitive limitations relate to biases that affect decision-makers in various
settings and are not inherently related to the technology (for example,
confirmation bias may skew the interpretation of a drone visual, as well as other
types of information). Human-technical limitations highlight problems that are
generated or intensified by the interaction of humans and machines. I will
elaborate on three such problems: saliency, which is a general cognitive bias (like
those presented above) that is intensified by the characteristics of the information
medium, in this case aerial visuals; automation, which is a cognitive bias
specifically describing the effects of technologies (or automation) on human
decision-makers; and objectification, which is linked to the general problem of
dehumanization in the context of armed conflicts, describing a particular
mechanism of objectification generated through aerial vision.

Human–machine interaction further jeopardizes military decision-making
due to the impact of such interaction on human judgement. When human decision-
makers get used to trusting the technology to detect threats, instead of exercising
their own judgement and skill, it leads to de-skilling or diminished risk
assessment capabilities. This means, for example, that when a sensor is damaged,
the aircrew (who have been trained to rely on that sensor) may be less capable of
exercising human judgement based on other sources of information. Therefore,
reliance on aerial visuals (as well as other technologies) to identify threats and to
distinguish between legitimate and illegitimate targets may engender a numbing
effect on human fact-finding practices, including the exercise of common sense.55

Salience and automation

In an environment of complex data sources and high levels of uncertainty, heavy
reliance on visuals generates a salience problem, as decision-makers tend to focus
their attention on visual data. Emerging empirical evidence suggests that this
salience problem may contribute to reduced situational awareness of decision-
makers, who tend to focus on visual data. Several studies identify real-time
imaging outputs as a contributing factor to reduced situational awareness. For
example, Oron-Gilad and Parmet measured the impact of adding a video feed to
a display device for utilizing intelligence from an unmanned ground vehicle
during a patrol mission, on the quality of the force’s decision-making

55 Shiri Krebs, “Predictive Technologies and Opaque Epistemology in Counter-Terrorism Decision-
Making”, in Kim Lane Scheppele and Arianna Vedaschi (eds), 9/11 and the Rise of Global Anti-
Terrorism Law, Cambridge University Press, Cambridge, 2021, p. 218.
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capabilities.56 The study found that participants in the experimental group were
slower to orient themselves and to respond to threats. These participants also
reported higher workload, more difficulties in allocating their attention to the
environment, and more frustration.57

In another study, simulating decision-making under pressure, McGuirl,
Sarter and Woods observed that continuously available and easily observable
imaging garnered greater trust and attention than other sources of information
(which included verbal messages and textual data). They further found that aerial
visual data was correlated with poorer decisions, as decision-makers tended to
base their decisions on the aerial visualization while ignoring additional available
data.58 Significantly, nearly all of the study participants failed to detect important
changes in the situation that were not captured in the imaging but that were
available via other, non-visual data sources.59

These findings are consistent with the saliency literature. Salience refers to
features of stimuli that “draw, grab, or hold attention relative to alternative
features”.60 When processing new information, salient features may capture
decision-makers’ attention, affecting their judgement.61 Saliency literature has
identified the affective role of some visual data (mainly colourful, dynamic and
distinctive) in capturing decision-makers’ attention.62 Some features of aerial
visuals may intensify the problem of saliency in this context: for example, the
zooming-in capability of aerial visuals intensifies their saliency, making it easier
for decision-makers to focus on one visible part of the relevant information while
failing to give similar weight or attention to other pieces of the intelligence puzzle.

Another cognitive bias directly relating to human–machine interaction is
automation bias. Automation bias refers to decision-makers’ tendency to place an
inappropriately high level of trust in technology-generated data.63 As a result of
this high level of trust, decision-makers may trust technology-generated outputs
more than is rational. Skitka, Mosier and Burdick found that decision-makers
were more likely to make errors of omission and errors of commission when they

56 Participants in this experiment received a route map and sensor imagery from a vehicle that was a few
dozen metres ahead. The experiment compared the participants’ performance with and without the
sensor imagery. Tal Oron-Gilad and Yisrael Parmet, “Close Target Reconnaissance: A Field Evaluation
of Dismounted Soldiers Utilizing Video Feed from an Unmanned Ground Vehicle in Patrol Missions”,
Journal of Cognitive Engineering and Decision Making, Vol. 11, No. 1, 2017.

57 Ibid.
58 John McGuirl, Nadine Sarter and David Woods, “Effects of Real-Time Imaging on Decision-Making in a

Simulated Incident Command Task”, International Journal of Information Systems for Crisis Response and
Management, Vol. 1, No. 1, 2009, p. 54.

59 Ibid., p. 54.
60 E. Tory Higgins, “Knowledge Activation: Accessibility, Applicability, and Salience”, in E. Tory Higgins

and Arie W. Kruglanski (eds), Social Psychology: Handbook of Basic Principles, Guilford Press,
New York, 1996, p. 135.

61 Valerio Santangelo, “Forced to Remember: When Memory is Biased by Salient Information”, Behavioural
Brain Research, Vol. 283, 2015.

62 Shelley E. Taylor, “The Availability Bias in Social Perception and Interaction”, in D. Kahneman, P. Slovic
and A. Tversky (eds), above note 38, pp. 190, 192.

63 Linda J. Skitka, Kathleen L. Mosier and Mark Burdick, “Does Automation Bias Decision-Making?”,
International Journal of Human–Computer Studies, Vol. 51, No. 5, 1999.
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were assisted by automated aids (such as a computer monitoring system).64

McGuirl, Sarter and Woods’ study indicates that decision-makers not only focus
on the visual feed, but also place an inappropriately high level of trust in this
automated, computer-generated data. As a result of this high level of trust in
aerial visualization, McGuirl, Sarter and Woods found that participants exhibited
limited cross-checking of various sources of information and narrowed their data
search activities.65 In the context of military targeting decisions, Deeks has
pointed out that both a positive target identification and an implicit approval by
not alerting that the target is a protected target may involve an automation bias,
where individuals accept the machine’s explicit or implicit recommendation.66

Automation bias further jeopardizes decision-making through enhancing decision-
makers’ overconfidence (or “positive illusions”) concerning the data relied upon and
decisions made based on this data.67

The objectification effect of the aerial view

Aerial visuals are celebrated for infusing critical decision-making processes with
objective and accurate information about ground targets and conditions, but as
explained above, the particular view they provide cannot be described simply as
being either accurate or objective. Indeed, in her critique of the militarist myth of
perfect vision (in her words, a “God trick”), Haraway positions the simplicity of
the view from above as the opposite of the nuanced, detailed and complex view
from a body.68 The detached view from above enables the exercise of dominance
over what (or who) is being observed.69 During this process, as Gregory points
out, the aerial view subverts the truth “by making its objects visible and its
subjects invisible”.70 Information generated through the aerial lens therefore lacks
necessary complexity, objectifying and dehumanizing those viewed.

Exploring the interaction of the virtual, material and human, Holmqvist
observes that drones are political agents which are not simply detecting objects
and actions but are rather producing those objects and actions.71 Aerial visuals
determine individuals’ gender, actions and status (male/female, peaceful/fighter,
civilian/combatant), and predict risk (how many bystanders will be killed as a

64 Ibid.
65 J. McGuirl, N. Sarter and D. Woods, above note 58, p. 54.
66 Ashley S. Deeks, “Predicting Enemies”, Vanderbilt Law Review, Vol. 104, No. 8, 2018. See also R. Crootof,

M. E. Kaminski and W. Nicholson Price II, above note 10.
67 Jonathan Renshon and Daniel Kahneman, “Hawkish Biases and the Interdisciplinary Study of Conflict

Decision-Making”, in Steve A. Yetiv and Patrick James (eds), Advancing Interdisciplinary Approaches
to International Relations, Springer, Cham, 2016, pp. 51, 56.

68 D. Haraway, above note 22, p. 589.
69 Harris describes this view from above as an “imperial gaze”: Chad Harris, “The Omniscient Eye: Satellite

Imagery, ‘Battlespace Awareness,’ and the Structures of the Imperial Gaze”, Surveillance and Society, Vol.
4, No. 1–2, 2006, p. 102.

70 D. Gregory, above note 6, p. 204.
71 Caroline Holmqvist, “UndoingWar: War Ontologies and the Materiality of DroneWarfare”,Millennium:

Journal of International Studies, Vol. 41, No. 3, 2013, p. 545; C. Harris, above note 69, p. 102.
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result of an attack, how dangerous is the target).72 Because differences among people
may be less detectable from the sky, aerial vision engenders homogenization and
dehumanization of those observed and constructed through the aerial view.73 The
lack of nuance, or social context, “renders the aerial objectifying gaze far less
transparent than it appears”.74

Instead of individuation and attention to differences, observed individuals
are produced or constructed to fit predetermined, functional categories that reflect
the perspectives of the viewers, not those viewed, simplifying existing complexities
and erasing variation.75 This process of homogenization, of translating bodies into
targets and stripping people from their individuality, accounts for dehumanization.

A view from below: Aerial visuals and military errors

The above analysis identifying the limitations of aerial visuals in military decision-
making provides a framework for analyzing four concrete military operations where
aerial visuals were central to the decision-making process. In all four cases, US and
Israeli forces attributed, at least to some extent, erroneous targeting of civilians to
malfunctions or misinterpretations of the aerial visualization relied upon by
decision-makers in real time. As information about technology-related (or
otherwise) military errors is scarce – much of it hidden behind walls of secrecy
and confidentiality – these cases were identified following extensive qualitative
analysis of military reports and media coverage of military errors in the last two
decades (2002–22). While through my research I have identified additional cases
in which aerial visuals were identified as contributing to mistaken targeting of
civilians (and which had their investigation information released to allow a deep
analysis of the decision-making processes), I decided to focus on four cases to
provide an in-depth analysis of the facts and context of each military operation.
Aiming to enhance (to some extent) the study’s generalizability and timeliness, I
selected the two most recent cases from each of the two jurisdictions from which
I was able to collect rich data (the United States and Israel).

Examining military errors is not without limitations. In addition to the
hindsight of the ultimate outcome of the decision-making process, the focus on
errors provides a selective sample that overlooks the sources or causes of
successful decisions. Therefore, this section does not purport to provide a
complete outlook on aerial-focused military decision-making processes; instead, it

72 Shiri Krebs, “Drone-Cinema, Data Practices, and the Narrative of IHL”, Heidelberg Journal of
International Law, Vol. 82, No. 2, 2022, p. 311. Arvidsson further explores the role of digital systems
and digital bodies – as opposed to material bodies – in the targeting process. Matilda Arvidsson,
“Targeting, Gender, and International Posthumanitarian Law and Practice: Framing the Question of
the Human in International Humanitarian Law”, Australian Feminist Law Journal, Vol. 44, No. 1,
2018, pp. 16–17.

73 T. Wall and T. Monahan, above note 18, p. 243.
74 Daniel Grinberg, “Tracking Movements: Black Activism, Aerial Surveillance, and Transparency Optics”,

Media, Culture and Society, Vol. 41, No. 3, 2019, p. 308.
75 T. Wall and T. Monahan, above note 18, p. 240.
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offers a unique glimpse into (some) military errors, examining the role of aerial
visuals in the decision-making processes that led to these errors. The data
discussed below may be suggestive of flaws in human–machine interactions
which can lead to error in other cases, but ascertaining the validity of such a
general claim requires additional research.

Evidence from Israel

The killing of Ismail, Ahed, Zakaria and Mohammed Bakr

On 8 July 2014, Israel began a large-scale, seven-week military operation in the Gaza
Strip, known as Operation Protective Edge. The operation began following weeks of
hostilities, which started with the kidnapping and murder of three Israeli teenagers
in the West Bank and continued with large-scale arrests of hundreds of Hamas
operatives in the West Bank and massive rocket fire from Gaza into Israel. During
the operation, more than 2,000 Palestinians and seventy-three Israelis were killed.76

On 16 July 2014, eight days into Operation Protective Edge, Israeli forces
received intelligence warning that “Hamas operatives [were] expected to gather at
a Hamas military compound in Gaza harbor, in order to prepare military actions
against the Israel Defence Forces” (IDF).77 A container within this compound,
suspected of being used by Hamas to store ammunition, had been targeted the
previous day by the IDF. Following this intelligence, the IDF decided to use
armed drones to provide visualization of the suspected Hamas compound at Gaza
harbour.78 At around 4:00 pm on the same day, the drone operators identified
several figures running into the compound toward the container that was targeted
the previous day. Based on the drone visuals, the figures were “incriminated” (in
military jargon) as Hamas operatives, and a decision was made to attack them.
As soon as the figures were seen entering the compound, IDF forces fired their
first missile. As a result of the fire, one of the figures was killed and the others
began running away from the compound towards other sections of the beach. A
second missile then hit the running figures on the public beach outside the
compound, as they were trying to escape.

Despite the IDF assessments that they had targeted adult Hamas operatives,
soon after the attack it became clear that the victims were all children of the Bakr
family. Four children – Ismail Bakr (10 years old), Ahed Bakr (10 years old),
Zakaria Bakr (10 years old) and Mohammed Bakr (11 years old) – were killed in

76 “Gaza Crisis: Toll of Operations in Gaza”, BBC News, 1 September 2014, available at: www.bbc.com/news/
world-middle-east-28439404.

77 Israel has not released the materials of the military investigation into this event. Instead, in this section I
rely on information included in the State’s response to a petition submitted to the Israeli Supreme Court
sitting as High Court of Justice against the decision to close the investigation without opening any criminal
proceedings. State Response, above note 3, p. 2.

78 Ibid., p. 5. The Israeli response does not use the term “armed drone” and instead refers to an “aerial
observation tool”.
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the attack (one was killed from the first missile and three were killed from the second
missile), and four other children were injured.

Following requests from the victims’ families and human rights
organizations, a military investigation was launched into the incident. In June
2015, the Military Judge Advocate decided not to open criminal proceedings,
after concluding that the attack did not violate Israeli or international law.79 The
families and human rights organizations appealed this decision to the Attorney
General, and their appeal was dismissed on 9 September 2019. A petition to the
Israeli High Court of Justice (HCJ) was ultimately denied on 24 April 2022, after
an ex parte proceeding in which confidential intelligence was presented to the Court.

While there are various issues – legal and ethical – which merit attention in
these legal proceedings, I wish to focus here on those that shed light on the use of
aerial visuals for target identification and collateral damage estimates. The
Military Judge Advocate clarified that real-time aerial visualization was used in
this case as a core element in applying the principle of precaution.80 The State
Response further emphasized that “the forces used a visualization aid to ascertain
that civilian[s] [were] not present”,81 and highlighted that “after confirming
through visual aids that no uninvolved civilians [were] present, and therefore
estimating no collateral damage from the attack, IDF forces decided to attack the
figures”.82 In the discussion below I analyze information available from the Israeli
investigations in order to evaluate the utilization of aerial visuals by decision-
makers in this case and reveal some of the technical, cognitive and human-
technical limitations involved, as explored above.

First, the data from the Israeli investigations demonstrates a significant
technical limitation of aerial visuals. While the vertical view is highly capable of
detecting figures on the ground, the information it provides on those observed is
limited in several ways, providing some details while omitting others. The
Attorney General’s letter rejecting the appeal against the closure of the military
police investigation touched on this issue briefly:

[T]o an observer from the ground, as is evidenced through photos taken by
journalists that were present at the scene, it is easy to see that these were
children, but as a legal matter, the evaluation of the incident must be done
from the perspective of the person that approved the attack, which was based
on aerial visualization.83

As is clear from this statement, while aerial visuals have been engaged as a means of
precaution, in this case this method of visualization was inferior to ground visuals,
detecting humans moving but failing to distinguish adult insurgents from playful

79 Ibid., p. 8.
80 Ibid., p. 9.
81 Ibid., p. 21.
82 Ibid., p. 3.
83 The letter from the Office of the Attorney General (Special Operations) informing Adalah lawyers of the

decision to deny their appeal on the Military Judge Advocate decision to close the investigation is available
(in Hebrew) at: www.adalah.org/uploads/uploads/AG_response_090919.pdf.
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10-year-olds. Interestingly, in its response to the petition to the HCJ, the State
highlighted not only that “at no stage were the criminalized figures identified as
children”, but also that IDF forces could not have identified them as such.84 This
is an important determination: while it was easy for ground observers to see
clearly that the figures on the Gaza beach were young children, it was impossible
to reach a similar conclusion using the selected aerial visualization methods.
Despite this determination, it is not explained why, if that is the case, only aerial
visualization tools were engaged as a means of precaution (especially noting that
the “threat” would not have been generated or perceived otherwise). Moreover,
the State noted that a military expert with experience in similar attacks was asked
to review the visuals from the attack, and he concluded that “it is very difficult to
identify that these are not adults”.85 While the State used this expert’s opinion
to exonerate the decision-makers in this case, it did not provide any explanation
as to why a visualization tool that cannot distinguish adults from children was
selected as the main means of precaution in this case (and possibly others).

Furthermore, the State Response emphasized that IDF forces used aerial
visuals to ascertain that civilians were not present.86 It then added: “Indeed,
throughout the operation, the forces did not identify anyone else present except
for the identified figures.”87 Intended to suggest that the forces carefully analyzed
the aerial visuals, these statements identify a blind spot in the scope of those
visuals. While the investigation concluded that the drone team identified three or
four figures, ultimately an additional four children were injured, indicating that
the ability to zoom in on the suspected figures may have prevented a broader
view of the surrounding area, where other children were playing and were within
the damage range of the missiles.

Second, the data from the Israeli investigations also suggests that the
interpretation of the aerial visuals may have been distorted because of cognitive
biases. As mentioned above, the decision to close the investigation was largely
based on the finding that the relevant forces had identified the figures as Hamas
operatives. This lethal error was rationalized and excused through four factors:88

1. The concrete intelligence relating to Hamas operatives meeting at the location
the day before.

2. The figures were identified in a closed and fenced Hamas compound, where
only Hamas operatives were expected to be present.

3. The container at the compound was targeted the previous day and IDF forces
believed that the figures were attempting to take ammunition that was stored in
the container.

4. On 7 August 2014, Hamas operatives attempted to attack the IDF base at Zikim
and were killed in the crossfire that ensued. It was therefore assumed that

84 State Response, above note 3, p. 7.
85 Ibid., p. 8.
86 Ibid., p. 21.
87 Ibid., p. 21.
88 Ibid., p. 6.
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Hamas operatives were planning to use ammunition from the container to
launch a similar attack.

While these factors do not explain why the targeted figures were deemed adult
Hamas operatives instead of 10-year-old children, they do suggest that the target
identification process may have been affected by cognitive biases (in particular,
confirmation, representativeness and availability biases). The pre-existing intelligence
and expectations may have led the drone team to interpret the aerial visuals
consistently with the existing intelligence and threat scenarios. The experience of the
previous recent attack in that area may have skewed the interpretation of the visuals
based on the available information from the recent experiences.

The suggestion that the classification of the children as Hamas operatives
was influenced by cognitive biases is strengthened when examining other data
from this case. For example, the State Response relied on the testimony of one of
the naval intelligence officers involved in the incident, who insisted that “a child
and a man do not run the same way, it looks different, and I had a feeling we hit
adults, not 12-, 14-year-old kids”.89 It is true that some visual indicators are
associated with movements of adults (or trained insurgents) while others are
associated with movements of children (or civilians). However, in this case the
children were depicted moving in a scattered manner, as opposed to an orderly
pattern that one might expect of adult insurgents. The only indicator mentioned
as leading to the classification of the figures as adults (beyond the operator’s
“feeling”) was that the figures were observed moving “swiftly”.90 However,
running (or moving “swiftly”) per se is a strange criterion in these circumstances,
especially as trained insurgents may be moving more slowly out of caution, while
children can be expected to run around at the beach (or when attempting to
escape an armed attack). The admission that the age classification was based on a
“feeling” suggests that instead of concrete visual indicators, the age classification
in this case was influenced by a subjective assessment that was formed based on
pre-existing intelligence and expectations.91

Third, the data from the Israeli investigation demonstrates weaknesses in the
human-technical interaction, both with regard to the salience of the visual data and the
objectifying gaze of the aerial visuals. Some indicators which could have suggested that
the depicted figures were civilians were ignored, or were not salient enough to affect
action. For example, IDF forces believed the compound was surrounded with a
fence and that access to it was only possible through a guarded gate. Their
assessment that only Hamas operatives had access to the compound was based on
other sources of information, as well as their operational familiarity with the area.
This information, however, was isolated from the aerial visuals, which were designed

89 Ibid., p. 7.
90 Ibid., p. 21.
91 The State further highlighted that some of the witnesses who were involved in the incident watched the

videos recording the attack again after they learned that the victims were children. After watching the
recordings again, they testified that they still could not identify the figures as children. Clearly, as these
comments were made by those suspected of wrongful targeting of children, it is very likely that their
second view of the images was affected by motivated cognition dynamics. Ibid., p. 7.
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to detect potential threats and thus only focused on the moving figures. The aerial
visuals were not used to verify the existence of a fence or a guarded gate, and as far
as we know, other sources of updated information about access to this compound
from the public beach were not utilized or consulted.

Moreover, data provided in the State Response indicates that the human-
technical interaction was flawed, limiting, rather than strengthening, the
situational awareness of the force. Three of the children that were killed in the
attack died as a result of the second missile, which was fired at the escaping
children and hit them at the public area of the beach, outside of the suspected
compound. After the first missile was fired, killing one of the children and
causing the other three to run away, the drone operators communicated through
the radio their uncertainties concerning the boundaries of the Hamas compound.
In particular, they communicated their worry that targeting the figures on the
beach, outside of the compound, may increase the danger to civilians. The State
mentioned this communication in its response as evidence of the sensitivity of
the attacking forces to the issue of collateral damage and their desire to ascertain
target identification;92 however, from the information included in the State
Response, as well as other relevant materials from the investigation, it seems that
the drone operators’ concerns went unanswered.93 This course of events suggests
that the salience of the visuals – and the threat that their erroneous interpretation
generated – inhibited the forces’ awareness of other relevant facts, including non-
visual representations of the compound boundaries, and heightened the urgency
to act without waiting for a definite response.

Finally, beyond these salience and situational awareness issues, this case
exemplifies the objectifying gaze of military drones, which anticipates, produces and
then confirms a presumed threat through aerial visualization tools. In this case, the
drone team’s mission was to surveil a particular area in order to detect potential
threats. Through this gaze, any movement within the designated area was suspected,
and any figures identified within that space were constructed as a threat. The
vertical view through which the children were captured collapsed any variations and
erased physical differences to fit a mechanical classification, oblivious to social
context and cues. The objectification and dehumanization of the eight children that
were killed and injured that day was exercised through the objectifying eye of the
drone lens, which constructed these children, one and all, as targets, stripping them
from their identities, individuality, families and communities.

The shelling of the Al-Samouni house

On 27 December 2008, the IDF opened a twenty-two-day attack on the Gaza Strip,
known as Operation Cast Lead. Israel described the attack as a response to constant
rocket attacks fired from the Gaza Strip into Israel’s southern cities, causing damage

92 Ibid., p. 8.
93 “Report Details Deadly Drone Attack on Four Palestinian Children”, Al Jazeera, 12 August 2018, available

at: www.aljazeera.com/news/2018/8/12/report-details-deadly-drone-attack-on-four-palestinian-children.
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and instilling fear.94 By the operation’s end, public buildings in Gaza were
destroyed, thousands of Palestinians lost their homes, many were injured, and
about 1,400 were killed.95 On the Israeli side, Palestinian rockets and mortars
damaged houses, schools and cars in southern Israel, three Israeli civilians were
killed and more than 1,000 were injured.96 While the ongoing hostilities
continued, the UN Human Rights Council established a fact-finding mission,
widely known as the Goldstone Mission, to investigate alleged violations of
international human rights law and international humanitarian law (IHL).97

One of the main incidents investigated by the Goldstone Mission was the
Israeli attack on the Al-Samouni house on 5 January 2009.98 In brief, following
an attack on several houses in the area, IDF soldiers ordered members of the
Al-Samouni extended family to leave their homes, and to find refuge at Wa’el
Al-Samouni’s house. Around 100 members of the extended Al-Samouni family,
the majority women and children, were accordingly assembled in Wa’el
Al-Samouni’s house by noon on 4 January 2009. At around 6:30 or 7:00 am the
following morning, Wa’el Al-Samouni, Saleh Al-Samouni, Hamdi Maher
Al-Samouni, Muhammad Ibrahim Al-Samouni and Iyad Al-Samouni stepped
outside the house to collect firewood in order to make bread. Suddenly a
projectile struck next to the five men, close to the door of Wa’el’s house, killing
Muhammad Ibrahim Al-Samouni and Hamdi Maher Al-Samouni. The other men
managed to retreat into the house. Within five minutes, two or three more
projectiles had struck the house directly, killing an additional nineteen family
members and injuring nineteen more. Based on these facts, the Goldstone Report
concluded that the attack on the Al-Samouni house was a direct intentional strike
against civilians, which may constitute a crime against humanity.99

Following the release of the Goldstone Report, the Israeli military
conducted its own investigation into these events. The military investigation did
not dispute these facts but instead added that the decision to shell the Al-
Samouni house was based on erroneous interpretation of drone images that were
utilized in the war room in real time.100 According to the investigation report,
grainy drone images depicted the five men holding long, cylindrical items which

94 Shiri Krebs, “Designing International Fact-Finding: Facts, Alternative Facts, and National Identities”,
Fordham International Law Journal, Vol. 41, No. 2, 2017, pp. 362–363.

95 Israel claims that 1,166 Palestinians lost their lives, of which 706 were “unlawful combatants”. The Gaza
authorities claim that the number of casualties was 1,444, and the Goldstone Mission found that the
correct number varies between 1,387 and 1,417, without distinguishing between civilians and
combatants. Human Rights Council, Human Rights in Palestine and Other Occupied Arab Territories:
Report of the United Nations Fact-Finding Mission on the Gaza Conflict, UN Doc. A/HRC/12/48, 5
September 2009 (Goldstone Report), pp. 90-91, available at: www2.ohchr.org/english/bodies/hrcouncil/
docs/12session/A-HRC-12-48.pdf.

96 Ibid.
97 Human Rights Council, The Grave Violations of Human Rights in the Occupied Palestinian Territory,

Particularly Due to the Recent Israeli Military Attacks against the Occupied Gaza Strip, UN Doc. A/
HRC/S-9/L.1, 12 January 2009, available at: https://reliefweb.int/report/occupied-palestinian-territory/
grave-violations-human-rights-occupied-palestinian-territory.

98 Goldstone Report, above note 95.
99 Ibid., pp. 182–183, 284.
100 Israel Ministry of Foreign Affairs, Gaza Operation Investigations: Second Update, 2010.
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were mistakenly interpreted as rocket-propelled grenades (RPGs).101 In May 2012,
the military prosecution announced that no legal measures would be adopted in this
case against any of those involved in the decision to attack the Al-Samouni
house,102 as the killing of the Al-Samouni family members was not done
knowingly and directly, or out of haste and negligence, in a manner that would
indicate criminal responsibility.103 In between, while the Israeli military
investigation was still ongoing, Justice Richard Goldstone, the head of the
Goldstone Mission, published an op-ed in the Washington Post in which he
retracted the Goldstone Report’s legal findings concerning the Al-Samouni
incident. In his op-ed, Justice Goldstone accepted the initial Israeli explanation
concerning the attack, stating that the shelling of the Al-Samouni home “was
apparently the consequence of an Israeli commander’s erroneous interpretation
of a drone image”.104 Israeli authorities have used Goldstone’s op-ed as proof
that the Report itself – including its factual findings – was false and biased.105

Similarly to the attack that killed the Bakr family children, the
investigations into the attack on the Al-Samouni house demonstrate the
significant role of aerial visuals in real-time military decision-making, and in this
case, in the wrongful threat identification and perception. Below I explore some
of the technical, cognitive and human-technical limitations of this reliance on
aerial visualization tools in this case.

First, the data from the military investigation demonstrates a significant
technical limit of the particular sensor that was used in this case. The investigation
describes the aerial visuals used as so “grainy” that a pile of firewood was easily
confused with a cache of RPGs. This means that the technical capability of the
relevant sensor was limited, producing murky images that required heavy
interpretation. Additionally, this grainy image captured only a fraction of time and
space (five men near the doorstep), overlooking the crowded refuge behind the
door, filled with hungry and frightened children – information that could have
contextualized the situation and changed the interpretation of the image.

Second, the military investigation found it sufficient to conclude that the
erroneous attack resulted from a misinterpretation of a grainy image and did not
inquire further into the causes of this misinterpretation. Applying the cognitive
insights explored above may shed some light on this issue. This incident was not
an isolated event, but rather occurred within a broader context of intense

101 Ibid. See also Amira Hass, “What Led to IDF Bombing House Full of Civilians during Gaza War?”,
Haaretz, 24 October 2010, available at: www.haaretz.com/2010-10-24/ty-article/what-led-to-idf-
bombing-house-full-of-civilians-during-gaza-war/0000017f-da80-d938-a17f-feaaf7860000.

102 Amira Hass, “IDF Closes Probe into Israeli Air Strike that Killed 21 Members of Gaza Family”, Haaretz, 1
May 2012, available at: www.haaretz.com/israel-news/idf-closes-probe-into-israeli-air-strike-that-killed-
21-members-of-gaza-family-1.427583.

103 Ibid.
104 Richard Goldstone, “Reconsidering the Goldstone Report on Israel and War Crimes”,Washington Post, 1

April 2011, available at: www.washingtonpost.com/opinions/reconsidering-the-goldstone-report-on-
israel-and-war-crimes/2011/04/01/AFg111JC_story.html?utm_term=.597a7cb64bb9.

105 IDF Strategic Division, “The Goldstone Report: Judge Richard Goldstone Revises His Position”, 5 April
2011, available at: www.scribd.com/document/53971147/Response-to-Richard-Goldstone-s-Op-ed-in-
the-Washington-Post.
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hostilities. Within this context, RPGs were utilized by Palestinian forces in the days
prior to the attack on the Al-Samouni house; as a result, it is highly possible that
RPGs were easily recalled by decision-makers when they saw the image. Both
availability and representativeness biases could have induced a misinterpretation
of the visual, based on the familiarity of the forces with the shape of RPGs and
the similarity of the situation at the Al Samouni house to practiced scenarios.

Third, the information available in this case further demonstrates
weaknesses in the human-technical interaction, both with regard to the salience
of the visual data and the objectifying gaze of the aerial visuals. The investigations
suggest that the grainy drone image was not the only relevant information
available to decision-makers in this case – other available data included non-
visual communications with the ground battalion, including information
concerning the order to locals to gather at the Al-Samouni house. That additional
information could also have informed and contextualized the interpretation of
the grainy drone image, offering alternative interpretations to the RPG one, but
this information was apparently pushed aside while the drone visual, with its
threat interpretation and urgency, grabbed decision-makers’ attention. Under the
prevailing pressure conditions, the effect of the drone images was strong and
immediate, and may have diverted attention from other, less salient sources of
information, such as communications from the ground battalion. The
investigation itself does not indicate whether any other sources of information
were considered (especially given the grainy quality of the drone visual), or
whether – and based on what data – collateral damage calculations were conducted.

Finally, much like the Bakr children, the Al-Samouni men were objectified
by the aerial gaze, turned into an immediate threat that must be eliminated. Worried
and caring husbands, sons and fathers were turned into violent, armed terrorists and
attacked with lethal weapons accordingly. The drone did not simply “detect” the
threat; its sensors generated the threat and produced the RPG-carrying terrorists.
The Al-Samouni family, which a day prior was recognized as a victim of the
hostilities and was led into a safe space, was quickly recast as a source of
insurgency and threat, a legitimate military target. The swiftness of this process
and the immediacy of its outcomes left no room for doubt and no opportunity
for its objects to rebel against their drone-generated classification.

Evidence from the United States

The striking of Zemari Ahmadi’s car

On 29 August 2021, the US military launched its last drone strike in Afghanistan
before American troops withdrew from the country.106 The strike targeted a
white Toyota Corolla in the courtyard of a home in Kabul. Zemari Ahmadi, the

106 Matthieu Aikins et al., “Times Investigation: In U.S. Drone Strike, Evidence Suggests No ISIS Bomb”,
New York Times, 5 January 2022, available at: www.nytimes.com/2021/09/10/world/asia/us-air-strike-
drone-kabul-afghanistan-isis.html.

1713

Above the law: Drones, aerial vision and the law of armed conflict – a

socio‐technical approach

https://doi.org/10.1017/S1816383123000413 Published online by Cambridge University Press

https://www.nytimes.com/2021/09/10/world/asia/us-air-strike-drone-kabul-afghanistan-isis.html
https://www.nytimes.com/2021/09/10/world/asia/us-air-strike-drone-kabul-afghanistan-isis.html
https://doi.org/10.1017/S1816383123000413


driver of the vehicle, was believed to be an operative of ISIS-Khorasan (ISIS-K), on
his way to detonate a bomb at Kabul’s international airport. As a result of the strike,
the targeted vehicle was destroyed and ten people, including Ahmadi, were killed. In
the following days, the US military called this attack a “righteous strike”, explaining
that it was necessary to prevent an imminent threat to American troops at Kabul’s
airport.107 However, following the findings of a New York Times investigation,108 a
high-level US Air Force investigation ultimately found that the targeted vehicle did
not pose any danger and that all ten casualties were civilians, seven of them
children.109 Despite these outcomes, the investigation concluded that the strike
did not violate any law, because it was a “tragic mistake” resulting from
“inaccurate” interpretation of the available intelligence, which included eight
hours of drone visuals.110 The investigation suggested that the incorrect – and
lethal – interpretation of the intelligence resulted from “execution errors”
combined with “confirmation bias”.111

The US Central Command (CENTCOM) completed its thorough investigation
of this incident within two weeks of the attack; however, the full investigation report was
never released to the public. On 6 January 2023, following a Freedom of Information Act
lawsuit submitted by theNew York Times, CENTCOM released sixty-six partly redacted
pages from the investigation.112 The details revealed through the investigation report
shed light on the centrality of drone visuals in the decision to attack Zemari
Ahmadi’s car, and the particular dynamics around the interpretation and
construction of the drone-generated data. While the report itself mentions
“confirmation bias” as a likely reason for the decision-making errors in this case, all
three types of challenges (technical, cognitive and human-technical) are evidenced.

First, materials from the investigation identify several technical limitations
of the aerial visuals, as applied in this case. While highlighting the precision and
quality of the aerial visualization tools used in this case (three to four drones
surveilled the car for eight hours prior to the attack), analysts noted in their
interviews that at the location of the attack (in a residential area, where the car
entered a courtyard), “trees and courtyard overhang limited visibility angles”, and
that the “video quality obscured the identification of civilians in or near the
courtyard prior to the strike”.113 Indeed, one analyst admitted to finally being

107 DoD, “Secretary of Defense Austin and Chairman of the Joint Chiefs of Staff Gen. Milley Press Briefing on
the End of the U.S. War in Afghanistan”, 1 September 2021, available at: www.defense.gov/News/
Transcripts/Transcript/Article/2762169/secretary-of-defense-austin-and-chairman-of-the-joint-chiefs-
of-staff-gen-mille/.

108 Eric Schmitt, “No U.S. Troops Will Be Punished for Deadly Kabul Strike, Pentagon Chief Decides”,
New York Times, 13 December 2021, available at: www.nytimes.com/2021/12/13/us/politics/
afghanistan-drone-strike.html.

109 DoD, above note 2.
110 Ibid.
111 Ibid.
112 “Read U.S. Central Command’s Investigation into Botched Aug. 29, 2021 Kabul Drone Strike”, New York

Times, 6 January 2023, available at: www.nytimes.com/interactive/2023/01/06/us/kabul-strike-
investigation-ar15-6.html.

113 CENTCOM, Findings and Recommendations for Army Regulation (AR) 15-6 Investigation Civilian
Casualty Incident, Kabul, 29 August 2021, 9 September 2021, redacted and released as USCENTCOM
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able to see “additional movement from the house”, but explained that at that point
in time it was already too late (“[I] did not have time to react”).114

Second, the CENTCOM investigation attributed the identification error to
confirmation bias. The main reason for this determination was the heightened
tension following a deadly attack on the airport on 26 August 2021, and specific
intelligence reports indicating that a terror organization, ISIS-K, intended to use
two vehicles, a white Toyota Corolla and a motorcycle, to launch an assault on
US forces at the airport.115 On 29 August, drone sensors detected a white Toyota
Corolla moving to a known ISIS-K compound.116 The vehicle was then put under
continuous observation for approximately eight hours, and Ahmadi, who drove
the car, as well as several men he engaged with during the day, were identified as
part of the ISIS-K cell.117

Beyond the initial intelligence about a white Toyota Corolla, several
elements detected through the aerial visuals further led to the decision to strike
the vehicle. Firstly, throughout the eight hours of surveillance on the vehicle,
drone analysts observed it moving around the city, making various stops, and
picking up and dropping off various adult males.118 Ahmadi’s driving was
assessed as “evasive”119 and his route was described as “erratic”, which was
evaluated to be “consistent with pre-attack posture historically demonstrated by
ISIS-K cells to avoid close circuit cameras prior to an attack”.120 Secondly,
analysts noted that the driver of the vehicle “carefully loaded items” into the
vehicle, and these items were described as “nefarious equipment”.121 Analysts
assessed that these items were explosives based on the careful handling and size
and apparent weight of the material (at one point, five adult males were observed
“carrying bags or other box-shaped objects”).122 Thirdly, at some point, the
presence of a motorcycle was detected nearby, fitting the original intelligence.123

Fourthly, the attack was eventually launched when the vehicle parked at its final
destination, where a gate was shut behind it and someone approached it in the
courtyard.124 The shutting of the gate and the movement in the courtyard were
interpreted to signal “a likely staging location and the moving personnel to likely
be a part of the overall attack plot”.125 The CENTCOM investigation concluded

FOIA #21-0518, p. 9, available at: www.nytimes.com/interactive/2023/01/06/us/kabul-strike-
investigation-ar15-6.html.

114 Ibid., p. 001.
115 Ibid., pp. 260, 253–254.
116 The Kabul CENTCOM investigation indicated that in addition to the two military drones that were

surveilling the White Toyota, an additional drone, operated by the CIA, was also monitoring the car.
Ibid., p. 238.

117 Ibid., p. 197.
118 Ibid., p. 238.
119 Ibid., p. 260.
120 Ibid., pp. 200, 235.
121 Ibid., pp. 260, 247.
122 Ibid., pp. 200, 238, 254.
123 Ibid., p. 244.
124 Ibid., p. 241.
125 Ibid., p. 241.
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that each of these signs and signals of threat were interpreted based on the initial
intelligence, in a way that was consistent with that threat scenario.

It is significant that CENTCOM was able to acknowledge the problem of
cognitive biases in military decision-making processes, and particularly in the
interpretation of aerial visuals during real-time events.126 Later on, in August
2022, the US DoD announced a plan for mitigating civilian casualties in US
military operations, which includes addressing cognitive biases, such as
confirmation bias, in order to prevent or minimize target misidentification.127

Several cognitive biases might have played a role in the wrongful attack on
Zemari Ahmadi’s car. In particular, it may well be that the initial designation of the
white Toyota Corolla as a threat resulted from confirmation bias based on the initial
intelligence linking that colour and model of car with a concrete threat. However,
from that moment on, that initial error seems to have served as a (wrong)
anchor, from which any new information was miscalculated or wrongly
evaluated. Moreover, representativeness bias may have also affected decision-
makers’ judgement, as the interpretive option they continually selected closely
resembled the initial problem scenario. Finally, the deadly attack at the airport on
26 August might have triggered availability bias, leading decision-makers to
overstate the likelihood that the white Toyota was carrying a bomb because that
event or scenario easily came to mind. Ultimately, it seems that a variety of
cognitive biases triggered the erroneous and lethal decision. As one of the
analysts noted, “the risk of failure to prevent an imminent attack weighed
heavily”.128 Another added: “I felt confident that we made the right decision and
in turn saved countless lives.”129 This case exemplifies, therefore, how the outputs
of an intensive eight-hour aerial surveillance were interpreted to fit an anticipated
scenario, where the mere sight of a non-unique car ultimately triggered lethal force.

Third, the data from the CENTCOM investigation further suggests that the
salience of aerial visuals may have also contributed to the skewed assessments. In
particular, in one of the interviews, it was stated that after the strike was approved, a
new, non-visual intelligence report was received, stating that the target was going to
delay the attack until the following day (and thereby making the threat non-
imminent). But the eyes were already on the target, and those involved did not want
to lose sight of the vehicle, so the additional information was brushed aside and the
attack was carried out. The description of events detailed in the investigation report
also suggests that everyone involved remained fixed upon the various drones’
visuals. There is no information about any attempt to cross-reference the
identification of the vehicle, check its licence plate, identify the driver or use other
sources of information to substantiate the initial assessments.

Finally, the CENTCOM investigation provides another example of the
objectifying drone gaze, which is continuously constructing individuals and
communities as imminent threats. This threat construction is so entrenched and

126 DoD, above note 8.
127 Ibid.
128 CENTCOM, above note 113, p. 205.
129 Ibid., p. 241.
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acceptable that despite the baseless targeting of an innocent NGO aid worker and his
family, the CENTCOM investigation easily concluded that the errors in this case
were “unavoidable given the circumstances”.130 However, the circumstances that
made the errors in this case “unavoidable” are exactly those that centre targeting
decisions on aerial visuals, which, by design, detect some details and omit others.
Zemari Ahmadi was a 43-year-old electrical engineer, a proud father of seven
children, who had worked since 2006 for an aid NGO. He had a whole life filled
with many details that were completely invisible (and insignificant) to the drone
sensors. These sensors turned him into a target, his associates into terrorists, and
the water containers he loaded in his car into explosives. The CENTCOM
investigation report does not include any of this information, as it is deemed
irrelevant, being outside the view of the drone.

The Kunduz hospital bombing

On 3 October 2015, at 2:08 am, a US Special Operations AC-130 gunship attacked a
Doctors Without Borders (Médecins sans Frontières, MSF) hospital in Kunduz,
Afghanistan, with heavy fire. The attack severely damaged the hospital building,
resulting in the death of forty-two staff members and patients and injuring
dozens.131 In the aftermath of the attack, several investigations were carried out by
the US military, NATO, the UN Assistance Mission in Afghanistan and MSF.132 The
CENTCOM Kunduz investigation found that the lengthy attack on the protected
hospital building resulted from a “combination of human errors, compounded by
process and equipment failures”.133 The human errors were attributed to poor
communication, coordination and situational awareness, and the equipment failures
included malfunctions of communications and targeting systems.134

The CENTCOM report specifically indicated that the electronic systems
on-board the AC-130 malfunctioned, eliminating the ability of the aircraft to
transmit video, send and receive email, or send and receive electronic
messages.135 The AC-130 team was tasked with supporting ground forces against
Taliban fire from a “large building”. When the gunship arrived in Kunduz, the
crew took defensive measures, which degraded the accuracy of certain targeting
systems, including the ability to locate ground objects.136 As a result, the TV
sensor operator identified the middle of an empty field as the target location. The
team aboard the AC-130 then started searching for a large building nearby and
eventually identified a compound about 300 metres to the south that more closely

130 Ibid., p. 241.
131 Shiri Krebs, “Just the Facts: Reimagining Wartime Investigations Concerning Attacks against NGOs”,

Berkeley Journal of International Law, Vol. 37, No. 3, 2019, pp. 412–413.
132 Ibid., p. 414.
133 CENTCOM, Summary of the Airstrike on the MSF Trauma Center in Kunduz, Afghanistan, on October 3,

2015: Investigation and Follow-On Actions, 29 April 2016, p. 2.
134 Ibid., pp. 2–3.
135 Ibid., p. 33. See also DoD, “Department of Defense Press Briefing by General Campbell via Teleconference

from Afghanistan”, 25 November 2015, available at: www.defense.gov/News/Transcripts/Transcript-
View/Article/631359/department-of-defense-press-briefing-by-general-campbellvia-teleconference-fro.

136 CENTCOM, above note 133, p. 2.
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matched the target description. This compound was in fact the MSF hospital.137 The
navigator questioned the disparity between the first observed location (an open
field) and the new location (a large compound), as well as the distance between
the two. The TV sensor operator then “re-slaved” the sensors to the original grid
and this time identified a “hardened structure that looks very large and could also
be like more like a county prison with cells”. This other building was in fact the
intended target of the operation.138

Following the observation of the second compound, as well as the TV
sensor operator’s expression of concern that they were not observing a hostile act
or hostile intent from the first compound,139 the aircrew requested a clarification
of the target, receiving the following description:

Roger, [Ground Force Commander] says there is an outer perimeter wall, with
multiple buildings inside of it. Break. Also, on the main gate, I don’t know if
you’re going to be able to pick this up, but it’s also an arch-shaped gate.
How copy?140

The aircrew immediately identified a vehicle entry gate with a covered overhang on
the north side of the hospital compound. After further discussion of whether the
covered overhang was arch-shaped, the crew collectively determined that the
target description matched the hospital compound as opposed to the intended
target building.141 Following this false identification, the hospital complex was
designated as the target location and the aircrew were cleared to destroy both the
buildings and the people within the complex.142

Ultimately, the US military decided against opening a criminal investigation
into any of those involved in the misidentification of the hospital and its following
bombardment. Instead, several administrative and disciplinary measures were
adopted against sixteen individuals because their professional performance during
this incident reflected poor communication, coordination and situational awareness.143

The NATO investigation similarly concluded that there was no evidence to
suggest that the commander of the US forces or the aircrew knew that the targeted
compound was a medical facility.144 In particular, the NATO report determined that
it was “unclear” whether the US Special Forces Commander or the aircrew had the

137 Ibid., pp. 19, 33.
138 Ibid., p. 34.
139 Ibid., pp. 93–94.
140 Ibid., pp. 34, 57.
141 Ibid., pp. 57–58.
142 Ibid., pp. 63–65.
143 Additional factors identified as contributing to the error included the aircrew taking off in a rush without

the “normal” briefing and list of protected sites; electronic communications equipment failures that
prevented an update on the fly; the aircraft being forced off course and having trouble regaining its
orientation once back on station; communication of precise coordinates being fuzzy, prompting the
crew to acquire visual confirmation; and, finally, when final approval was requested, no one realized
that what the flight crew were describing didn’t fit the target requested by troops on the ground. Ibid.

144 NATO, “Executive Summary: Combined Civilian Casualty Assessment of an Airstrike on a Medical
Facility in Kunduz City on 03 October 2015”, November 2015, p. 1, available at: https://shape.nato.int/
resources/3/images/2015/saceur/Exec_sum.pdf.
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grid coordinates for the hospital available at the time of the air strike.145 Similar to the
CENTCOM investigation, the NATO report concluded that the misidentification of
the hospital and its subsequent bombardment resulted from “a series of human
errors, compounded by failures of process and procedure, and malfunctions of
technical equipment which restricted the situational awareness” of the forces.146

The findings of the CENTCOM and NATO investigations suggest that at
least part of the identified malfunctions and situational awareness problems were
related to the aerial visualization tools used by the aircrew in this incident (as
well as the human–machine interaction).

First, the CENTCOM investigation detailed twelve different technical
failures and malfunctions that contributed to the misidentification of the hospital
as a target.147 While this part of the report is heavily redacted, at least three
failures seem to relate directly to systems providing aerial visualization to the
crew and command. In particular, the report mentioned several outages
preventing command and crew from viewing a certain area or receiving “pre-
mission products”, and noted that a core sensor providing aerial visualization
during the strike “was looking at the wrong objective”.148

Additionally, as the aircrew were preparing to strike the target, they took a
much wider orbit around the target area than planned, believing they were under
threat.149 Because of this greater distance from the target, the fire control sensors
had limited visibility of the target area, and the precision of the targeting system
was degraded.150 Finally, because the attack took place at about 2:00 am, the
aircrew were using the AC-130’s infrared sensors, which could not show the
coloured markings and MSF flag on the building, identifying it as a hospital.151

145 Ibid.
146 Ibid.
147 A significant failure unrelated to the visualization systems was lack of access to the No Strike List database,

which was not fully uploaded to the aircraft’s systems before the aircraft took off. The investigation
concluded that because of this failure, the system could not alert the aircrew to the fact that the target
they identified was included on the No Strike List. CENTCOM, above note 133, p. 52.

148 Ibid., p. 106.
149 Ibid., p. 53.
150 Sean Galagher, “How Tech Fails Led to Air Force Strike on MSF’s Kunduz Hospital”, Ars Technica, 1

December 2015, available at: https://arstechnica.com/information-technology/2015/11/how-tech-fails-
led-to-air-force-strike-on-msfs-kunduz-hospital/.

151 Larry Lewis, “Protecting Medical Care in Conflict: A Solvable Problem”, OCHA Relief Web, 9 July 2020,
available at: https://reliefweb.int/report/world/protecting-medical-care-conflict-solvable-problem. The
CENTCOM investigation mentioned that the hospital was marked with an MSF flag instead of the red
cross or red crescent symbols: CENTCOM, above note 133, p. 82. It may be noted, however, that the
absence (or invisibility) of a medical symbol such as the red cross does not reduce the protections
afforded to medical facilities, as per Geneva Convention (I) for the Amelioration of the Condition of
the Wounded and Sick in Armed Forces in the Field of 12 August 1949, 75 UNTS 31 (entered into
force 21 October 1950), Arts 19, 21; Geneva Convention (II) for the Amelioration of the Condition of
Wounded, Sick and Shipwrecked Members of Armed Forces at Sea of 12 August 1949, 75 UNTS 85
(entered into force 21 October 1950), Arts 22, 34; Protocol Additional (I) to the Geneva Conventions
of 12 August 1949, and relating to the Protection of Victims of International Armed Conflicts, 1125
UNTS 3, 8 June 1977 (entered into force 7 December 1978) (AP I), Arts 12, 13; and Protocol
Additional (II) to the Geneva Conventions of 12 August 1949 and relating to the Protection of Victims
of Non-International Armed Conflicts, 1125 UNTS 609, 8 June 1977 (entered into force 7 December
1978), Art. 11.
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This meant that while the building itself was visible to the attacking forces, details
identifying it as a medical facility – such as the MSF flag and logo – were not.

Second, the details concerning the decision-making process that led to the
misidentification of the hospital suggest that cognitive biases may have contributed
to the error. Specifically, confirmation bias may have strengthened the aircrew’s
decision that the hospital complex was the building they were looking for. As
detailed above, the aircrew received a very vague description of the target area,
mainly that it was a large building. As the grid first led them to an open field,
they scanned the area for a large building and detected the hospital. Following
their request for clarification, they received further information that the target
building had an “arch-shaped gate”. Looking for such a gate at the building they
were viewing, they quickly found a “gate with a covered overhang”, which they
evaluated as fitting the “arch-shaped” description. This particularly vague
description may have triggered confirmation bias in the interpretation of the
aerial visuals; instead of searching the building for armed insurgents or
ammunition, the aircrew looked for a large building with an arched gate,
interpreting the visuals to fit this description (and did not continue to search for
another building or compound that may have fit the description better).

Third, the CENTCOM investigation also demonstrates problems in the
human-technical interaction. Specifically, the report mentioned that a core sensor
providing aerial visualization during the strike “was looking at the wrong objective
because [Special Operations Task Force – Afghanistan] leadership did not have
situational understanding of that night’s operations”.152 This finding highlights the
importance of human–technical alignment and proficiency. Additionally, it suggests
that heavy reliance on aerial visualization (as well as other military technologies) may
lead to human de-skilling, or degradation of human judgement and capabilities.
Reliance on technology has a price tag when the relevant systems fail or malfunction.
As noted earlier, when military practices are heavily reliant on technology, there is an
erosion of decision-makers’ own judgement and ability to evaluate evolving
situations without that technology. Without fully functioning visualization tools and
targeting sensors, the aircrew’s professional performance was significantly impaired,
they were unable to fully orient themselves, and they failed to identify and correctly
assess the gaps in their data. While their own judgement was hampered, the
degraded visuals they were informed by made them confident enough to strike.

Finally, a careful reading of the Kunduz investigation suggests that aerial
target visualization may generate dehumanization of those observed. For example,
in describing the threat perception of the Ground Force Commander, the
investigation report quotes the Commander’s perception, formed based on
“numerous aerial platforms”, that the area was “swarming with insurgents”.153

Through the aerial view, Afghan people, including medical doctors, nurses,
patients and visitors, looked like “swarming” ants, hornets or locusts. Similarly, a

152 CENTCOM, above note 133, p. 80.
153 Ibid., p. 61.
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dialogue between the Flying Control Officer and the navigator concerning the
meaning of “target of opportunity” concluded with the Officer’s explanation of
his understanding of this term (and their orders): “[Y]ou’re going out, you find
bad things and you shoot them.”154 Aerial visualization tools provided ample
opportunity to “find bad things”, as even though the aircrew could not detect any
ammunition or weapons at the hospital compound, the objectifying gaze of the
aerial sensors produced threat and turned a medical facility, and all of its staff,
patients and visitors, into legitimate “targets of opportunity.”

***

The analysis of military investigations in the four examples explored above exemplifies
the three types of limitations – technical, cognitive and human-technical – of reliance
on aerial visuals in military decision-making. These examples highlight the growing
need to better account for technology-related biases and malfunctions, to train
military decision-makers to identify and account for these limitations, and to
improve military risk assessment and decision-making processes.

Aerial visuals and the application of the law of armed conflict

Military operations are not conducted in a normative vacuum. Military law, rules of
engagement and the overarching law of armed conflict (LOAC), including its core
customary principles of distinction, precaution and proportionality, apply to the
legal evaluation of military operations.155 The previous section demonstrated how
technical, cognitive and human-technical challenges in the interpretation of aerial
visuals may negatively influence real-time military fact-finding processes. In this
section I examine how these challenges influence the application of – and
compliance with – core LOAC principles during military operations.

Aerial visuals influence the application of the LOAC in three ways, through
(1) generating information necessary to apply the law in concrete circumstances, (2)
affecting the scope of the legal rules, and (3) amplifying vulnerabilities in the
LOAC’s evidentiary standards. Figure 2 illustrates these three pathways through
which aerial visuals may influence the application of the LOAC in concrete cases.
I discuss each of the three below.

Fact-finding: Aerial visuals generate information necessary for the
application of the LOAC

Aerial visuals provide an evidentiary basis for legal evaluations and establish the
factual framework necessary for the legal analysis. Drone visuals, for example, are

154 Ibid., p. 61.
155 Gary D. Solis, The Law of Armed Conflict: International Humanitarian Law inWar, Cambridge University

Press, Cambridge, 2016; M. N. Schmitt, above note 6.
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used to identify and quantify the risk to bystanders during collateral damage
assessments, thus influencing the legal evaluation of a planned operation as
consistent (or inconsistent) with the requirements of the principle of
proportionality. Thus, if the legal standard requires that the anticipated collateral
damage is proportionate to the anticipated military gain, aerial visuals take part
in determining, ex ante, what the anticipated collateral damage in the concrete
circumstances is (as well as what gain can be expected from a concrete attack).
The challenges and constraints of these fact-finding practices were the focus of
the previous sections.

Scope of legal rules: Aerial visualization capabilities influence the scope
of the legal requirements

In some cases, aerial visualization capabilities may infuse meaning into and influence
the scope of the legal standard. For example, the principle of precaution requires those
who plan or decide upon an attack to “take all feasible precautions” in the choice of
means and methods of attack in order to avoid, or at least minimize, injury, death

Figure 2. Pathways through which aerial visuals may influence the application of the LOAC.
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or damage to civilians and civilian objects.156 How is the scope of this requirement
determined? How do we know what satisfies the principle of precaution? What
types of actions comply with this legal requirement? The scope of the duties of
precaution is context-dependent; it depends on the concrete circumstances and the
relevant operational considerations existing at the time, as well as the available
military technologies and their capabilities.157 As a result, Schmitt has argued that
belligerents may bear different legal burdens of care depending on their
technological capabilities.158 In other words, the availability of real-time aerial
visualization technologies shapes what is required by the principle of precaution.
While the legal standard remains “feasibility”, the availability of advanced aerial
visualization technologies (among other tools and capabilities) shapes the scope and
extent of what “feasibility” means, or what is the scope of the precaution
requirement. In contrast to the first category introduced above, where aerial vision
serves as a fact-finding mechanism, generating facts that are then used to apply the
legal rule, this category highlights how aerial vision technologies shape the types of
actions required to be performed in order to comply with the legal standards.

Doubt and uncertainty: Aerial visuals amplify vulnerabilities in the
LOAC’s evidentiary standards

Aerial visualization technologies amplify pre-existing vulnerabilities in the evidentiary
standards required by LOAC principles. LOAC principles generally entail vague
standards of proof; they do not contain strict requirements concerning the
acceptable level of certainty – or how confident belligerents must be – regarding the
accuracy of belligerents’ collateral damage expectations, or their assessment of a
target’s status as a combatant.159 As Schmitt and Schauss note, “it is generally
accepted that certainty requirements in IHL are to be understood contextually”.160

Each of the core IHL principles accepts at least some – undecided – level of
uncertainty: for example, despite the adoption of a civilian presumption in cases of
“doubt”, it is generally accepted that the principle of distinction permits belligerents
to launch attacks under some levels of uncertainty, requiring a “reasonable belief”
regarding the legitimacy of the target as a combatant or otherwise legitimate military

156 AP I, Art. 57.
157 US Army, The Commander’s Handbook on the Law of Land Warfare, FM 6-27, MCTP 11-10C, August

2019, para 2-82 (“What precautions are feasible depends greatly on the context, including operational
considerations”).

158 M. N. Schmitt, above note 6, p. 460.
159 Matthew C. Waxman, “Detention as Targeting: Standards of Certainty and Detention of Suspected

Terrorists”, Columbia Law Review, Vol. 108, 2008, p. 1387; Michael Walzer, Just and Unjust Wars, 3rd
ed., Basic Books, New York, 1977, p. 156.

160 Michael N. Schmitt and Michael Schauss, “Uncertainty in the Law of Targeting: Towards a Cognitive
Framework”, Harvard National Security Journal, Vol. 10, No. 1, 2019, p. 158. See also Geoffrey
S. Corn, “Targeting, Command Judgement, and a Proposed Quantum of Information Component: A
Fourth Amendment Lesson in Contextual Reasonableness”, Brooklyn Law Review, Vol. 77, No. 2, 2012,
pp. 441–442; Adil Haque, “Killing in the Fog of War”, Southern California Law Review, Vol. 86, No. 1,
2012, p. 91.
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target.161 Similarly, the principle of proportionality requires that the balancing between
anticipated collateral damage and anticipated military gain is reasonably expected,162

and the principle of precaution sets a standard of “feasibility”, which has been
interpreted to mean “practicable” or “reasonable precautions”.163

Over the years, many attempts have been made to infuse meaning into the
relevant criteria and define the accepted levels of uncertainty in military decision-
making. In the context of targeting decisions, for example, Justice Beinisch stated in
the Israeli Targeted Killings case that information leading to the identification of an
individual as a legitimate target “must be well based, strong, and convincing”, and
that a “significant level of probability of the existence of such risk” is required.164

Similarly, the US DoD Law of War Manual (DoD Manual) determines that
“decisions or determinations that a person or object is a military objective must be
made in good faith based on the information available at the time.”165 The DoD
Manual further clarifies that “the mere fact that a person is a military-aged male
with no additional information would be speculative and insufficient to determine
that person to be a military objective”.166 At the same time, however, the Manual
notes that “[i]ndividuals may consider persons or objects to be military objectives
and make them the object of attack even if they have some doubt”.167

In the context of the precaution requirements, neither existing literature
nor State practice fully clarify how to operationalize the scope of and the required
level of certainty within the feasibility requirement. The DoD Manual explains
that the scope and meaning of feasibility are context-dependent and may change
from one decision to the next depending on the circumstances. The Manual
emphasizes that

[i]n any event, the law of war, including the requirements discussed in this
section, does not forestall commanders and other decision-makers from
making decisions and taking actions at the speed of relevance, including in
high-intensity conflict, based on their good faith assessment of the
information that is available to them at the time.168

Waxman adds that “[w]hile it is impossible to pin down a precise formula for
calculating reasonableness, factors such as time constraints, risks, technology, and
resource costs emerge over time as key considerations in the legal analysis”.169

The attempts to clarify, to the extent possible, the evidentiary requirements
and burdens of proof in military decision-making are important. At the same time,
they leave many grey areas open to interpretation (which may be justified and

161 M. N. Schmitt and M. Schauss, above note 160, p. 156.
162 AP I, Art. 57; M. N. Schmitt and M. Schauss, above note 160, p. 172.
163 M. N. Schmitt and M. Schauss, above note 160, pp. 182–183.
164 HCJ, Public Committee Against Torture v. Government of Israel (Targeted Killings), HCJ 769/02, 2006,

Separate Opinion of Justice Beinisch.
165 DoD, Law of War Manual, 31 July 2023 (DoD Manual), section 5.4.3.2.
166 Ibid., section 5.4.3.2.
167 Ibid., section 5.4.3.2.
168 Ibid., section 5.5.3.
169 M. C. Waxman, above note 159, p. 1389.
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perhaps even necessary). These grey areas include, among other issues, the
acceptable level of doubt, the necessary level of proof, and the type, number and
recency of the evidence required.170 Aerial visuals are considered part of the
solution to this inherent uncertainty in war. In its 2023 update to the Law of War
Manual, the US DoD added a specific clarification concerning the “available
information” required to classify an individual as a military target, including the
necessary feasible precautions for verifying such a classification.171 The Manual
specifically mentions in this context that feasible precautions for verifying target
identification may include “visual identification of the target through intelligence,
surveillance and reconnaissance platforms”.172 The analysis above suggests,
however, that the collection of additional information through aerial visuals may
not necessarily resolve the inherent uncertainty concerning core facts. Instead, it
may add another layer of uncertainty concerning the methods of data
interpretation, the technical limits of the sensors, and the details that are
highlighted in – as well as those that are redacted from – the factual framework
through aerial vision. Ironically, this uncertainty about how core facts are
generated may enhance decision-makers’ certainty in the decisions they make
based on data generated through these tools, due to the decision-making biases
mentioned above. Beyond influencing the collection and interpretation of facts,
cognitive biases and human-tech interactions also affect the assessment of
certainty and doubt during the legal evaluation of the collected facts. For
example, automation bias may lead decision-makers to underestimate the level of
uncertainty attributed to technology-generated evidence such as aerial visuals,
and salience of aerial visuals may lead to a higher level of certainty than is
appropriate as attention is diverted from other, less salient parts of the available
information.

Relatedly, most of the discussions around certainty levels and standards of
proof assume a rational decision-making process. In their mathematical formulae
for conceptualizing uncertainty in the law of targeting, Schmitt and Schauss
propose what they call a “cognitive framework” designed to reflect “how
uncertainty factors into the deliberative targeting process”.173 Their “cognitive
framework”, however, treats decision-makers as rational actors, capable of
weighing the various relevant variables as they consider the seemingly objective
information at their disposal. It is thus more tantamount to an analytical
framework than a cognitive one, as it leaves out the cognitive dynamics and
biases that affect decision-making under conditions of pressure and uncertainty. I
propose that Schmitt and Schauss’s framework – and the conceptualization of

170 Schmitt and Schauss propose various mathematical formulae to address this problem, though they
acknowledge that their proposed approach does not – and does not intend to – settle the matter, but
aims, instead, to “spark discussion about how to consider the uncertainty that infuses many targeting
operations in a way that reflects the reality of, and practice on, the battlefield”. M. N. Schmitt and
M. Schauss, above note 160, p. 153.

171 DoD Manual, above note 165, sections 5.4.3.2, 5.5.3.
172 Ibid., sections 5.4.3.2, 5.5.3.
173 M. N. Schmitt and M. Schauss, above note 160, p. 153.
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uncertainty in military decision-making more broadly – should be extended to
include cognitive and human-technical biases. While bounded rationality
characterizes decision-making processes generally, this article highlights the
uncertainties and biases triggered by or enhanced through aerial visuals (biases
that are often more difficult to identify as the technology-generated outputs are
perceived as “neutral” or “objective”). Therefore, in addition to the collection
of more information, and in line with the 2022 DoD civilian harm mitigation
plan mentioned above,174 it is crucial to train military personnel to identify the
technical, cognitive and human-technical limitations of the “available information”.

Aerial visuals and the application of the LOAC: Returning to the attack on
the Bakr children

The military operations examined above demonstrate the three pathways through
which aerial visuals shape the application of the LOAC. First, aerial visuals were
used to “detect” (or generate) a concrete threat. Second, the same aerial visuals
that generated the threat were then used to define the scope of actions required
by the legal rules and to legally justify the use of lethal force (required to respond
to the detected threat). Third, aerial visuals played a role in mitigating doubt and
uncertainty during the decision-making process. I shall now return to the IDF
attack on the Bakr children on Gaza beach to exemplify these dynamics.

First, in the attack on the Bakr children, it was the drone-generated visual
that detected the presence of “Hamas insurgents” at the Gaza beach. Despite the
prior intelligence, there was no concrete external threat on the beach that day,
and the false threat identification resulted from misreading or misinterpreting the
drone visuals. In contrast to the drone visuals, pictures taken from the ground
minutes before the attack, by journalists who were located at a nearby hotel,
provide a different view which clearly indicates that the figures running on the
beach were children.175

Second, the same technology that generated the threat has also been the one
used to determine the scope of Israel’s duty of care under the precaution principle,
and to satisfy the legal standards required to approve lethal force against the
identified threat (necessity, distinction, precaution and proportionality). As noted
in the previous section, the Military Judge Advocate specified that drone sensors
(“real-time aerial visualization”) were utilized in this case – as well as in other
cases – as a key element in fulfilling the IDF’s duties under the LOAC’s core

174 See the above text at note 127.
175 For example, see the sequence of images available in Alexander Marquardt, “Israeli Strike Kills Four Boys

Playing on Gaza Beach”, ABC News, 17 July 2014, available at: https://abcnews.go.com/International/
israeli-strike-kills-boys-playing-gaza-beach/story?id=24583817. Wilcox reflects upon this parallel threat
generation and legitimation of means to curtail the manufactured threat, noting that “[d]rone warfare
simultaneously produces bodies in order to destroy them, while insisting on the legitimacy of this
violence through gendered and racialized assumptions about who is a threat". Lauren Wilcox,
“Embodying Algorithmic War: Gender, Race, and the Posthuman in Drone Warfare”, Security
Dialogue, Vol. 48, No. 1, 2017, p. 21.
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principles.176 In particular, it was stressed that “the forces used a visualization aid to
ascertain that civilian[s] [were] not present”177 and that “after confirming through
visual aids that no uninvolved civilians [were] present, and therefore estimating no
collateral damage from the attack, IDF forces decided to attack the figures”.178 The
scope of the duty to apply “feasible” precaution measures was shaped by the
availability of real-time drone visuals. The visuals were then (mis)interpreted as
depicting only Hamas operatives, identifying no civilians in the area. This drone-
generated information was subsequently used to satisfy the principles of necessity,
distinction, precaution and proportionality, rendering the planned attack lawful
under the LOAC (a decision that was not impacted by the actual outcomes of the
attack, as these legal principles focus on the information available at the decision-
making moment).

Third, the determination of whether a planned attack is lawful under the
LOAC involves an assessment concerning the level of certainty arising from the
available information (or how certain decision-makers are in the accuracy and
sufficiency of the information available to them). In the attack on the Bakr
children, this available information consisted mainly of the drone visuals.
Initially, based on the drone visuals, the drone operators were convinced that the
figures depicted in the visuals were Hamas operatives. However, after the first
missile was fired, killing one of the children and causing the other three to run
away, the drone operators communicated through the radio that they were
uncertain about the possible presence of civilians at the beach, outside the Hamas
compound. This uncertainty concerning possible collateral damage did not
hamper their continued certainty in their initial determination that the figures
detected near the compound were indeed Hamas operatives. The certainty in
what is seen through the drone sensor overshadows the uncertainty in what
remains outside its scope.

Conclusion

This article sheds light on several challenges to military decision-making stemming
from the heavy reliance on real-time aerial visuals. While adding valuable
information, these visuals also place additional burdens on decision-makers and
may hinder decision-making processes, leading to tragic and undesired outcomes.
Aerial visuals mediate actual conditions on the ground in meaningful ways that
are not fully acknowledged or dealt with by military organizations. Technical
constraints and limitations of aerial visualization tools produce partial, sometimes
misleading views of people, objects and spaces; cognitive biases trigger erroneous
interpretations of aerial visuals which are consistent with existing expectations or
recent experiences; and human-technical limitations degrade human operators’

176 State Response, above note 3, p. 9.
177 Ibid., p. 21.
178 Ibid., p. 3.

1727

Above the law: Drones, aerial vision and the law of armed conflict – a

socio‐technical approach

https://doi.org/10.1017/S1816383123000413 Published online by Cambridge University Press

https://doi.org/10.1017/S1816383123000413


abilities to exercise their judgement, notice less salient sources of information and
appreciate the complexity of the reality that is re-created through aerial sensors.
The result is suboptimal knowledge production processes that lead, on some
occasions, to irreversible outcomes. These findings are important not only in the
context of military decision-making but also for the growing reliance on aerial
visuals in other contexts, including surveillance for policing, counterterrorism and
national security.

Based on lessons learned from the military investigations analyzed above, I
identify five potential directions for improving aerial-centred military knowledge
production processes:

1. Military organizations should explore ways to increase the transparency of the
data limitations involved, including highlighting the blind spots, technical
capabilities and scope of the visuals.

2. Image interpretation should become more robust, and disagreements concerning
the meaning of the visuals must be carried forward to decision-makers,
highlighting any subjective elements in the meaning-making of aerial images.

3. Aerial visuals should be compared with and complemented by other sources of
information as a matter of routine or standard operating procedure, and
measures should be adopted to increase the salience of non-visual data sources.

4. Military decision-makers should be better trained to work with and interpret
aerial visuals. Training should include information about the limits of the
aerial view, its technical scope and blind spots, the potential dehumanizing
effects of aerial vision, and the cognitive biases it may trigger.

5. Ex post investigations should focus on and identify problems in human–machine
interaction, providing lessons for subsequent operations. While anticipated
outcomes may continue to protect individual decision-makers from legal
responsibility, actual outcomes – and in particular, any gap between ex ante
expectations and ex post outcomes – should be a core focus of ex post
investigations, in an effort to improve future decision-making processes.

Further development of these ideas is essential to protecting individuals in armed
conflicts. Aerial visuals hold many promises for military decision-making, but at
the same time, they can trigger operational errors leading to the loss of human
lives. At a time when targeting decisions increasingly rely on aerial visuals, it is
essential to develop effective ways to better account for misinterpretation and
fact-finding weaknesses. The lessons learned from past war room failures
discussed in this article are one place to start.
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