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1-COMPLEMENTED SUBSPACES OF SPACES WITH
1-UNCONDITIONAL BASES

BEATA RANDRIANANTOANINA

ABSTRACT. We prove that if X is a complex strictly monotone sequence space
with 1-unconditional basis, Y � X has no bands isometric to ‡2

2 and Y is the range of
norm-one projection from X, then Y is a closed linear span a family of mutually disjoint
vectors in X.

We completely characterize 1-complemented subspaces and norm-one projections
in complex spaces ‡p(‡q) for 1 � pÒ q Ú 1.

Finally we give a full description of the subspaces that are spanned by a family
of disjointly supported vectors and which are 1-complemented in (real or complex)
Orlicz or Lorentz sequence spaces. In particular if an Orlicz or Lorentz space X is
not isomorphic to ‡p for some 1 � p Ú 1 then the only subspaces of X which are
1-complemented and disjointly supported are the closed linear spans of block bases
with constant coefficients.

1. Introduction. Projections and norm one projections have been studied by many
authors. The question about the form of a (norm-one) projection and the structure of its
range arises naturally not only in geometry of Banach spaces, but also in approximation
theory, spectral theory, ergodic theory; see, e.g., the surveys [ChP, D] for more detailed
discussions of applications.

The difficulty in studying 1-complemented subspaces of spaces with 1-unconditional
bases arises from the following classical fact due to Lindenstrauss [L] (cf. also [LT,
Theorem 3.b.1])

THEOREM 1.1. Every space Y with a 1-unconditional basis is 1-complemented in
some symmetric space X.

Thus it seems hopeless to give any characterization of 1-complemented subspaces of,
even symmetric, spaces with 1-unconditional bases.

The only class of spaces where the full characterization of 1-complemented subspaces
was available are the classical spaces ‡p and c0. Namely it is well known that every
subspace of a Hilbert space is 1-complemented (with the unique orthogonal projection)
and in ‡p, for p 6= 2Ò1, we have the following result:

THEOREM 1.2 ([AN], cf. also [LT, THEOREM 2.a.4]). Let F ² ‡p, where 1 � p Ú 1,
p 6= 2. Then F is 1-complemented if and only if
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(a) F is isometric to ‡dim F
p ,

or
(b) F is spanned by a family of mutually disjoint vectors.

It is clear that Theorem 1.2(a) cannot be extended to other spaces. Namely Lind-
berg [Lg] showed a class of Orlicz functions ß (for necessary definitions see Section 2)
so that there exists a 1-complemented subspace F in ‡ß such that F is not even isomorphic
to ‡ß. Altshuler, Casazza and B. L. Lin [ACL] showed a similar example in the class
of Lorentz sequence spaces ‡wÒp. However, both of these examples were spanned by a
family of mutually disjoint vectors; in fact they were closed linear spans of a block basis
with constant coefficients. Also the symmetric space X constructed in Theorem 1.1 was
such that Y was isometrically isomorphic to a closed linear span of a block basis with
constant coefficients.

It is well known that all such spans are 1-complemented in any symmetric space ([LT,
Theorem 3.a.4]), so in fact all of those examples satisfy condition (b) of Theorem 1.2.

In this paper we prove that indeed Theorem 1.2(b) can be extended to a large class of
1-complemented subspaces of complex spaces with 1-unconditional basis.

Namely, if X is a complex, strictly monotone sequence space with a 1-unconditional
basis, Y ² X is 1-complemented in X, and Y does not contain a band isometric to ‡2

2,
then Y is spanned by a family of disjointly supported vectors (see Corollary 3.2). It is
clear that our restrictions on X and Y are necessary (see Remark after Corollary 3.2 and
examples in Section 4).

The above-mentioned assumption on Y is satisfied, for example, in all spaces X that
do not have a 1-complemented subspace isometric to ‡2

2. We discuss it in greater detail
in Section 4.

In Theorem 3.1 we also describe the form of general 1-complemented subspaces of
complex strictly monotone spaces.

Our method of proof cannot be extended to real sequence spaces. We use in particular
the fact that every 1-complemented subspace of a complex space with 1-unconditional
basis also has a 1-unconditional basis. The analogous fact is false in real spaces [Le, BFL]
(see [R1] for the discussion in special real spaces).

As a consequence of Theorem 3.1 we obtain a complete characterization of 1-
complemented subspaces of complex ‡p(‡q), where 1 Ú pÒ q Ú 1 (Theorems 5.1
and 5.2).

Further we study the subspaces that are spanned by disjointly supported vectors and
are 1-complemented in X. Calvert and Fitzpatrick [CF] showed that if all disjointly
supported subspaces are 1-complemented in X then X is isometric to ‡p, for some p,
1 � p Ú 1, or to c0.

In Section 6 we completely characterize the disjointly supported subspaces that are
1-complemented in Orlicz and Lorentz sequence spaces (Theorems 6.1 and 6.3). In
particular, if a Lorentz or Orlicz space X is not isomorphic to ‡p for some 1 � p Ú 1 then
the only disjointly supported subspaces that are 1-complemented are those guaranteed
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by [LT, Theorem 3.a.4], i.e., spanned by a block basis with constant coefficients. The
results of Section 6 are valid for both real and complex spaces.

ACKNOWLEDGEMENTS. I wish to express my gratitude to Professors W. B. Johnson
and A. Koldobsky for valuable suggestions.

2. Preliminaries. In the following we will consider complex Banach spaces X with
a normalized 1-unconditional basis feigi2I, where N � I = f1Ò    Ò dim Xg. Our results
are valid in both the finite- and infinite-dimensional cases.

If x 2 X we will write x = (xi)i2I if

x =
dim XX
i21

xiei and supp x = fi 2 N : xi 6= 0g

For x 2 X we will denote by xŁ (or sometimes by xN) a norming functional for x, that is,
xŁ 2 XŁ, kxŁkXŁ = 1 and xŁ(x) = kxkX.

We say (following [KW], see also [ST]) that an element x 2 X is hermitian if there
exists a hermitian projection Px from X onto spanfxg.

Equivalently, x is hermitian if and only if for all y 2 X, yŁ norming for y, and xŁ

norming for x we have

xŁ( y)yŁ(x) 2 R
The set of all hermitian elements is denoted h(X).
Let fHï : ï 2 Λg be the collection of maximal linear subspaces of h(X). Then

fHï : ï 2 Λg are called Hilbert components of X. Kalton and Wood [KW] proved that
Hilbert components are well-defined and mutually disjoint.

A Hilbert component Hï is called nontrivial if dim Hï Ù 1.
For the careful analysis and properties of Hilbert components of various spaces we

refer to [KW] and to expository papers [F, R2]. Here we just want to recall some
properties which will be used in our arguments.

First, recall that if X has 1-unconditional basis feigi2I then each basis element is
hermitian. Moreover Kalton and Wood proved the following:

THEOREM 2.1 ([KW, THEOREM 6.5]). Let X be a Banach space with a normalized
1-unconditional basis. Then x 2 X is hermitian in X if and only if

(i) kykX = kyk2 for all y 2 X with supp y ² supp x, and
(ii) for all yÒ z 2 X with supp y[supp z ² supp x and for all v 2 X with supp v\supp x =

; if kykX = kzkX then ky + vkX = kz + vkX.

For our main result we will need the following two facts.

PROPOSITION 2.2 ([KW, LEMMA 5.2]). Suppose that xÒ y are hermitian elements in
X. Denote by xŁ a norming functional for x.

If xŁ( y) 6= 0 then spanfxÒ yg ² h(X).
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PROPOSITION 2.3 ([F, LEMMA 4]). Suppose that X has a 1-unconditional basis feigi2I

and let P: X �! X be norm one projection with range of P equal to Y. Then for all i 2 I,
Pei is a hermitian element in Y.

We will also frequently use the following well-known fact:

PROPOSITION 2.4. Let X be a Banach space with a 1-unconditional basis. Suppose
that Y ² X is 1-complemented and a norm-one projection P: X ! Y is given by

P(x) =
X

i
yŁi (x)yi

where Y = spanf yig and yŁi is norming for yi for all i.
Then for any y 2 Y there exists yŁ norming for y and constants Ki so that

yŁ =
X

i
Kiy

Ł
i 

Moreover, we have

PROPOSITION 2.5 (CALVERT [C]). Let X be a strictly convex reflexive Banach space
with strictly convex dual XŁ. Let J: X �! XŁ be the duality map; kJxk = kxk, Jx(x) =
kxk2.

Then a closed linear subspace Y of X is 1-complemented in X if and only if J(Y) is a
linear subspace of XŁ.

Finally we recall a few definitions (see [LT]).
We say that a Banach space X with 1-unconditional basis is strictly monotone if

kx + yk Ù kxk for all xÒ y ½ 0 with y 6= 0.
An Orlicz function ß is a convex non-decreasing function ß: [0Ò1) �! [0Ò1] with

ß(0) = 0 and ß(1) = 1 or 1. To any Orlicz function ß we associate the Orlicz space ‡ß
of all sequences of scalars x = (xi)i such that

1X
i=1
ß
 jxij
ö
!
Ú 1 for some ö Ù 0Ò

with the norm

kxkß = inf
(
ö Ù 0 :

1X
i=1
ß
 jxij
ö
!
Ú 1

)


Let 1 � p Ú 1 and let w = fwigi2I, where I = N or I = f1Ò    Ò dg, be a non-
increasing sequence such that w1 = 1 and wi ½ 0 for all i. The Banach space of all
sequences of scalars x = (xi)i2I for which

kxkwÒp = sup
õ2P (I)

�X
i2I
jxõ(i)jpwi

� 1
p Ú 1Ò

where P (I) is the set of all permutations of I, is denoted ‡wÒp and it is called a Lorentz
sequence space (another notation frequently used in the literature is d(wÒ p)).

Notice that
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ž ‡ß is strictly monotone if and only if ß(t) Ù 0 for all t Ù 0 and ß(t) Ú 1 for all
t � 1.

ž ‡wÒp is strictly monotone if and only if wi Ù 0 for all i 2 I.
ž ‡p(‡q) is strictly monotone if and only if pÒ q 6= 1.

For any 1 � p, q � 1 we denote by ‡p(‡q) the space of sequences of scalars
x = (xij)i2IÒj2J such that

kxk‡p(‡q) =



�k(xij)j2Jk‡q

�
i2I





‡p
Ú 1

We follow standard notations as defined in [LT] and this is also where we refer the
reader for all undefined terms.

3. General form of contractive projections. We are now ready to present our main
theorem.

THEOREM 3.1. Suppose that X is a complex strictly monotone sequence space with
1-unconditional basis feig and X 6= ‡2 and let P be the projection of norm 1 in X. Let
fHç : ç 2 Γg be the collection of Hilbert components of Y = PX. Then the Hç’s are
disjointly supported as elements of X.

PROOF. By Proposition 2.3 all fPeigi2I are hermitian elements of Y. Let iÒ j be such
that Pei and Pej are not in the same Hilbert component of Y. Assume that there exists k
such that k 2 supp Pei \ supp Pej. If Pek 6= 0, then PŁeŁk is a norming functional for Pek

in Y and (PŁeŁk ÒPei) = (eŁk ÒPei) 6= 0. Thus, by Proposition 2.2, PekÒPei are in the same
Hilbert component of Y. Similarly PekÒPej are in the same Hilbert component of Y. But
then PeiÒPej are in the same Hilbert component of Y contrary to our assumption.

Thus Pek = 0.
Now suppose that Pei =

P
l2S ãlel+ãkek for someãlÒ ãk 6= 0, where S = supp Peinfkg.

Since P is a projection and P(ek) = 0 we get

X
l2S
ãlel + ãkek = Pei = P(Pei) = P

�X
l2S
ãlel

�
+ ãkP(ek)

= P
�X

l2S
ãlel

�


Hence S 6= ; and by strict monotonicity of X




P�X
l2S
ãlel

�


 =



X

l2S
ãlel + ãkek




 Ù 


X
l2S
ãlel






which contradicts the fact that kPk = 1.
Thus if PeiÒPej are not in the same Hilbert component of Y then they are disjoint.

COROLLARY 3.2. Suppose that X is a complex strictly monotone sequence space with
1-unconditional basis feig and X 6= ‡2 and let P be the projection of norm 1 in X.
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Suppose that Y = PX ² X has no nontrivial Hilbert components. Then there exist
disjointly supported elements f yjgm

j=1 (m = dim PX � 1) which span Y = PX. Moreover,
for all x 2 X,

Px =
mX

j=1
yŁj (x)yjÒ

where f yŁj gm
j=1 ² XŁ satisfy kyjk = kyŁj k = yŁj ( yj) = 1 for all j.

PROOF. By Proposition 2.3 all fPeigi2I are hermitian elements in Y.
By our assumption all Hilbert components of Y are one-dimensional so if PeiÒPej are

linearly independent then they belong to different Hilbert components of Y. Therefore,
by Theorem 3.1, if PeiÒPej are linearly independent then they are disjoint and Y can be
presented as spanfPei : i 2 Ig where I is a collection of such indices iÒ j that PeiÒPej are
mutually disjoint.

Then yi = PeiÛkPeik for all i 2 I, and for each x 2 X we have Px =
P

i2I Ciyi, where
Ci 2 C are uniquely determined by x. Clearly yŁi (x) = Ci(x) satisfies the conclusion of
the theorem.

Notice also that supp yŁi = supp yi for all i 2 I.

REMARKS. (1) Notice that the assumption about X being strictly monotone is
important. Indeed, Blatter and Cheney [BCh] (see also [B]) showed examples of 1-
complemented hyperplanes in ‡3

1 that are not spanned by disjointly supported vectors.
(2) Also the assumption about Y cannot be removed. We discuss it in greater detail

in the next section.
(3) As mentioned in the Introduction, Calvert and Fitzpatrick [CF] showed that if

every subspace of the form described in Corollary 3.2 is 1-complemented in X then X is
isometric to ‡p, for some p, 1 � p Ú 1, or to c0.

As a consequence of Corollary 3.2 we can express 1-complemented subspaces as an
intersection of hyperplanes of special simple form (see [BP] for analogous representation
in ‡p).

COROLLARY 3.3. Let X and Y be as described in Corollary 3.2. Then Y can be
presented as intersection of kernels of functionals fj, such that card(supp fj) � 2 for all j.

4. 1-complemented copies of ‡2
2. In this section we discuss in what situation it

is possible that a space X has a 1-complemented subspace Y with nontrivial Hilbert
components. This clearly reduces to the question of characterizing under what conditions
X can have a 1-complemented subspace F that is isometric to ‡2

2. The question that arises
here is:

Is it possible that a space X with only 1-dimensional Hilbert components has a
1-complemented subspace isometric to ‡2

2?
One quickly realizes that the answer is yes.

EXAMPLE 1. Consider the space X = ‡2(‡1) and for x = (xij)iÒj 2 ‡2(‡1) let Px = (xi1)i.
Then PX is isometric to ‡2

2.
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Further there exists an orthogonal projection Q of PX onto a span of any collection
of orthogonal vectors from PX = ‡2.

In Lemma 5.5 we show that if ‡p(‡q) has a 1-complemented subspace F that is
isometric to ‡2

2 then either q = 2 and F is contained in a Hilbert component of ‡p(‡q) or
p = 2 and F is similar to the range of QP in Example 1.

Below we present two more examples: a 1-complemented copy of ‡2
2 in a Lorentz

space and in a Orlicz space. We do not know a full characterization of spaces X that have
1-complemented copies of ‡2

2, but we suspect that if X is a Lorentz or Orlicz space then
X has to be very similar to the examples presented below.

EXAMPLE 2. Consider the Lorentz space ‡wÒ2 with the weight w = (1Ò 1Òw3Òw4Ò   ).
Then spanfe1Ò e2g ² ‡wÒ2 is isometric to ‡2

2 and clearly it is 1-complemented.

EXAMPLE 3. Consider 4-dimensional Orlicz space ‡ß where

ß(t) =
(

t2 if 0 � t � a
(1 + a)t � a if a � t � 1

and
q

2Û3 Ú a Ú 1. That is,

k(x1Ò    Ò x4)kß = inf

8<
:ï :

4X
i=1
ß
 jxij
ï
!
� 1

9=
; 

In fact we have
P4

i=1 ß
�

jxij
kxkß

�
= 1 for all x 2 ‡ß. Let F = ker(eŁ1 + eŁ2 + eŁ3) = spanfe1 �

e2Ò e1 � e3Ò e4g. Then, if x = (x1Ò x2Ò x3Ò x4) 2 F then kxkß is a number such that

3X
i=1

jxij2
kxk2

ß

+ß
0
@ jx4j
kxkß

1
A = 1(4.1)

Indeed, suppose that x 2 F and denote kxkß = ã. Then

1 =
4X

i=1
ß
 jxij
ã
!
½

4X
i=1

jxij2
ã2

(4.2)

Assume that there is j, 1 � j � 3 such that jxj j
ã Ù a. Then, by (4.2)

X
i6=j

jxij2
ã2

Ú 1 � a2 

Hence þþþþx1 + x2 + x3

ã
þþþþ ½ jxjj

ã �X
i=1
i6=j

jxij
ã ½ a �

p
2
p

1 � a2 Ù 0

since a Ù
q

2Û3. But this contradicts the fact that x 2 F = ker(eŁ1 + eŁ2 + eŁ3). Thus jxjj
ã � a

for j = 1Ò 2Ò 3, so

1 =
4X

i=1
ß
 jxij
ã
!

=
3X

i=1

jxij2
ã2

+ ß
 jx4j
ã
!

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Equation (4.1) and Theorem 2.1 immediately imply that e1 � e2 and e1 � e3 are
hermitian in F and belong to the same Hilbert component of F, but clearly F is not
isometric to ‡2.

Moreover (4.1) implies that F is 1-complemented in ‡ß. Indeed, define P:‡ß ! F
by:

P(x1Ò x2Ò x3Ò x4) =
 

x1 � 1
3

(x1 + x2 + x3)Ò x2 � 1
3

(x1 + x2 + x3)Ò x3 � 1
3

(x1 + x2 + x3)Ò x4

!


Notice that Q:‡3
2 ! ‡3

2 defined by

Q(x1Ò x2Ò x3) =
 

x1 � 1
3

(x1 + x2 + x3)Ò x2 � 1
3

(x1 + x2 + x3)Ò x3 � 1
3

(x1 + x2 + x3)
!

is the norm one projection on this Hilbert space. Let x 2 ‡ß. Denote y = Px and
kPxkß = å. Then, by (4.1)

1 =
3X

i=1

jyij2
å2

+ß
 jy4j
å
!

=
k( y1Ò y2Ò y3)k2

2

å2
+ ß

 jy4j
å
!

=
kQ(x1Ò x2Ò x3)k2

2

å2
+ ß

 jy4j
å
!
� k(x1Ò x2Ò x3)k2

2

å2
+ß

 jx4j
å
!

=
jx1j2
å2

+
jx2j2
å2

+
jx3j2
å2

+ß
 jx4j
å
!

�
4X

i=1
ß
 jxij
å
!


Thus kxkß ½ å = kPxkß, i.e., kPk � 1.

We finish this section with a lemma characterizing 1-complemented subspaces F in
X that are isometric to ‡2

2 in terms of norming functionals.

LEMMA 4.1. If spanfxÒ yg ² X is 1-complemented in X and spanfxÒ yg is isometric to
‡2

2, then there exist xŁ norming for x and yŁ norming for y such that, for all aÒ b 2 C with
jaj2 + jbj2 = 1, the functional āxŁ + b̄yŁ is norming for ax + by.

PROOF. Let P: X ! spanfxÒ yg be a norm-one projection. Then there exist xŁ norming
for x and yŁ norming for y such that

P(u) = xŁ(u)x + yŁ(u)y for all u 2 X

and xŁ( y) = yŁ(x) = 0. Moreover, spanfxŁÒ yŁg ² XŁ is isometric to ‡2
2. Thus

(āxŁ + b̄yŁ)(ax + by) = aāxŁ(x) + b̄byŁ( y) = jaj2 + jbj2 = kāxŁ + b̄yŁkxŁkax + bykx
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5. 1-complemented subspaces of ‡p(‡q). The main results of this section (Theo-
rems 5.1 and 5.2) completely characterize 1-complemented subspaces of the complex
space ‡p(‡q), 1 Ú p, q Ú 1, p 6= q.

To formulate the theorem conveniently we will need some notation. For all x in ‡p(‡q)
we will write x =

Pn
i=1 xi, where n = dim ‡p � 1, and xi 2 ‡q for all i � n. We will also

write

x =
nX

i=1

mX
j=1

xijeijÒ

where m = dim ‡q � 1 and eij are standard basis elements in ‡p(‡q). We will distinguish
two types of support of x:

ž the usual support

supp x =
n

(iÒ j) ² f1Ò    Ò ng ð f1Ò    Òmg : xij 6= 0
o
Ò

which we will sometimes call the scalar support of x, and
ž the vector support

v-supp x =
n

i ² f1Ò    Ò ng : ‡q 3 xi 6= 0̨
o


Thus we will have notions of disjointness of elements in ‡p(‡q) in the scalar and vector
senses.

THEOREM 5.1. Let 1 Ú p, q Ú 1 with p 6= qÒ 2. Consider the complex space ‡p(‡q).
Then Y ² ‡p(‡q) is 1-complemented if and only if there exist fvigdim Y

i=1 ² ‡p(‡q) so that

Y = spanfvigdim Y
i=1 Ò

and for all i 6= j � dim Y one of the following conditions holds:

(a) v-supp vi \ v-supp v j = ;,

or

(b) v-supp vi = v-supp v j, kvi
kkq = kvj

kkq for all k 2 v-supp viÒ and
(b1) if q 6= 2 then supp vi \ supp v j = ;,
(b2) if q = 2 then vi

kÒ v j
k are orthogonal for each k 2 v-supp vi

The structure of 1-complemented subspaces of ‡2(‡q) can be somewhat more com-
plicated as illustrated in Example 1. We have the following:

THEOREM 5.2. Let 1 Ú q Ú 1 with q 6= 2. Consider the complex space ‡2(‡q) =
‡n

2(‡m
q ), nÒm 2 N [ f1g. Then Y ² ‡2(‡q) is 1-complemented if and only if there exist

fvigdim Y
i=1 ² ‡2(‡q) so that

Y = spanfvigdim Y
i=1 Ò

and for all i 6= j � dim Y one of the conditions (a) or (b) of Theorem 5.1 holds or
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(c) for each k 2 v-supp vi \ v-supp v j there exists a constant Ck 2 C with

vi
k = Ckv j

k

and for every map õ: f1Ò    Ò ng �! f1Ò    Òmg such that
�
kÒ õ(k)

�
2 supp vi [

supp v j whenever k 2 v-supp vi [ v-supp v j, the vectors

sõ(vi) =

0
@kvi

kkq
vi

kõ(k)

jvi
kõ(k)j

1
A

k�n

2 ‡2 and sõ(v j) =

0
B@kv j

kkq

v j
kõ(k)

jv j
kõ(k)j

1
CA

k�n

2 ‡2

(with the convention 0Û0 = 0) are orthonormal.

COROLLARY 5.3. If Y ² ‡p(‡q), 1 Ú pÒ q Ú 1, p 6= q, is 1-complemented in ‡p(‡q)
if and only if Y is isometric to

PýpYi, where each Yi is isometrically isomorphic to ‡di
q ,

di = dim Yi 2 N [ f1g.

PROOF OF COROLLARY 5.3. The “only if” part follows immediately from Theo-
rems 5.1 and 5.2, and the “if” part when q 6= 2 is a simple consequence of [Ko, Lemma 6]
and Theorems 5.1 and 5.2. When q = 2 the “if” part follows from Lemma 5.5.

For the proof of Theorems 5.1 and 5.2 we use Theorem 3.1 and the following lemmas:

LEMMA 5.4. Suppose that x1Ò x2, kx1k = kx2k = 1, are disjointly supported (in the
scalar sense). Then spanfx1Ò x2g is 1-complemented in ‡p(‡q), with 1 Ú p, q Ú 1, p 6= q,
if and only if one of the following conditions holds:

(a) v-supp x1 \ v-supp x2 = ;, in this case F is isometric to ‡2
p,

or
(b) v-supp x1 = v-supp x2 and kx1

i kq = kx2
i kq for all i 2 v-supp x1Ò in this case F is

isometric to ‡2
q,

LEMMA 5.5. Suppose that F ² ‡p(‡q) is isometric to ‡2
2 and is 1-complemented in

‡p(‡q), 1 � p, q Ú 1, p 6= q. Then
(a) F is spanned by disjointly supported vectors (in the scalar sense),
(b) p = 2,

or
(c) q = 2 and there exists a surjective isometry U of ‡p(‡q) such that UF is spanned

by disjointly supported vectors (in the scalar sense).

REMARK. It follows immediately from Lemma 5.4 that if Lemma 5.5(a) holds then
p = 2 or q = 2.

LEMMA 5.6. Let xÒ y 2 ‡n
2(‡m

q ), nÒm 2 N [ f1g, 1 � q Ú 1, q 6= 2, kxk = kyk = 1.
Then F = spanfxÒ yg ² ‡2(‡q) is isometrically isomorphic to ‡2

2 and 1-complemented in
‡2(‡q) if and only if for each i 2 v-supp x\ v-supp y there exists a constant Ci 2 C with

xi = Ciyi
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and for every map õ: f1Ò    Ò ng �! f1Ò    Òmg such that
�
iÒ õ(i)

�
2 supp x [ supp y

whenever i 2 v-supp x [ v-supp y, the vectors

sõ(x) =
 
kxikq

xiõ(i)

jxiõ(i)j
!

i�n

2 ‡2Ò and sõ( y) =
 
kyikq

yiõ(i)

jyiõ(i)j
!

i�n

2 ‡2

(with the convention 0Û0 = 0) are orthonormal.

PROOF OF THEOREMS 5.1 AND 5.2. Since ‡p(‡q) is complex, if Y is 1-complemented
in ‡p(‡q)Ò then Y has a 1-unconditional basis fvigdim Y

i=1 .
Consider viÒ v j for some i 6= j � dim Y.
If viÒ v j belong to different Hilbert components of Y, then by Theorem 3.1, vi and

v j are scalarly disjoint and conditions (a), (b) of Theorem 5.1 follow from Lemma 5.4
(since it is clear that spanfviÒ v jg is 1-complemented in Y and therefore in ‡p(‡q)).

If viÒ v j are in the same Hilbert component of Y, then spanfviÒ v jg is isometric to ‡2
2

and when p 6= 2 Lemma 5.5 reduces our considerations to the case of disjointly supported
vectors (in the scalar sense), where we apply Lemma 5.4.

When p = 2 we apply Lemma 5.6.

PROOF OF LEMMA 5.4. Notice that when z 2 ‡p(‡q) then the norming functional zŁ

for z is given by

zŁ =
1

kzkp�1

X
i
kzikp�q

q

X
j
jzijjq�1 sgn(zij)e

Ł
ij(5.1)

By Proposition 2.5, spanfx1Ò x2g is 1-complemented in ‡p(‡q) if and only if for all
a1Ò a2 2 C there exist Ks (= Ks(a1Ò a2)), s = 1Ò 2, in C so that

(a1x1 + a2x2)Ł = K1x1Ł + K2x2Ł(5.2)

This is equivalent, by disjointness of x1Ò x2 and (5.1) to the existence of constants Ks

(= Ks(a1Ò a2)), s = 1Ò 2, such that for all (iÒ j) 2 supp xs:

1
ka1x1 + a2x2kp�1

ka1x1
i + a2x2

i kp�q
q jasxs

ijjq�1 sgn(asxs
ij)

= Ks(a
1Ò a2)kxs

ikp�q
q jxs

ijjq�1 sgn(xs
ij)Ò

which is further equivalent to the existence of constants Cs (= Cs(a1Ò a2) = Ks(a1Ò a2) Ð
ka1x1 + a2x2kp�1), s = 1Ò 2, such that for all i 2 v-supp xs:

ka1x1
i + a2x2

i kp�q
q

kxs
ikp�q

q
=

0
@jasj + jatj kxt

ikq
q

kxs
ikq

q

1
A

p�q
q

= Cs(a1Ò a2)Ò

where t 6= s and ftÒ sg = f1Ò 2g.
Since p 6= q this is equivalent to the conditions that for all (iÒ j) 2 supp xs:

kxt
ikq

kxs
ikq

=
kxt

jkq

kxs
jkq


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This means that either v-supp x1 \ v-supp x2 = ; or v-supp x1 = v-supp x2 and
kx1

i kq = kx2
i kq for all i 2 v-supp x1 (since kx1k = kx2k).

The fact that spanfx1Ò x2g is isometric to ‡2
p or ‡2

q, resp., follows immediately.

PROOF OF LEMMA 5.5. First we prove that if Part (a) does not hold then p = 2 or
q = 2. The proof follows the standard technique of showing that ‡2 can be isometrically
embedded in ‡p only when p is an even integer (see [LV]) and was suggested to me by
Alex Koldobsky.

Assume that F = spanfxÒ yg, where kxk = kyk = 1 and for all aÒ b 2 C

kax + byk =
�
jaj2 + jbj2

� 1
2 

Then �
jaj2 + jbj2

� p
2 = kax + bykp =

nX
i=1

� mX
j=1
jaxij + byijjq

� p
q (5.3)

For each i � n let Si = f j � m : (xijÒ yij) 6= (0Ò 0)g = f j � m : (iÒ j) 2 supp x [ supp yg.
We define an equivalence relation Ri on the set Si by the condition that ( j1Ò j2) 2 Ri if
and only if the pairs (xij1Ò yij1 ) and (xij2 Ò yij2 ) are proportional.

Let Λi denote the set of equivalence classes for Ri and let J = fi � n : card(Λi) = 1g
and M = fi � n : card(Λi) Ù 1g. For each i 2 J let ji be the representative of
the equivalence class of Ri (i.e., ji 2 Si) and for i 2 M let f jãgã2Λi be the set of
representatives of each equivalence class. Then there exist positive constants fKigi2J,
fCiÒãgi2MÒã2Λi so that (5.3) can be written as

�
jaj2 + jbj2

� p
2 =

X
i2J

Kijaxiji + byijijp +
X
i2M

�X
ã2Λi

CiÒãjaxijã + byijãjq
� p

q Ò(5.4)

where the pairs (xijãÒ yijã)ã2Λi are mutually linearly independent for each i 2 M. If there
exists i 2 M and å 2 Λi with xijå Ð yijå 6= 0, then there exist a0Ò b0 2 C with

a0xijå + b0yijå = 0

and
a0xijã + b0yijã 6= 0 for all ã 6= åÒ ã 2 Λi

Fix b = b0 and differentiate (5.4) with respect to a along the real axis at a0. The left-hand
side of (5.4) can be differentiated (in this fashion) infinitely many times. But, if q is not
an even integer then the ([q] + 1)-st derivative of jaxijå + b0yijåjq does not exist at a0.

Hence, if q is not even, xij Ð yij = 0 for all i 2 M, j 2 Si. In particular, this implies that
card(Λi) = 2 for all i 2 M.

Similarly, if there exists i 2 J with xiji Ð yiji 6= 0, then there exist a0Ò b0 2 C with
a0xijå + b0yijå = 0, we fix b = b0 and differentiate (5.4) with respect to a along the real
axis at a0. As before, the left-hand side of (5.4) can be differentiated (in this fashion)
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infinitely many times. But, if p is not an even integer then the ([ p] + 1)-st derivative of
jaxiji + b0yijijp does not exist at a0.

Hence, if p is not even, xij Ð yij = 0 for all i 2 J, j 2 Si.
Further, by Lemma 4.1, if xŁÒ yŁ denote norming functionals for xÒ y, respectively,

then spanfxŁÒ yŁg is isometric to ‡2
2 and is 1-complemented in

�
‡p(‡q)

�Ł
= ‡p0(‡q0 ),

where 1Ûp + 1Ûp0 = 1 = 1Ûq + 1Ûq0. By (5.1) relations analogous to Ri defined using
coefficients of xŁ and yŁ are identical as the original relations Ri. Hence, if q0 is not even,
then xŁij Ð yŁij = 0 for all i 2 M, j 2 Si and if p0 is not even, then xŁij Ð yŁij = 0 for all i 2 J,
j 2 Si.

Thus, by (5.1), if q, q0, p, p0 are not all even integers, that is, q 6= 2 and p 6= 2 then x
and y are (scalarly) disjoint.

We postpone the proof of Part (c), because the proof of Lemma 5.6 is the direct
continuation of just presented argument and uses the same notation.

PROOF OF LEMMA 5.6. The “only if” part: By the first part of the proof of Lemma 5.5,
since q 6= 2, xij Ð yij = 0 for all i 2 M, j 2 Si. We will show that M = ;.

Since spanfxÒ yg = ‡2
2 we get, by Lemma 4.1, that for all aÒ b 2 C with jaj2 + jbj2 = 1,

the functional āxŁ + b̄yŁ is norming for ax + by. That is, by (5.1),

X
i
kaxi + byik2�q

q

X
j
jaxij + byijjq�1 sgn(axij + byij)eŁij

= ā
X

i
kxik2�q

q

X
j
jxijjq�1 sgn(xij)eŁij + b̄

X
i
kyik2�q

q

X
j
jyijjq�1 sgn( yij)eŁij

Thus if i 2 M, by disjointness of xiÒ yi, for each j with (iÒ j) 2 supp x we have

kaxi + byik2�q
q jaxijjq�1 sgn(axij) = ākxik2�q

q jxijjq�1 sgn(xij)

Hence, since q 6= 2,

kaxi + byikq = jaj kxikq = kaxikq

Since xi and yi are disjoint and ‡q is strictly monotone we conclude that yi = 0. But this
implies that card(Λi) = 1, which contradicts the fact that i 2 M. Thus M = ;.

Hence J = v-supp x [ v-supp y and for each i 2 v-supp x \ v-supp y there exists a
constant Ci 2 C with

xi = Ciyi
Now (5.3), (5.4) and definition of J imply that for every map õ: f1Ò    Ò ng �!

f1Ò    Òmg such that
�
iÒ õ(i)

�
2 supp x [ supp y whenever i 2 v-supp x [ v-supp y we

have (with the convention 0Û0 = 0):

jaj2 + jbj2 = kax + byk2 =
X
i2J

�X
j2Si

jaxij + byijjq
� 2

q
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=
X
i2J

0
@X

j2Si

 jxijj
jxiõ(i)j jaxiõ(i) + byiõ(i)j

!q
1
A

2
q

=
X
i2J

0
@X

j2Si

jxijjq
jxiõ(i)jq

1
A

2
q

jaxiõ(i) + byiõ(i)j2

=
X
i2J

kxik2
q

jxiõ(i)j2 jaxiõ(i) + byiõ(i)j2

=
X
i2J

þþþþþa kxikq

jxiõ(i)jxiõ(i) + b
kyikq

jyiõ(i)j yiõ(i)

þþþþþ
2



Thus the vectors

sõ(x) =
 
kxikq

xiõ(i)

jxiõ(i)j
!

i�n

2 ‡2 and sõ( y) =
 
kyikq

yiõ(i)

jyiõ(i)j
!

i�n

2 ‡2

(with the convention 0Û0 = 0) are orthonormal.

The “if” part: It is clear from the above calculations that if xÒ y are of the form
described in Lemma 5.6 then spanfxÒ yg is isometrically isomorphic to ‡2

2
Further, by (5.1) we have for all aÒ b 2 C:

(ax + by)Ł =
1�

jaj2 + jbj2
� 1

2

X
i
kaxi + byik2�q

q

X
j
jaxij + byijjq�1 sgn(axij + byij)e

Ł
ij

=
1�

jaj2 + jbj2
� 1

2

� X
i2v-supp xnv-supp y

kaxik2�q
q

X
j
jaxijjq�1 sgn(axij)e

Ł
ij

+
X

i2v-supp x\v-supp y
kaxi + bCixik2�q

q

X
j
jaxij + bCixijjq�1 sgn(axij + bCixij)e

Ł
ij

+
X

i2v-supp ynv-supp x

kbyik2�q
q

X
j
jbyijjq�1 sgn(byij)e

Ł
ij

�

=
1

(jaj2 + jbj2)
1
2

�
ā

X
i2v-supp xnv-supp y

kxik2�q
q

X
j
jxijjq�1 sgn(xij)e

Ł
ij

+a + bCi
X

i2v-supp x\v-supp y
kxik2�q

q

X
j
jxijjq�1 sgn(xij)eŁij

+b̄
X

i2v-supp ynv-supp x

kyik2�q
q

X
j
jyijjq�1 sgn(yij)eŁij

�

=
1�

jaj2 + jbj2
� 1

2

(āxŁ + b̄yŁ)

Thus, by Lemma 2.5, spanfxÒ yg is 1-complemented.
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PROOF OF LEMMA 5.5(c). Assume that q = 2. First notice that, if z 2 ‡p(‡2) and
kzk = 1, then the norming functional zŁ for z is given by

zŁ =
nX

i=1
kzikp�2

2 Ð
mX

j=1
zijeij(5.5)

Let F = spanfxÒ yg, where kxk = kyk = 1 and kax + byk = (jaj2 + jbj2)1Û2 for all
aÒ b 2 C. Let Ui:‡2

m ! ‡2
m be a surjective isometry such that, for all i � n,

Uixi = kxik2e1

Define an isometry U:‡p(‡2) ! ‡p(‡2) by

U
�
(zi)

n
i=1

�
= (Uizi)

n
i=1

Then UF = spanfUxÒUyg is isometric to ‡2
2 and is 1-complemented in ‡p(‡2).

Thus, by Lemma 4.1, for all aÒ b 2 C with jaj2 + jbj2 = 1, we have

(aUx + bUy)Ł = ā(Ux)Ł + b̄(Uy)Ł

Hence, by (5.5) and by the choice of U, we get for all i � n and all j ½ 2:

ka(Ux)i + b(Uy)ikp�2
2 Ð

�
ā Ð 0 + b̄ Ð (Uy)ij

�
(5.6)

= ā Ð k(Ux)ikp�2
2 Ð 0 + b̄ Ð k(Uy)ikp�2

2 (Uy)ij

Now for each i with k(Ux)ik2 6= 0 we consider two cases: either
1. there exists j ½ 2 with (Uy)ij 6= 0, or
2. (Uy)i =

�
(Uy)i1Ò 0Ò 0Ò    Ò 0

�
.

In case (1) we have

ka(Ux)i + b(Uy)ikp�2
2 = k(Uy)ikp�2

2

whenever jaj2 + jbj2 = 1. In particular, since p 6= 2 and k(Ux)ik2 = k(Uy)ik2, we get






a (Ux)i

k(Ux)ik2
+ b

(Uy)i

k(Uy)ik2







2

= 1

Thus (Ux)iÛk(Ux)ik2 and (Uy)iÛk(Uy)ik2 form an orthonormal basis for ‡2. Since
(Ux)iÛk(Ux)ik = (1Ò 0Ò 0Ò   ), the vectors (Ux)i and (Uy)i are disjoint.

In case (2), i.e., when (Uy)i =
�
(Uy)i1Ò 0Ò 0Ò    Ò 0

�
, then by (5.5) and by the form of

U we get for all aÒ b with jaj2 + jbj2 = 1:

ja(Ux)i1 + b(Uy)i1jp�2 Ð
�
ā(Ux)i1 + b̄ (Uy)i1

�
(5.7)

= ā(Ux)p�2
i1 (Ux)i1 + b̄j(Uy)i1jp�2(Uy)i1
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Let a 2 R+ and b = ceií, where c 2 R+, a2 + c2 = 1 and í is such that e�ií Ð (Uy)i1 =
j(Uy)i1j. Set ã = (Ux)i1 Ù 0, å = j(Uy)i1j ½ 0. Then (5.7) becomes

(aã + cå)p�1 = aãp�1 + cåp�1Ò(5.8)

and this equation holds for all aÒ c ½ 0 with a2 + c2 = 1.
For any fixed uÒ v ½ 0 define a function fuÒv: [0Ò 1] ! R by

fuÒv(a) = au +
p

1 � a2v

It is not difficult to check that fuÒv attains its maximum on [0Ò 1] at the point a0 = a0(uÒ v) =
u(u2 + v2)�1Û2 and the maximum value of fuÒv is equal to M(uÒ v) = (u2 + v2)1Û2.

Since equation (5.8) can be written as

�
fãÒå(a)

�p�1
= fãp�1Òåp�1(a)Ò

we have

a0(ãÒ å) = a0(ãp�1Ò åp�1)Ò
M(ãÒ å)p�1 = M(ãp�1Ò åp�1)

Thus 0
@ ãq

ã2 + å2

1
Ap�1

=
ãq

ã2 + å2


Since p 6= 2, we conclude that either ã = 0 or ã(ã2 + å2)�1Û2 = 1, i.e., å = 0. But
ã = (Ux)i1 = k(Ux)ik2 and å = j(Uy)i1j = k(Uy)ik2. Thus (Ux)i = 0 or (Uy)i = 0. Hence
Ux and Uy are disjoint.

REMARK. Lemmas 5.4–5.6 are all valid (with the presented proofs) both in the
complex and real case. We suspect that Theorems 5.1 and 5.2, too, are true in the real
case, but our method of proof does not work then.

6. 1-complemented disjointly supported subspacesof Orlicz and Lorentz spaces.
In this section we fully characterize subspaces of (real or complex) Orlicz and Lorentz
spaces that are spanned by disjointly supported elements and 1-complemented.

In particular, it follows from Theorems 6.1 and 6.3 that in “most” Orlicz and Lorentz
spaces the only 1-complemented disjointly supported subspaces are those spanned by a
block basis with constant coefficients (of some permutation of the original basis).

THEOREM 6.1. Let ‡ß be a (real or complex) Orlicz space and let xÒ y 2 ‡ß, be
disjoint elements such that kxkß = kykß = 1 and spanfxÒ yg is 1-complemented in ‡ß.

Then one of three possibilities holds:
(1) card(supp x) Ú 1 and jxij = jxjj for all iÒ j 2 supp x; or
(2) there exists p, 1 � p � 1, such that ß(t) = Ctp for all t � kxk1; or
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(3) there exists p, 1 � p � 1, and constants C1ÒC2Ò ç ½ 0 such that C2tp � ß(t) �
C1tp for all t � kxk1 and such that, for all j 2 supp x,

jxjj = çk( j) Ð kxk1
for some k( j) 2 Z.

For the proof of the theorem we will need the following (well-known?) lemma, whose
proof is outlined in [Z]. For the convenience of the reader we provide its proof below.

LEMMA 6.2. Let a Ù 0 and suppose that ß: [0Ò a] ! R is an increasing differentiable
function with ß(0) = 0. Suppose that there exist a Ú ãÒ å Ú 1 so that, for all u � a,

ß(ãu) = åß(u)(6.1)

Then there exist p Ù 0 and C1ÒC2 Ù 0 such that, for all u � a,

C2up � ß(u) � C1up
Moreover, if ß(u) 6� C Ð up, there exists ç Ù 0 such that (6.1) is satisfied (with the
corresponding å) if and only if ã = çk for some k 2 Z.

PROOF OF THEOREM 6.1. Let z 2 ‡ß. By [GH] the norming functional zŁ of z is given
by:

zŁi =
1
C

sgn(z̄i)ß0

0
@ jzij
kzkß

1
A Ò

where C is a constant depending on z. By Proposition 2.4, for all b 2 C there exist
constants K1ÒK2 such that

(x + by)Ł = K1xŁ + K2yŁ
Since x and y are disjoint, there exists a constant K = K(b) so that for all i 2 supp x

sgn(x̄i)ß0

0
@ jxij
kx + bykß

1
A = K Ð sgn(x̄i)ß0

�
jxij

�


Now for all 0 Ú t Ú 1 there exists b 2 C so that kx + bykß = t�1. Thus, for all 0 Ú t � 1,
there exists Ct Ù 0 so that for all i 2 supp x

ß0
�
jxij Ð t

�
= Ctß0

�
jxij

�


Hence for all iÒ j 2 supp x and for all t � 1

ß0
�
jxij Ð t

�
ß0
�
jxij

� =
ß0
�
jxjj Ð t

�
ß0
�
jxjj

� 

Set

å =
ß0
�
jxij

�
ß0
�
jxjj

� Ò u = jxjj Ð tÒ ã =
jxij
jxjj 
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In this notation we have
ß0(ãu) = åß0(u)

for all u such that 0 � u � jxjj. Thus

ß(ãu) = åãß(u)

for all u such that 0 � u � jxjj.
Let j 2 supp x be such that jxjj = kxk1. If there exists i 2 supp x with jxij 6= jxjj = kxk1

then, by Lemma 6.2, condition (2) or (3) holds.

PROOF OF LEMMA 6.2. Let p = logã(å). Let m0 2 Z be the smallest integer with
ãm0 � a.

If ãm0 Ú u � a we have

ß(u) � ß(a) � ß(a)
ãm0p Ð up

and

ß(u) ½ ß(ãm0 ) ½ ß(ãm0 )
ap

Ð up
If ãm+1 Ú u � ãm for some m � m0 we have

ß(u) � ß(ãm) = åß(ãm�1) = Ð Ð Ð = åm�m0ß(ãm0 ) =
ß(ãm0 )
åm0+1

(ãp)m+1 � ß(ãm0 )
åm0+1

Ð up

and

ß(u) ½ ß(ãm+1) = åß(ãm) =    = åm+1�m0ß(ãm0 ) =
ß(ãm0 )
åm0�1

Ð (ßp)m ½ ß(ãm0 )
åm0�1

up

Set C1 = maxfß(a)Ûãm0pÒ ß(ãm0 )Ûåm+1g and C2 = minfß(ãm0 )ÛapÒ ß(ãm0 )Ûåm0�1g.
Then

C2up � ß(u) � C1up

for all u with 0 � u � a.
Further define a function hß: (�1Ò ln a] ! R by

hß(t) =
d
ds

�
ln
�
ß(es)

��þþþþ
s=t


Then, by (6.1), hß
�
t + ln(ã)

�
= hß(t) for all t � ln a. Thus, since ã 6= 1, either

ž hß is constant, that is, there exists a constant K so that ß(u) = K Ð up for all u � a,
or

ž hß is periodic, that is, there exists w, with minimal jwj, so that hß(t + w) = hß(t)
for all t � ln a.

Thus there exists ç Ù 0 (namely ç = ew) and k 2 Z such that ã = çk.

Our next theorem describes disjointly supported 1-complemented subspaces of (real
or complex) Lorentz sequence spaces.
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THEOREM 6.3. Let ‡wÒp, with 1 Ú p Ú 1, be a real or complex Lorentz sequence
space. Suppose that fxigi2I are mutually disjoint elements of ‡wÒp such that card(I) ½ 2
and F = spanfxigi2I is 1-complemented in ‡wÒp. Suppose, moreover, that wó 6= 0 for all
ó � Σ =

P
i2I card(supp xi) (� 1).

Then
(a) wó = 1 for all ó � Σ,

or
(b) jxilj = jxikj for all i 2 I and all kÒ l 2 supp xi.

PROOF. With each element z 2 ‡wÒp we associate a decreasing sequence of positive
numbers (z̃i)

l(z)
i=1 and “level sets” Ai(z) defined inductively as follows:

z̃1 = kzk1Ò A1(z) =
n

j 2 N : jzjj = z̃1

o
Ò

z̃2 = max
n
jzjj : j 2 N n A1(z)

o
Ò A2(z) =

n
j 2 N : jzjj = z̃2

o
Ò

and so on. Note that l(z) is the largest integer such that z̃l(z) Ù 0 and supp z =
Sl(z)

i=1 Ai(z).
For i � l(z) introduce also

s0(z) = 0Ò si(z) =
iX

j=1
card

�
Ai(z)

�
Ò

Li(z) =
n

si�1(z) + 1Ò    Ò si(z)
o
² NÒ

and let éi: Ai(z) ! Li(z) be a bijection.
Finally, for any set A ² N denote by P (A) the set of all permutations of A.
In this notation we can easily describe norming functionals zN for z. Namely, for each

j with 1 � j � l(z), there exists a family of coefficients fïõgõ2P (Lj(z)) such that ïõ ½ 0,P
õ2P (Lj) ïõ = 1 and

�
jzN

k j
�

k2Aj(z)
=
 

z̃j

kzk
!p�1 X

õ2P (Lj(z))
ïõ(wõ(éj(k)))k2Aj(z)

In particular, we can compute the ‡1-norm of zN restricted to a level set Aj(z)





�jzN
k j
�

k2Aj(z)






‡1

=
 

z̃j

kzk
!p�1 X

n2Lj(z)
wn(6.2)

Notice that the right hand side of (6.2) does not depend on the choice of the norming
functional zN for z.

Now assume that l(x1) Ù 1. We will show that wó = 1 for all natural numbers ó � Σ,
where Σ =

P
i2I card(supp xi) as defined above.

If ó � Σ, there exists n � l1(x1) such that

ó � sn(x1) � Σ � card(supp x1)

https://doi.org/10.4153/CJM-1997-061-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1997-061-2


1-COMPLEMENTED SUBSPACES OF SPACES WITH 1-UNCONDITIONAL BASES 1261

Further, there exist ñ 2 N and f jigñi=2 ² N such that ji � l(xi) for i = 2Ò    Ò ñ and

ñX
i=2

sji (xi) =: M ½ ó � sN(x1)

Choose faigñi=1 ² R+ such that, for all i with 2 � i � ñ,

a1(x̃1)1 Ù ai(x̃i)ji Ù a1(x̃1)2

and a1(x̃1)n Ù ai(x̃i)j for all j Ù ji.
To shorten the notation, set x =

Pñ
i=1 a1x1. Then

a1(x̃1)1 = x̃1 and A1(x) = A1(x1)(6.3)

Moreover, there exists k 2 N with 2 Ú k � 1 +
Pñ

i=2 ji such that, for all ã satisfying
2 � ã � n,

a1(x̃1)ã = x̃k+(ã�2)Ò Ak+(ã�2)(x) = Aã(x1)Ò(6.4)

and
sk�1(x) = s1(x1) + M

Thus
L1(x) = L1(x1) =

n
1Ò    Ò s1(x1)

o
Ò(6.5)

and, for all ã with 2 � ã � n,

Lk+(ã�2)(x) = M + Lã(x1) =
n
M + sã�1(x1) + 1Ò    ÒM + sã(x1)

o
(6.6)

By Proposition 2.4 there exist norming functionals xN for x and xN
i for xi, and constants

Ki, where i = 1Ò    Ò ñ, such that

xN =
ñX

i=1
Kix

N
i 

Thus, by (6.2) and (6.3),

 
x̃1

kxk
!p�1 X

j2L1(x)
wj = K1 Ð

 
a1(x̃1)1

kx1k
!p�1 X

j2L1(x1)
wj

Hence, by (6.5),

K1 Ð
 kxk
kx1k

!p�1

= 1(6.7)

Moreover, by (6.2) and (6.4), for all ã with 2 � ã � n we get:

 
x̃k+(ã�2)

kxk
!p�1 X

j2Lk+(ã�2)(x)
wj = K1 Ð

 
a1(x̃1)ã
kx1k

!p�1 X
j2Lã(x1)

wj
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Hence, by (6.7) and (6.6),

sã(x1)X
j=sã�1(x1)+1

wj+M =
sã(x1)X

j=sã�1(x1)+1
wj

Since fwjg is a decreasing sequence of numbers we immediately conclude that, for all ã
with 2 � ã � n,

wsã�1(x1)+1 = wsã(x1)+M
Since M ½ 1 we get

ws1(x1)+1 = ws2(x1)+M = ws2(x1)+1 = ws3(x1)+M = Ð Ð Ð = wsn(x1)+M(6.8)

Finally, choose fbigñi=1 ² R+ in such a way that, for all i with 2 � i � ñ,

bi(x̃i)ji Ù b1(x̃1)1

Now set y =
Pñ

i=1 bixi. Then there exists t 2 N, with 1 � t � 1 +
Pñ

i=2 ji, such that for all
ã with 1 � ã � n we have

b1(x̃1)ã = ỹt+(ã�1); Aã(x1) = At+(ã�1)( y)(6.9)

Similarly, as before,
st+(ã�1)( y) = sã(x1) + M

and
Lt+(ã�1)( y) = M + Lã(x1) =

n
M + sã�1(x1) + 1Ò    ÒM + sã(x1)

o
(6.10)

Again, by Proposition 2.4 there exist norming functionals yN for y and xN
i for xi, and

constants K0
i , where i = 1Ò    Ò ñ, such that

yN =
ñX

i=1
K0

i x
N
i 

Thus, by (6.2) and (6.9) we get, for all ã with 1 � ã � n,

 
ỹt+(ã�1)

kyk
!p�1

Ð X
j2Lt+(ã�1)( y)

wj = K0
1

 
(x̃1)ã
kxk

!p�1

Ð X
j2Lã(x1)

wj

Hence, by (6.10),

 
1
kyk

!p�1

Ð
sã(x1)X

j=sã�1(x1)+1
wj+M = K0

1 Ð
 

1
kxk

!p�1 sã(x1)X
j=sã�1(x1)+1

wj(6.11)

If ã = 2, by (6.8) we conclude that

 
1
kyk

!p�1

= K0
1 Ð
 

1
kxk

!p�1



https://doi.org/10.4153/CJM-1997-061-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1997-061-2


1-COMPLEMENTED SUBSPACES OF SPACES WITH 1-UNCONDITIONAL BASES 1263

Thus, when ã = 1, (6.11) becomes

s1(x1)X
j=1

wj+M =
s1(x1)X

j=1
wj

Thus
w1 = ws1(x1)+M

and since M ½ 1, by (6.8) we get

w1 = wsn(x1)+M

Since ó � sn(x1) + M we conclude that

1 = w1 = wóÒ

which ends the proof.
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