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Abstract

New estimates are obtained for the maximum modulus of the generalized logarithmic derivatives $f^{(k)}/f^{(j)}$, where $f$ is analytic and of finite order of growth in the unit disc, and $k$ and $j$ are integers satisfying $k > j \geq 0$. These estimates are stated in terms of a fixed (Lindelöf) proximate order of $f$ and are valid outside a possible exceptional set of arbitrarily small upper density. The results obtained are then used to study the growth of solutions of linear differential equations in the unit disc. Examples are given to show that all of the results are sharp.
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1. Introduction and statement of results

Let $\mathbb{D} = \{z : |z| < 1\}$ be the open unit disc in the complex plane $\mathbb{C}$. The space of all analytic functions in $\mathbb{D}$ is denoted by $A(\mathbb{D})$. The order of growth of a function $f \in A(\mathbb{D})$ is defined as

$$
\sigma_M(f) = \limsup_{r \to 1^-} \frac{\log^+ \log^+ M(r, f)}{|\log(1-r)|},
$$

(1.1)

where $M(r, f) = \max_{|z|=r} |f(z)|$ is the maximum modulus of $f$.

**Definition 1.1.** Let $f \in A(\mathbb{D})$ be such that $\sigma_M(f) \in (0, \infty)$. Then a continuous function $\sigma : [0, 1) \to [0, \infty)$ is a (Lindelöf) proximate order of $f$, provided that it satisfies the following conditions.
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There exists $R_0 > 0$ such that $\sigma$ is positive and differentiable in $[R_0, 1)$.

(B) $\lim_{r \to 1^-} \sigma'(r) = \sigma_M(f)$.

(C) $\lim_{r \to 1^-} \sigma'(r)(1 - r)|\log(1 - r)| = 0$.

(D) $\lim \sup_{r \to 1^-} (1 - r)^\sigma(r) \log M(r, f) = 1$.

It is known that every function $f \in A(\mathbb{D})$ with $\sigma_M(f) \in (0, \infty)$ has a proximate order, and that proximate orders are not unique [12, 17].

Sharp growth estimates for the maximum modulus of the generalized logarithmic derivative $f^{(k)}/f^{(j)}$, where $f$ is meromorphic in $\mathbb{D}$ and $k$ and $j$ are integers satisfying $k > j \geq 0$, are obtained in [3, 8]. The special cases where $f$ either belongs to the Nevanlinna class or is a Blaschke product are further discussed in [9]. In addition, growth estimates for integral means of generalized logarithmic derivatives of meromorphic functions are obtained in [4, 10]. This paper deals with functions $f \in A(\mathbb{D})$ of finite order of growth, and the corresponding estimates for the generalized logarithmic derivatives are stated in terms of a fixed proximate order of $f$. To the best of our knowledge these estimates are the first sharp estimates in terms of maximum modulus.

The main result is stated as follows.

**Theorem 1.2.** Let $f \in A(\mathbb{D})$ be such that $\sigma_M(f) < \infty$. If $\sigma_M(f) > 0$, let $\sigma$ be a proximate order of $f$. Let $k$ and $j$ be integers satisfying $k > j \geq 0$, and let $\delta, \epsilon \in (0, 1)$. Then there exists a countable collection of discs $D_v = \{w : |w - z_v| < r_v\}$, where $r_v < 1 - |z_v|$, and a constant $C > 0$ such that

$$
\sum_{R < |z| < 1} r_v \leq \delta(1 - R) \quad \text{as } R \to 1^-,
$$

and

$$
\left| \frac{f^{(k)}(z)}{f^{(j)}(z)} \right| \leq \begin{cases} 
C \left( \frac{\log(1 - |z|)}{\delta(1 - |z|)^{\sigma(\mathbb{D})+1}} \right)^{k-j} & \text{if } \sigma_M(f) > 1, \\
\left( \frac{1}{\delta(1 - |z|)^{2(k-j)+\epsilon}} \right) & \text{if } \sigma_M(f) \leq 1,
\end{cases}
$$

for all $z \in \mathbb{D} \setminus \bigcup_v D_v$.

The rotated projection on $[0, 1)$ of the exceptional set in Theorem 1.2 is of arbitrarily small upper density. For a measurable set $E \subset [0, 1)$, the upper density is defined as

$$
\overline{D}(E) = \lim \sup_{r \to 1^-} \frac{m(E \cap [r, 1))}{1 - r},
$$

where $m(F)$ is the Lebesgue measure of the set $F$.

**Corollary 1.3.** Under the assumptions of Theorem 1.2 there exists an exceptional set $E \subset [0, 1)$ with $\overline{D}(E) \leq 2\delta$ such that

$$
\left| \frac{f^{(k)}(z)}{f^{(j)}(z)} \right| \leq \left( \frac{1}{1 - |z|} \right)^{\max\{\sigma_M(f), 1\}+1)(k-j)+\epsilon}
$$

for all $z \in \mathbb{D}$ satisfying $|z| \notin E$. 
As a nontrivial application of Corollary 1.3, we study the growth of the solutions of the linear differential equation
\[ f^{(k)}(z) + A_{k-1}(z)f^{(k-1)}(z) + \cdots + A_1(z)f'(z) + A_0(z)f(z) = 0, \quad (1.5) \]
where the coefficients \( A_0, \ldots, A_{k-1} \) belong to \( A(\mathbb{D}) \). The growth of the solutions of (1.5) in the case of entire coefficients is typically dealt with using Wiman–Valiron theory; see [15] and the references therein. The classical Wiman–Valiron analogue in the unit disc as presented in [12] seems to be an insufficient tool for dealing with the solutions of (1.5). However, recent developments in Wiman–Valiron theory have been successfully applied to the theory of differential equations in the unit disc [5, 6].

For \( 0 \leq q < \infty \), the weighted Hardy space \( H_q^\infty \) consists of those functions \( A \in A(\mathbb{D}) \) for which
\[ \sup_{0 \leq r < 1} M(r, A)(1 - r^2)^q < \infty. \]
We note that the differential equation (1.5) with coefficients in weighted Hardy spaces were studied in [11, 18]. Moreover, \( A \) is said to belong to \( G_p \) if
\[ p = \inf\{q \geq 0 : A \in H_q^\infty\}; \]
see [3]. It is clear that
\[ G_p = \bigcap_{q > p} H_q^\infty \setminus \bigcup_{q < p} H_q^\infty, \]
and further, \( A \in G_p \) if and only if
\[ p = \limsup_{r \to 1^-} \frac{\log^+ M(r, A)}{|\log(1 - r)|}. \quad (1.6) \]

The findings concerning (1.5) are summarized in the following theorem, which partially improves the corresponding results in [2, 3, 13]. Note that (1.7) below is proved in [13], but it has been included here for the sake of completeness.

**Theorem 1.4.** Let \( f \) be a solution of (1.5), where \( A_j \in G_{p_j} \) for \( j = 0, \ldots, k - 1 \). Let \( 1 \leq \alpha < \infty \), and denote \( p_k = 0 \).

(a) **Then all solutions** \( f \) **of** (1.5) **satisfy**
\[ \sigma_M(f) \leq \max \left\{ 0, \max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\} \right\} \quad (1.7) \]

and
\[ \max \{\sigma_M(f), 1\} \geq \min_{1 \leq j \leq k} \left\{ \frac{p_0 - p_j}{j} - 1 \right\}. \quad (1.8) \]

(b) **Suppose that**
\[ \min_{1 \leq j \leq k} \left\{ \frac{p_0 - p_j}{j} \right\} \geq 2. \quad (1.9) \]
Then \( \sigma_M(f) \leq \alpha \) if and only if
\[
\max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\} \leq \alpha.
\]
(1.10)

(c) Suppose that (1.9) holds. If \( n \in \{0, \ldots, k-1\} \) is the smallest index for which
\[
\frac{p_n}{k-n} = \max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} \right\},
\]
(1.11)
then in every solution basis of (1.5) there are at least \( k-n \) linearly independent solutions \( f \) such that
\[
\sigma_M(f) = \max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\}.
\]
(1.12)

In addition to \( \sigma_M(f) \) defined in (1.1), the quantity
\[
\sigma_m(f) = \limsup_{r \to \infty} \frac{\log^+ m(r, f)}{|\log(1-r)|}.
\]
where \( m(r, f) \) is the Nevanlinna proximity function of \( f \), is often used to describe the growth of an analytic function in the unit disc. Although in the complex plane the analogously defined growth orders are equal for all entire functions, in the unit disc we only have the inequalities
\[
\sigma_m(f) \leq \sigma_M(f) \leq \sigma_m(f) + 1.
\]
(1.13)

The inequalities in (1.13) are known to be best possible in the sense that there exist \( g, h \in A(D) \) such that \( \sigma_m(g) = \sigma_M(g) \) and \( \sigma_M(h) = \sigma_m(h) + 1 \).

Theorems 1 and 2 in [14] together form an analogue of Theorem 1.4 above stated in terms of the growth order \( \sigma_m(f) \). Despite the close connection, the results in [14] do not imply Theorem 1.4 above, and vice versa. The growth of logarithmic derivatives appearing in the proof of [14, Theorem 2] is dealt with [10, Lemma 3.1]. Since this lemma compares the logarithmic derivative to \( \log^+ m(r, f) \) rather than to \( \log^+ M(r, f) \), it is not useful in proving Theorem 1.4. We also point out that Theorems 1 and 2 in [14] were generalized in [4].

**Corollary 1.5.** Let \( A_j \in G_{p_j} \) for \( j = 0, \ldots, k-1 \). If
\[
\max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\} = \frac{p_0}{k} - 1 \geq 1,
\]
(1.14)
then all nontrivial solutions \( f \) of (1.5) satisfy \( \sigma_M(f) = \frac{p_0}{k} - 1 \).

The assumption (1.14) and the estimate (4.3) below show that (1.9) and (1.11), for \( n = 0 \), are satisfied. Thus all functions \( f_j \) in every solution basis \( \{f_1, \ldots, f_k\} \)
of (1.5) satisfy $\sigma_M(f_j) = p_0/k - 1$. If $f$ is a nontrivial solution of (1.5), then there exist constants $C_1, \ldots, C_k \in \mathbb{C}$ such that $f = C_1 f_1 + \cdots + C_k f_k$ and that $C_{j_0} \neq 0$ for some $j_0 \in \{1, \ldots, k\}$. Therefore $f$ and the functions $f_j$, $j \neq j_0$, form another solution basis of (1.5), and hence $\sigma_M(f) = p_0/k - 1$. This proves Corollary 1.5.

The remainder of this paper is organized as follows. Section 2 is devoted to examples which prove the sharpness of Theorems 1.2 and 1.4. Sections 3 and 4 contain the proofs of Theorems 1.2 and 1.4, respectively.

2. Sharpness discussion

The sharpness of Theorem 1.2 is illustrated by the following example.

**Example 1.** (a) For $1 \leq \alpha < \infty$, the function

$$f(z) = \exp \left( \frac{1}{1-z} \alpha \log \frac{1}{1-z} \right)$$

satisfies

$$\log M(r, f) = (1 - r)^{-\alpha} \log(1 - r)$$

for all $0 < r < 1$, and therefore $\sigma_M(f) = \alpha$. The function

$$\sigma(r) = \alpha + \frac{\log |\log(1 - r)|}{|\log(1 - r)|}$$  \hspace{1cm} (2.1)

is differentiable in $(0, 1)$, $\lim_{r \to 1^-} \sigma(r) = \sigma_M(f)$,

$$\sigma'(r)(1 - r)|\log(1 - r)| = \frac{1 - \log |\log(1 - r)|}{|\log(1 - r)|} \to 0, \quad r \to 1^-,$$

and $(1 - r)^{\sigma(r)} \log M(r, f) = 1$ for all $0 < r < 1$. Hence $\sigma$ is a proximate order of $f$. Moreover,

$$\frac{f'(z)}{f(z)} = \frac{1}{(1-z)^{\alpha+1}} \left( \alpha \log \frac{1}{1-z} + 1 \right),$$

and, in general, for all $k \in \mathbb{N},$

$$\frac{f^{(k)}(z)}{f(z)} = \left( \frac{1}{(1-z)^{\alpha+1}} \left( \alpha \log \frac{1}{1-z} + 1 \right) \right)^k + F(z),$$ \hspace{1cm} (2.2)

where $F \in A(\mathbb{D})$ satisfies

$$|F(z)| = O \left( \frac{1}{(1-|z|)^{k(\alpha+1)-\alpha}} \left( \log \frac{1}{1-|z|} \right)^{k-1} \right).$$

Substituting $z = r$ and the constant $\alpha$ from (2.1) in (2.2), it follows that

$$\frac{f^{(k)}(r)}{f(r)} = \left( \frac{1}{1-r} \right)^{(\sigma(r)+1)k} (\sigma(r) + o(1)) + F(r),$$
where
\[ |F(r)| = O \left( \frac{1}{1-r} \right)^{(\sigma(r)+1)k-\sigma(r)}. \]
Therefore the assertion in Theorem 1.2 is sharp up to the logarithmic term in the case
where \( \sigma_M(f) > 1 \). Further, this also shows that \( 2(k-j) + \varepsilon \) cannot be replaced by
\( 2(k-j) \) when \( \sigma_M(f) = 1 \).

(b) For \( 0 \leq \alpha < 1 \), the function
\[ g(z) = \exp \left( \frac{1}{(1+z)^\alpha} - \frac{1}{1-z} \right) \]
satisfies \( \sigma_M(g) = \alpha \). Moreover,
\[ \frac{g'(z)}{g(z)} = -\frac{\alpha}{(1+z)^{\alpha+1}} - \frac{1}{(1-z)^2}, \]
and, in general, for all \( k \in \mathbb{N} \),
\[ \frac{g^{(k)}(z)}{g(z)} = \left( -\frac{1}{(1-z)^2} \right)^k + G(z), \]
where \( G \in A(D) \) satisfies
\[ |G(z)| = O \left( \left( \frac{1}{1-|z|} \right)^{\max\{1+\alpha k, 2k-1\}} \right). \]
This shows that the constant 2 in Theorem 1.2 cannot be replaced by a smaller one
when \( 0 \leq \sigma_M(g) < 1 \).

The discussion at the end of Section 1 in [13] shows that the equality in (1.7) can
be attained. The sharpness of the remaining assertions in Theorem 1.4 is considered
in the next example.

Example 2. For \( \beta \geq 1 \) the functions
\[ f_1(z) = \exp \left( \frac{\beta}{1-z} \right)^\beta \quad \text{and} \quad f_2(z) = \exp \left( \frac{\beta}{1-z} \right)^{\beta+1} \]
are linearly independent solutions of
\[ f''(z) + A_1(z) f'(z) + A_0(z) f(z) = 0, \quad \text{(2.3)} \]
where
\[ A_0(z) = \frac{\beta^{\beta+1}(\beta+1)}{(1-z)^{\beta+2}} + \frac{\beta^{2\beta+2}(\beta+1)}{(1-z)^{2\beta+3}} \]
and
\[ A_1(z) = \frac{\beta^{\beta+1}(z-\beta-2)}{(1-z)^{\beta+2}} - \frac{(\beta+1)(z+\beta+1)}{(z+\beta)(1-z)}. \]
belong to $A(D)$ [13]. Clearly $A_0 \in G_{2\beta+3}$, $A_1 \in G_{\beta+2}$, and

$$\sigma_M(f_1) = \beta = \min_{j=1,2} \left\{ \frac{p_0 - p_j}{j} - 1 \right\},$$

which shows that the equality in (1.8) is attained for $f = f_1$. On the other hand, $n = 1$ is the smallest index such that (1.11) holds, and

$$\max_{j=0,1} \left\{ \frac{p_j}{k - j} - 1 \right\} = \beta + 1 = \sigma_M(f_2) > \sigma_M(f_1).$$

This means that there is exactly one solution in the basis $\{f_1, f_2\}$ such that the equality in (1.12) is satisfied. Therefore the estimate for the number of linearly independent solutions of maximal growth is the best possible in this case.

The final example in this section shows that the assumption $\alpha \geq 1$ in Theorem 1.4(b) is necessary.

**Example 3.** If $0 < \alpha < 1$, then the functions

$$f_1(z) = \exp\left(\frac{1}{(1+z)^\alpha} - \frac{1}{1-z}\right) \quad \text{and} \quad f_2(z) = \exp\left(-\frac{1}{1-z}\right)$$

are linearly independent solutions of (2.3), where

$$A_0(z) = \frac{(\alpha - 1)z^2 - (1 + 2\alpha)z + \alpha + 4}{(1 + z)(1-z)^4} + \frac{\alpha}{(1+z)^{1+\alpha}(1-z)^2}$$

and

$$A_1(z) = \frac{(1 + \alpha)z^2 - 2\alpha z + \alpha + 3}{(1 + z)(1-z)^2} + \frac{\alpha}{(1+z)^{1+\alpha}}.$$

Clearly $A_0 \in G_4$, $A_1 \in G_2$, $\sigma_M(f_1) = \alpha$ and $\sigma_M(f_2) = 0$. Therefore the assumption $\alpha \geq 1$ in Theorem 1.4(b) is necessary.

### 3. Proof of Theorem 1.2

#### 3.1. Basic properties of proximate orders

We begin by recalling some basic properties of proximate orders; see [12, Section 1.6] and also [1, 17]. In what follows, a function $L: [0, 1) \to \mathbb{R}_+$ is called *slowly varying* if

$$\lim_{r \to 1^-} \frac{L(1 - \beta(1-r))}{L(r)} = 1$$

for all $\beta \in (0, 1)$. 
**Lemma 3.1.** Let \( f \in A(\mathbb{D}) \) be such that \( \sigma_M(f) \in (0, \infty) \), and let \( \sigma \) be a proximate order of \( f \). Then the following assertions hold.

(a) The function \((1 - r)^{\sigma(r) + \sigma_M(f)}\) is slowly varying, and \((1 - r)^{-\sigma(r)}\) is a monotonically increasing unbounded function on \([R_0, 1)\) for some \( R_0 > 0 \).

(b) If \( \beta \in (0, 1) \), then
\[
(\beta(1 - r))^{-\sigma(1 - \beta(1 - r))} = (1 + o(1))\beta^{-\sigma_M(f)}(1 - r)^{-\sigma(r)}, \quad r \to 1^-.
\]

(c) If \(-1 \leq \lambda < \sigma_M(f) - 1\) and \( R_0 > 0 \) is the constant in Definition 1.1(A), then
\[
\int_{r_0}^{r} \frac{dt}{(1 - t)^{\sigma(t) - \lambda}} = \frac{1 + o(1)}{(\sigma_M(f) - \lambda - 1)(1 - r)^{\sigma(r) - \lambda - 1}}, \quad r \to 1^-.
\]

**Proof.** Assertion (a) is [12, Theorem 1.6.2], while assertion (c) is [12, Theorem 1.6.3]. Define \( L(r) = (1 - r)^{-\sigma(r) + \sigma_M(f)} \), which is slowly varying by (a). Then
\[
\frac{(\beta(1 - r))^{-\sigma(1 - \beta(1 - r))}}{(1 - r)^{-\sigma(r)}} = \frac{(\beta(1 - r))^{-\sigma_M(f)}L(1 - \beta(1 - r))}{(1 - r)^{-\sigma_M(f)}L(r)} = \frac{1 + o(1)}{\beta^{\sigma_M(f)}},
\]
which proves (b). \( \square \)

**Lemma 3.2.** Let \( f \in A(\mathbb{D}) \) be such that \( \sigma_M(f) \in (0, \infty) \), and let \( \sigma \) be a proximate order of \( f \). Then \( \sigma_M(f) = \sigma_M(f^{(m)}) \) and \( \sigma \) is a proximate order of \( f^{(m)} \) for any positive integer \( m \).

**Proof.** It suffices to prove the assertions for \( m = 1 \). Cauchy’s formula yields
\[
|f'(z)| \leq \frac{M(R, f)}{2\pi} \int_{|\xi| = R} \frac{|d\xi|}{|\xi - z|^2} = \frac{R \cdot M(R, f)}{R^2 - |z|^2},
\]
where \( z \in \mathbb{D} \) is arbitrary and \( R = (1 + |z|)/2 \). It follows that \( \sigma_M(f') \leq \sigma_M(f) \).

Conversely,
\[
M(r, f) \leq |f(0)| + \int_0^r M(s, f') \, ds \leq |f(0)| + r M(r, f'),
\]
so that \( \sigma_M(f) \leq \sigma_M(f') \). Thus \( \sigma_M(f) = \sigma_M(f') \). This calculation can easily be modified, using Lemma 3.1(b), to obtain condition (D) in Definition 1.1 for \( f' \).

It follows that \( \sigma \) is a proximate order of \( f' \). \( \square \)

### 3.2. An estimate for the minimum modulus.

The **minimum modulus** of a function \( f \in A(\mathbb{D}) \) is defined by \( \mu(r, f) = \min_{|z| = r} |f(z)| \). The following special case of an estimate due to Linden [17, Theorem 3] will play an important role in our reasoning.

**Theorem A.** Let \( f \in A(\mathbb{D}) \) and \( \frac{1}{2} < \alpha < 1 \). Then there exists \( R_0 = R_0(\alpha) \in (0, 1) \) such that for any \( R \in [R_0, 1) \) there exists a set \( E_R \subset [R^2, R(1 + \frac{1}{16}(1 - R))] \) of
measure at least \( \frac{1}{32} R (1 - R) \) such that

\[
\log \mu(r, f) \geq -\frac{C}{(1 - R)^{1/\alpha}} \log \frac{1}{1 - R} \\
\times \left( \int_0^R \log^+ M(t, f) (R - t)^{1/\alpha - 1} \, dt + \log^+ M(R_0, f) \right)
\]

for all \( r \in E_R \) and for some constant \( C = C(\alpha, R_0) > 0 \).

Throughout the rest of this section, suppose that \( f \in A(\mathbb{D}) \) with \( \sigma_M(f) \in (1, \infty) \), and let \( \sigma \) be a proximate order of \( f \). We proceed to state and prove a consequence of Theorem A involving proximate order; see (3.7) below.

Let \( \alpha \in [\frac{1}{2}, 1) \) be such that \( \alpha^{-1} < \sigma_M(f) \). Let \( R_0 \) be the largest of the numbers \( R_0 \) in Definition 1.1(A), Lemma 3.1(a)(c) and Theorem A. Define \( r_v = 1 - 2^{-v} \), where \( v \) is a nonnegative integer. Let \( v \) be sufficiently large that \( r_v \geq R_0 \). Then there is a constant \( C = C(R_0) > 1 \) such that

\[
\log^+ M(r, f) \leq C(1 - r)^{-\sigma(r)}
\]

for all \( r \in [0, 1) \). Choose \( R = r_{v+1} \) in Theorem A to obtain a set \( E_{r_{v+1}} \),

\[
E_{r_{v+1}} \subset [r_{v+1}^2, r_{v+1} (r_{v+1} + 16^{-1} (1 - r_{v+1}))] \subset (r_v, r_{v+1}),
\]

of measure at least

\[
32^{-1} r_{v+1} (1 - r_{v+1}) = 2^{-v-6} (1 - 2^{-v-1}) \geq 2^{-v-7},
\]

such that

\[
\log \mu(r, f) \geq -\frac{C(\alpha, R_0)}{(1 - r_{v+1})^{1/\alpha}} \log \frac{1}{1 - r_{v+1}} \\
\times \left( \int_0^{r_{v+1}} \log^+ M(t, f) (r_{v+1} - t)^{1/\alpha - 1} \, dt + \log^+ M(R_0, f) \right)
\]

for all \( r \in E_{r_{v+1}} \). If \( r \in (r_v, r_{v+1}) \), then \( 1 - r \leq 1 - r_v = 2(1 - r_{v+1}) \), and so

\[
\frac{1}{(1 - r_{v+1})^{1/\alpha}} \log \frac{1}{1 - r_{v+1}} \leq \frac{2^{1/\alpha}}{(1 - r)^{1/\alpha}} \log \frac{2}{1 - r} \leq \frac{C(\alpha, R_0)}{(1 - r)^{1/\alpha}} \log \frac{1}{1 - r}.
\]

Since \( \alpha^{-1} - 1 > 0 \), the estimates (3.5), (3.6) and (3.2) yield

\[
\log \mu(r, f) \geq -\frac{C(\alpha, R_0)}{(1 - r)^{1/\alpha}} \log \frac{1}{1 - r} \\
\times \left( \int_0^{r_{v+1}} (1 - t)^{1/\alpha - 1 - \sigma(t)} \, dt + (1 - R_0)^{-\sigma(R_0)} \right)
\]
for all \( r \in E_{r_v+1} \). Since \( \alpha^{-1} - 1 < \sigma_M(f) - 1 \), we may apply Lemma 3.1(b), with \( \beta = \frac{1}{2} \), and Lemma 3.1(c), with \( \lambda = \alpha^{-1} - 1 \), to obtain

\[
\log \mu(r, f) \geq -\frac{C(\alpha, \sigma_M(f), R_0)}{(1-r)^{1/\alpha}} \frac{1}{(1-r_{v+1})^{\sigma(r_{v+1})-1/\alpha}} \log \frac{1}{1-r} \geq -\frac{C(\alpha, \sigma_M(f), R_0)}{(1-r)^{\sigma(r)}} \log \frac{1}{1-r}
\]

(3.7)

for all \( r \in E_{r_v+1} \). This estimate will be needed in proving Theorem 1.2.

### 3.3. An estimate for the zeros

Let \( n(\zeta, h, f) \) denote the number of zeros of the function \( f \in A(\mathbb{D}) \) in the closed disc \( \overline{D}(\zeta, h) = \{ w : |\zeta - w| \leq h \} \). Replacing \( z \) by \( Rz \) in [17, Theorem 2], we obtain the following result.

**Theorem B.** Suppose that \( f \in A(\mathbb{D}) \) and \( 0 < R < 1 \). For all \( \alpha \in [\frac{1}{2}, 1) \) there exists \( R_0 = R_0(\alpha) \in (0, 1) \) such that, for all \( \zeta \in \mathbb{D} \) satisfying \( |\zeta| = r < R \),

\[
n(\zeta, h, f) \leq \frac{C(\alpha, \eta)}{(R-r)^{1/\alpha}} \left( \int_0^R \log^+ M(t, f)(R-t)^{1/\alpha-1} dt + \log^+ M(R_0, f) \right).
\]

(3.8)

where \( h = (\eta/R)(R-r) \) and \( 0 < \eta < \frac{1}{6} \).

Suppose now that \( f \in A(\mathbb{D}) \) with \( \sigma_M(f) \in (1, \infty) \), let \( \alpha \in [\frac{1}{2}, 1) \) be such that \( \alpha^{-1} < \sigma_M(f) \), and let \( \sigma \) be a proximate order of \( f \). We proceed to state and prove a consequence of Theorem B involving proximate order; see (3.10) below.

Let \( \nu \) be sufficiently large that \( r_\nu \geq R_0 \), where \( r_\nu = 1 - 2^{-\nu} \) and \( R_0 \) is the constant from Section 3.2. Let \( r \in [r_\nu, r_{\nu+1}) \). Using Lemma 3.1(b), with \( \beta = \frac{1}{4} \), and Lemma 3.1(c), with \( \lambda = \alpha^{-1} - 1 \), we obtain

\[
\int_0^{r_{\nu+2}} (1-t)^{1/\alpha-1-\sigma(t)} dt \leq C(\alpha, \sigma_M(f), R_0)(1-r)^{1/\alpha-\sigma(r)}.
\]

(3.9)

Choose \( R = 2r/(r + 1) \), where \( r \in [r_\nu, r_{\nu+1}) \). Then \( R \in (r_\nu, r_{\nu+2}) \). The estimates in (3.8) and (3.9) yield

\[
n\left( \zeta, \frac{\eta(1-r)}{2}, f \right) \leq \frac{C(\alpha, \eta, \sigma_M(f), R_0)}{(1-r)^{\sigma(r)}}
\]

(3.10)

for all \( \zeta \in \mathbb{D} \) satisfying \( |\zeta| < 2r/(r + 1) \) and for all \( 0 < \eta < 1/6 \).

Define \( A_1 = \overline{D}(0, \frac{1}{2}) \) and the annuli \( A_\nu = \{ \zeta : r_{\nu-1} < |\zeta| \leq r_\nu \} \) for \( \nu \geq 2 \). Then clearly \( \mathbb{D} = \bigcup_\nu A_\nu \). Based on (3.10), we now state and prove an estimate which is crucial in proving Theorem 1.2.

**Lemma 3.3.** Let \( f \in A(\mathbb{D}) \) be such that \( \sigma_M(f) \in (1, \infty) \), and let \( \sigma \) be a proximate order of \( f \). Let \( \{a_\nu\} \) denote the sequence of zeros of \( f \) listed according to multiplicities and ordered by increasing modulus, and let \( 0 < \delta < 1 \). Then there exists a countable
collection of discs $D_{vj} = \{ w : |w - z_{vj}| < \rho_{vj} \}$, where $\rho_{vj} < 1 - |z_{vj}|$, such that, for all $z \in A_v \backslash \bigcup_j D_{vj}$,

$$\sum_{|a_k| \leq r_{s-1}} \frac{1}{|z - a_k|} \leq \frac{C(\alpha, \sigma_M(f), R_0)}{\delta(1 - r)^{\sigma(r)+1}} \log \frac{1}{1 - r}, \quad (3.11)$$

where

$$\sum_{R < |z_{vj}| < 1} \rho_{vj} \leq \delta(1 - R), \quad R \to 1^- \quad (3.12)$$

**Proof.** Without loss of generality, we may assume that $\arg z = 0$. For $s \in \mathbb{N}$ define $I_s = \{-2^s + 1, \ldots, -1, 0, 1, \ldots, 2^s\}$. For $\tau \in I_s$, define the polar rectangles

$$A_{s\tau} = \{ \zeta \in A_s : (\tau - 1)\pi 2^{-s} \leq \arg \zeta < \tau \pi 2^{-s} \};$$

see Figure 1 for an illustration.

Denote

$$I_s^* = \begin{cases} I_s & \text{if } 1 \leq s \leq v - 2, \\ I_s \backslash \{0, 1\} & \text{if } v - 1 \leq s \leq v + 1. \end{cases}$$

With this notation, we have the following result.

**Lemma 3.4.** Let $v \geq 2$, $2 \leq s \leq v + 1$, $\tau \in I_s^*$, $\zeta \in A_{s\tau}$, $z \in A_v$ and $\arg z = 0$. Then

$$|\zeta - z| \geq \begin{cases} \tau 2^{-s-1} & \text{if } \tau > 0, \\ (|\tau| + 1)2^{-s-1} & \text{if } \tau \leq 0. \end{cases}$$

![Figure 1. The cases $s = 1$ and $s = 2$.](https://www.cambridge.org/core/terms.https://doi.org/10.1017/S1446788710000029)
FIGURE 2. Illustration of Lemma 3.4. The $A$-sets in the left half-plane are annuli, while the $A$-sets in the right half-plane are polar rectangles.

**Proof.** Suppose first that $|\arg \zeta| \leq \pi/2$. Then $-2^{s-1} + 1 \leq \tau \leq 2^{s-1}$ by definition of the sets $A_{s\tau}$. The point $\zeta = \zeta_1$ in Figure 2 illustrates the case where $0 < \tau \leq 2^{s-1}$, while the point $\zeta = \zeta_2$ illustrates the case where $-2^{s-1} + 1 \leq \tau \leq 0$.

Since $\zeta \in A_{s\tau}$, $z \in A_{\nu}$ and $\arg z = 0$,

$$|\zeta - z| \geq |\zeta| \sin(\arg \zeta) \geq r_{s-1} \sin\left(\frac{\tau - 1}{2^{s-1}} \pi\right) \geq \frac{\tau - 1}{2^{s-1}} r_{s-1}$$

for all $\tau > 0$, and

$$|\zeta - z| \geq |\zeta| \sin(|\arg \zeta|) \geq r_{s-1} \sin\left(\frac{|\tau|}{2^{s-1}} \pi\right) \geq \frac{|\tau|}{2^{s-1}} r_{s-1}$$

for all $\tau \leq 0$. Thus

$$|\zeta - z| \geq \begin{cases} \frac{\tau - 1}{2^{s-1} r_{s-1}} & \text{if } \tau > 0, \\ \frac{|\tau|}{2^{s-1} r_{s-1}} & \text{if } \tau \leq 0. \end{cases} \quad (3.13)$$

If $2 \leq s \leq \nu - 2$, we have in addition that

$$|\zeta - z| \geq |z| - \Re \zeta \geq r_{\nu - 1} - r_s = 2^{-s} - 2^{1-\nu} \geq 2^{-s} - 2^{-s-1} = 2^{-s-1}. \quad (3.14)$$

Clearly, $r_{s-1} = 1 - 2^{-s+1} \geq \frac{1}{2}$ for $s \geq 2$, while $(\tau - 1)/\tau \geq \frac{1}{2}$ for $\tau \geq 2$ whereas $|\tau|/(|\tau| + 1) \geq \frac{1}{2}$ for $\tau \leq -1$. Therefore applying (3.13) for $\tau \in \{0, 1\}$, and (3.14) for $\tau \in \{0, 1\}$, we prove Lemma 3.4 in the case where $|\arg \zeta| \leq \pi/2$. 
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Suppose then that $\pi/2 \leq |\arg \zeta| \leq \pi$. In this case either $2^{s-1} < \tau \leq 2^s$ or $-2^s + 1 \leq \tau < -2^{s-1} + 1$, and therefore

$$
\frac{1}{2} \geq \begin{cases} 
\tau 2^{-s-1} & \text{if } \tau > 0, \\
(|\tau| + 1)2^{-s-1} & \text{if } \tau \leq 0.
\end{cases}
$$

The statement of Lemma 3.4 in the case where $\pi/2 \leq |\arg \zeta| \leq \pi$ now follows by the inequality $|\zeta - z| \geq \frac{1}{2}$, which is valid since $|\arg z| = 0$ and $s \geq 2$.

We return to the proof of Lemma 3.3. Let $n(U) = n(U, \{a_k\})$ denote the number of the points $a_k$ in the set $U \subset \mathbb{D}$. Let

$$
L(r, \varphi) = \left\{ \zeta : r \leq |\zeta| \leq \frac{1 + r}{2}, |\arg \zeta - \varphi| \leq \frac{\pi}{4}(1 - r) \right\},
$$

and denote

$$
n_1(r) = n_1(r, \{a_k\}) = \max_{0 \leq \varphi \leq 2\pi} n(L(r, \varphi)).
$$

If $z \in A_v$ and $z \neq a_k$ for all $k$, write

$$
\sum_{|a_k| \leq r+1} \frac{1}{|z - a_k|} = \sum_{s=1}^{v+1} \sum_{\tau \in I_s^*} \sum_{a_k \in A_{\tau r}} \frac{1}{|z - a_k|} \leq \sum_{s=1}^{v+1} \sum_{\tau \in I_s^*} \sum_{a_k \in A_{\tau r}} \frac{1}{|z - a_k|} + \sum_{s=v+1}^{v+1} \sum_{\tau = 0}^{v+1} \sum_{a_k \in A_{\tau r}} \frac{1}{|z - a_k|} = S_1 + S_2.
$$

To deal with the sum $S_1$ in (3.15), we first observe that $r_s = (1 + r_{s-1})/2$ and $r_{s+1} = (r_s - 1)r_{s-1}$. Lemma 3.4 now yields

$$
S_1 \leq \sum_{s=1}^{v+1} \sum_{\tau \in I_s^*} \frac{n(A_{\tau r})}{\inf_{\zeta \in A_{\tau r}} |z - \zeta|} \leq \sum_{s=1}^{v+1} \left( \sum_{\tau \in I_s^*, \tau > 0} \frac{n_1(r_{s-1})}{\tau} 2^{s+1} + \sum_{\tau \in I_s^*, \tau \leq 0} \frac{n_1(r_{s-1})}{|\tau| + 1} 2^{s+1} \right) \leq \sum_{s=1}^{v+1} \left( \sum_{\tau = 1}^{2^s} \frac{n_1(r_{s-1})}{\tau} 2^{s+2} + \sum_{s=v+1}^{v+1} \left( \sum_{\tau = 2}^{2^s} \frac{n_1(r_{s-1})}{\tau} 2^{s+2} \right) \right) \leq \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1 - r_{s-1}} \left( \sum_{\tau = 1}^{2^s} \frac{1}{\tau} \right) \leq 8 \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1 - r_{s-1}} \left( \sum_{\tau = 1}^{2^s} \frac{1}{\tau} \right) \leq 8 \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1 - r_{s-1}} \left( \sum_{\tau = 1}^{2^s} \frac{1}{\tau} \right) \leq 8(1 + (v + 1) \log 2) \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1 - r_{s-1}} \leq 24v \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1 - r_{s-1}}.
$$
For any \( r \in (0, 1) \) the set \( L(r, \varphi) \) can be covered by a uniformly bounded number of discs \( D(\zeta, (1-r)/20) \), where \( r \leq |\zeta| \leq (1+r)/2 \). Hence, by applying (3.10), it follows that

\[
S_1 \leq 24v \sum_{s=1}^{v+1} \frac{n_1(r_{s-1})}{1-r_{s-1}} = 24v \sum_{s=0}^{v} \frac{n_1(r_s)}{1-r_s}
\]

\[
\leq C(\alpha, \sigma_M(f), R_0)v \sum_{s=0}^{v} \frac{1}{(1-r_s)^{\sigma(r_s)+1}}
\]

\[
\leq C(\alpha, \sigma_M(f), R_0) \log \frac{1}{1-r_v} \int_0^{r_{v+1}} \frac{dt}{(1-t)^{\sigma(t)+2}}.
\]

A reasoning similar to that leading to (3.7), using Lemma 3.1(c), with \( \lambda = -1 \), finally gives

\[
S_1 \leq \frac{C(\alpha, \sigma_M(f), R_0)}{(1-r_v)^{\sigma(r_v)+1}} \log \frac{1}{1-r_v}.
\]

(3.16)

To deal with the sum \( S_2 \) in (3.15), define

\[
U = \bigcup_{s=v-1}^{v+1} \bigcup_{\tau=0}^{1} A_{s\tau}, \quad N_v = n(U) \quad \text{and} \quad \delta_v = \delta \cdot 2^{-v-6}.
\]

Then, by the Cartan lemma [16, pp. 19–21], there exists a finite collection of discs \( D(w_{vj}, h_{vj}) \) with \( \sum_j h_{vj} = 2\delta_v \) and a permutation of \( \{a_{k}\} \subset U \), say \( b_1, \ldots, b_{N_v} \), such that \( |z - b_m| > m\delta_v/N_v \) for all \( m = 1, \ldots, N_v \) and \( z \notin \bigcup_j D(w_{vj}, h_{vj}) \). Hence, by noting that

\[
n(A_{s\tau}) \leq n_1(r_{s-1}), \quad s = v - 1, \ldots, v + 1, \quad \tau = 0, 1,
\]

it follows that

\[
S_2 = \sum_{a_k \in U} \frac{1}{|z - a_k|} = \sum_{m=1}^{N_v} \frac{1}{|z - b_m|} \leq \frac{N_v}{\delta_v} \sum_{m=1}^{N_v} \frac{1}{m}
\]

\[
\leq \frac{2^5 N_v}{\delta(1-r_{v+1})} (1 + \log N_v) \leq \frac{C}{\delta} \sum_{s=v-2}^{v+1} \frac{n_1(r_s)}{1-r_s} \log n_1(r_s)
\]

(3.17)

\[
\leq \frac{C}{\delta(1-r_v)^{\sigma(r_v)+1}} \log \frac{1}{1-r_v}
\]

for all \( z \in A_v \) satisfying \( z \notin \bigcup_j D(w_{vj}, h_{vj}) \).

By combining (3.15)–(3.17) and Lemma 3.1(b), with \( \beta = \frac{1}{2} \), we conclude that

\[
\sum_{|a_k| \leq r_{v+1}} \frac{1}{|z - a_k|} \leq \frac{C(\alpha, \sigma_M(f), R_0)}{\delta(1-r)^{\sigma(r)+1}} \log \frac{1}{1-r}
\]

(3.18)

for all \( z \in A_v \) satisfying \( z \notin \bigcup_j D(w_{vj}, h_{vj}) \).
It remains to study the size of this exceptional set. For each \( v \) we take into account only those discs \( D(w_{vj}, h_{vj}) \) which intersect the annulus \( A_v \), and discard the rest of the discs. Each \( v \) is then associated with a collection of discs \( D_{vj} = D(z_{vj}, \rho_{vj}) \) such that
\[
r_{v-1} - \delta \cdot 2^{-v-5} \leq |z_{vj}| \leq r_v + \delta \cdot 2^{-v-5}.
\]
In particular, \( z_{vj} \in A_{v-1} \cup A_v \cup A_{v+1} \). Moreover, by the second inequality in (3.19),
\[
|z_{vj}| + \rho_{vj} \leq |z_{vj}| + \sum_j \rho_{vj} \leq |z_{vj}| + 2\delta_v \leq 1 - 2^{-v} + \delta \cdot 2^{-v-4} < 1,
\]
which shows that all of the discs \( D_{vj} \) are contained in \( \mathbb{D} \). If now \( R \in [r_{v-1}, r_v) \), we obtain
\[
\sum_{R \leq |z_{vj}| < 1} \rho_{vj} \leq \sum_{s=v-1}^{\infty} \sum_j \rho_{sj} = 2\delta \sum_{s=v-1}^{\infty} 2^{-s-6} = 82^{-v-3} < \delta (1 - R).
\]
This discussion together with (3.18) completes the proof of Lemma 3.3.

\[\square\]

3.4. Proof of the case where \( \sigma_M(f) > 1 \). Let \( \sigma_M(f) > 1 \), and suppose first that \( k = 1 \) and \( j = 0 \). Denote \( z = re^{i\psi} \), and let \( 0 < r < R < 1 \). By the differentiated Poisson–Jensen formula,
\[
\frac{|f'(z)|}{f(z)} \leq \frac{R}{\pi} \int_0^{2\pi} \frac{|\log |f(Re^{i\theta})||}{|Re^{i\theta} - z|^2} \, d\theta + \sum_{|a_k| \leq R} \left( \frac{1}{|z - a_k|} + \frac{|a_k|}{|R^2 - \bar{a}_k z|} \right),
\]
where \( \{a_k\} \) is the sequence of zeros of \( f \) listed according to multiplicities and ordered by increasing moduli. For any \( |a_k| \leq R \),
\[
\frac{|a_k|}{|R^2 - \bar{a}_k z|} = \frac{|a_k|}{R |z - a_k|} \left| \frac{\bar{a}_k - \bar{z}}{1 - \frac{\bar{z}}{R} \cdot \frac{z}{R}} \right| \leq \frac{1}{|z - a_k|}.
\]
Fix \( v \) large enough so that \( r_{v-1} \geq R_0 \). Let \( z \in A_v \setminus \bigcup_j D_{vj} \), where \( \{D_{vj}\} \) is the family of discs found in Section 3.3. Choose \( R \in E_{r_{v+2}} \), where \( E_{r_{v+2}} \subset (r_{v+1}, r_{v+2}) \) is a set of measure at least \( 2^{-v-8} \) by (3.3) and (3.4). By (3.20), (3.21), Definition 1.1(D), (3.7) and Lemma 3.3, we obtain
\[
\frac{|f'(z)|}{f(z)} \leq \frac{C(\alpha, \sigma_M(f), R_0)|\log(1 - R)|}{(1 - R)\sigma(R)} \int_0^{2\pi} \frac{d\theta}{|Re^{i\theta} - z|^2} + \sum_{|a_k| \leq R_{v+2}} \frac{2}{|z - a_k|} \leq \frac{C(\alpha, \sigma_M(f), R_0)|\log(1 - R)|}{(R - r)(1 - R)\sigma(R)} + \frac{C(\alpha, \sigma_M(f), R_0)|\log(1 - r)|}{\delta(1 - r)^{\sigma(r)+1}}.
\]
Finally, since \( R - r \geq r_{v+1} - r_v = 1 - r_{v+1} \) and
\[
1 - r \leq 1 - r_{v-1} = 2(1 - r_v) = 8(1 - r_{v+2}) \leq 8(1 - R) \leq 8(1 - r),
\]
an application of assertions (a) and (b) in Lemma 3.1, with \( \beta = \frac{1}{8} \), yields

\[
\left| \frac{f'(z)}{f(z)} \right| \leq \frac{C(\alpha, \sigma_M(f), R_0)}{\delta(1 - r)^{\sigma(r)+1}} \log \frac{1}{1 - r}.
\]

This completes the proof of Theorem 1.2 in the case where \( \sigma_M(f) > 1 \), \( k = 1 \) and \( j = 0 \).

Suppose then that \( k \) and \( j \) are integers satisfying \( k > j \geq 0 \). By applying Lemma 3.2 and the reasoning above to the functions \( f^{(m)}, m = j, \ldots, k - 1 \), we get, for all \( z \in \mathbb{D} \backslash \bigcup_v D_v^{(m)} \),

\[
\left| \frac{f^{(m+1)}(z)}{f^{(m)}(z)} \right| \leq \frac{C(\alpha, m, \sigma_M(f), R_0)}{\delta(1 - r)^{\sigma(r)+1}} \log \frac{1}{1 - r},
\]

where \( D_v^{(m)} = D(z_v^{(m)}, \rho_v^{(m)}) \) and

\[
\sum_{R \leq |z_v^{(m)}| < 1} \rho_v^{(m)} < \frac{\delta}{k - j}(1 - R).
\]

Therefore, for all \( z \in \mathbb{D} \backslash \bigcup_{m=j}^{k-1} \bigcup_v D_v^{(m)} \),

\[
\left| \frac{f^{(k)}(z)}{f^{(j)}(z)} \right| = \prod_{m=j}^{k-1} \left| \frac{f^{(m+1)}(z)}{f^{(m)}(z)} \right| \leq C(\alpha, \sigma_M(f), j, k, R_0) \left( \frac{|\log(1 - r)|}{\delta(1 - r)^{\sigma(r)+1}} \right)^{k-j},
\]

where

\[
\sum_{m=j}^{k-1} \sum_{R \leq |z_v^{(m)}| < 1} \rho_v^{(m)} < \delta(1 - R).
\]

This completes the proof of Theorem 1.2 in the case where \( \sigma_M(f) > 1 \).

3.5. Proof of the case where \( \sigma_M(f) \leq 1 \). Suppose first that \( 0 < \sigma_M(f) \leq 1 \). It is easy to see that the integral

\[
\int_0^1 \frac{dt}{(1 - t)^{\sigma(r)+1-1/\alpha}}
\]

converges for any fixed \( \alpha \in \left[ \frac{1}{2}, 1 \right) \). Then following the reasoning in Sections 3.2 and 3.3, we obtain the estimates

\[
\log \mu(r, f) \geq -\frac{C(\alpha, R_0)}{(1 - r)^{1/\alpha}} \log \frac{1}{1 - r}
\]

and

\[
n(\xi, \eta(1 - r)/2, f) \leq \frac{C(\alpha, \eta, R_0)}{(1 - r)^{1/\alpha}}
\]
corresponding to (3.7) and (3.10), respectively. The rest of the proof in the case where $0 < \sigma_M(f) \leq 1$ repeats that in the case where \( \sigma_M(f) > 1 \) but uses the estimates just obtained instead of (3.7) and (3.10). In particular, the relevant analogue of (3.11) for \( f \) satisfying $0 < \sigma(f) \leq 1$ is given by

\[
\sum_{|a_k| \leq r_{v+1}} \frac{1}{|z - a_k|} \leq \frac{C(\alpha, R_0)}{\delta(1 - r)^{2+\varepsilon}},
\]

where $\varepsilon > 0$ and other quantities are as in Lemma 3.3. The details are omitted.

Suppose then that $\sigma_M(f) = 0$. It follows by [3, Theorem 3.1 and Corollary 3.2] that there exists a countable collection of discs $D_v = \{ w : |w - z_v| < r_v \} \subset \mathbb{D} \setminus \{0\}$ satisfying

\[
\sum_{v=1}^{\infty} \frac{r_v}{1 - |z_v|} < \infty
\]

and a constant $\rho \in (0, 1)$ such that

\[
\left| \frac{f^{(k)}(z)}{f^{(j)}(z)} \right| \leq \left( \frac{1}{1 - |z|} \right)^{2(k-j)+\varepsilon}
\]

(3.22)

for all $z$ satisfying $z \in \mathbb{D} \setminus \bigcup_v D_v$ and $\rho < |z| < 1$. Note that since $D_v \subset \mathbb{D}$, we have $r_v < 1 - |z_v|$.

We may suppose that the sequence $\{z_v\}$ is organized by increasing moduli. Hence there exists a positive integer $N_0$ such that

\[
\sum_{v=N_0}^{\infty} \frac{r_v}{1 - |z_v|} < \delta.
\]

Let $\max\{\rho, |z_{N_0}|\} \leq R < 1$. Now

\[
\sum_{R < |z_v| < 1} r_v \leq (1 - R) \sum_{R < |z_v| < 1} \frac{r_v}{1 - |z_v|} \leq \delta(1 - R).
\]

This completes the proof of Theorem 1.2 in the case where $\sigma_M(f) = 0$.

4. Proof of Theorem 1.4

4.1. Proof of (a). Inequality (1.7) is proved in [13, Theorem 1]. To obtain (1.8), the proof of [3, Theorem 2.3] is followed. We need the following auxiliary result, which shows that the growth of a $G_p$-function is near maximal (see (1.6)) on a relatively large set. The assertion can be proved similarly to [3, Lemma 5.1] or [4, Lemma 9]. See also [2, Lemma 3] and [13, Lemma 2] for similar results.

**Lemma 4.1.** Suppose that $A \in G_p$ for some $p \in (0, \infty)$, and let $\varepsilon, \eta \in (0, 1)$. Then there is a set $F \subset [0, 1)$ with $D(F) \geq \eta$ such that

\[
\liminf_{r \to 1^- \atop r \in F} \frac{\log^+ M(r, A)}{\log(1 - r)} \geq p - \varepsilon.
\]
Let $\varepsilon, \delta \in (0, \frac{1}{2})$. By Corollary 1.3 there exists an exceptional set $E \subset [0, 1)$ with $D(E) \leq 2\delta$ such that for any $z \in \mathbb{D}$ satisfying $|z| \not\in E$,

$$|A_0(z)| \leq \sum_{j=1}^{k} |A_j(z)| \left| \frac{f^{(j)}(z)}{f(z)} \right| \leq \sum_{j=1}^{k} \left( \frac{1}{1 - |z|} \right)^{p_{j} + j (\max\{\sigma_M(f), 1\}) + 1 + \varepsilon} \ ,$$

(4.1)

where $A_k(z) \equiv 1$ and $p_k = 0$. By applying Lemma 4.1 to the function $A_0$ in (4.1), it follows that

$$p_0 - \varepsilon \leq \max_{1 \leq j \leq k} \{ p_j + j (\max\{\sigma_M(f), 1\}) + 1 + \varepsilon \} .$$

(4.2)

By rearranging terms and letting $\varepsilon \to 0^+$ in (4.2), we obtain (1.8).

4.2. Proof of (c). If $n = 0$ is the smallest index such that (1.11) holds, then

$$\frac{p_0 - p_j}{j} = \frac{p_0}{j} - \frac{p_j}{k - j} \cdot \frac{k - j}{j} \geq \frac{p_0}{j} - \frac{p_0}{k} \cdot \frac{k - j}{j} = \frac{p_0}{k}$$

(4.3)

for all $j = 1, \ldots, k - 1$, and so the minimum in (1.8) is attained when $j = k$. Thus, by (1.8) and (1.9),

$$\sigma_M(f) \geq \frac{p_0}{k} - 1$$

(4.4)

for all nontrivial solutions $f$ of (1.5). Therefore, by (1.7) and (4.4), there are $k$ linearly independent solutions $f$ for which (1.12) is valid.

Suppose then that $n \geq 1$. In this part of the proof, the standard method of order reduction will be used. The set $E \subset [0, 1)$ from now on is not necessarily the same at each occurrence, but it always satisfies $D(E) \leq \delta < 1$. For simplicity, a finite union of such sets is denoted again by $E$. The related constants $\delta$ will be chosen such that their sum, denoted again by $\delta$, satisfies $\delta < 1$.

We begin with the following consequence of Corollary 1.3.

**Corollary 4.2.** Let $g, h \in A(\mathbb{D})$ be such that

$$\max\{\sigma_M(g), \sigma_M(h)\} \leq \beta < \infty .$$

Let $n \geq 1$ be an integer, and let $\delta, \varepsilon \in (0, 1)$. Denote $f = g/h$. Then there exists an exceptional set $E \subset [0, 1)$ with $D(E) \leq \delta$ such that

$$\left| \frac{f^{(n)}(z)}{f(z)} \right| \leq \left( \frac{1}{1 - |z|} \right)^{(\max\{\beta, 1\}) + 1 + \varepsilon}$$

(4.5)

for all $z \in \mathbb{D}$ satisfying $|z| \not\in E$.

**Proof.** By calculating

$$f' = \frac{g'h - gh'}{h^2} , \quad f'' = \frac{(g''h - gh'')h^2 - (g'h - gh')2hh'}{h^4} , \ldots ,$$
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we see, by means of Lemma 3.2, that for any \( k \in \{1, \ldots, n\} \) there exist functions \( g_k, h_k \in A(\mathbb{D}) \) such that \( \max\{\sigma_M(g_k), \sigma_M(h_k)\} \leq \beta \) and \( f^{(k)} = g_k/h_k \). Since \( f'/f = g'/g - h'/h \), assertion (4.5) for \( n = 1 \) follows by Corollary 1.3. Suppose then that (4.5) is valid for \( n = j \). Clearly

\[
\frac{f^{(j+1)}}{f} = \frac{f^{(j+1)}}{f^{(j)}} \cdot \frac{f^{(j)}}{f} = \frac{h_j}{g_j} \cdot \left( \frac{g_j}{h_j} \right)' \cdot \frac{f^{(j)}}{f} = \left( \frac{g_j'}{g_j} - \frac{h_j'}{h_j} \right) \cdot \frac{f^{(j)}}{f}.
\] (4.6)

The case \( n = j + 1 \) now follows from (4.6) by applying Corollary 1.3 to the functions \( g_j, h_j \) and the inductive assumption to the logarithmic derivative \( f^{(j)}/f \). \( \square \)

The following two lemmas are obtained by modifying the analogous plane results in [7, Section 6].

**Lemma 4.3.** Let \( f_{0,1}, \ldots, f_{0,m} \) be \( m \geq 2 \) linearly independent analytic solutions of

\[
f^{(k)}(z) + A_{0,k-1}(z)f^{(k-1)}(z) + \cdots + A_{0,1}(z)f'(z) + A_{0,0}(z)f(z) = 0,
\]

where \( k \geq m \) and \( A_{0,0}, \ldots, A_{0,k-1} \in A(\mathbb{D}) \). For \( 1 \leq n \leq m - 1 \), set

\[
f_{n,j} = \left( \frac{f_{n-1,j+1}}{f_{n-1,1}} \right)', \quad j = 1, \ldots, m - n.
\] (4.7)

Then \( f_{n,1}, \ldots, f_{n,m-n} \) are linearly independent meromorphic solutions of

\[
f^{(k-n)}(z) + A_{n,k-n-1}(z)f^{(k-n-1)}(z) + \cdots + A_{n,1}(z)f'(z) + A_{n,0}(z)f(z) = 0,
\] (4.8)

where

\[
A_{n,j}(z) = \sum_{l=j+1}^{k-n+1} \binom{l}{j+1} A_{n-1,l}(z) \frac{f^{(l-j-1)}_{n-1,1}(z)}{f^{(j+1)}_{n-1,1}(z)}
\] (4.9)

for \( j = 0, \ldots, k - 1 - n \). Here \( A_{j,k-j}(z) \equiv 1 \) for all \( j = 0, \ldots, n \).

Moreover, let \( \varepsilon > 0 \), and suppose that for each \( j \in \{0, \ldots, k - 1\} \) there exists a \( p_j \geq 0 \) such that \( A_{0,j} \in G_{p_j} \). Set

\[
M_p = \max_{p \leq l \leq k-1} \{ p_l + (l - p)(\max\{\beta, 1\} + 1) \},
\]

where \( \beta = \max_{1 \leq l \leq m} \{\sigma_M(f_{0,l})\} < \infty \). Then

\[
M(r, A_{n,j}) \leq \left( \frac{1}{1-r} \right)^{M_{n+j} + \varepsilon}
\] (4.10)

for all \( r \in (0, 1) \setminus E \) and \( j = 0, \ldots, k - 1 - n \).

**Proof.** By the proof of [7, Lemma 6.4], the functions \( f_{n,j} \) in (4.7) are linearly independent meromorphic solutions of (4.8), where the coefficients \( A_{n,j} \) are given by (4.9).
Suppose that \( n = 1 \). Applying Corollary 1.3 and the assumption that \( A_{0,j} \in G_p \) to (4.9), we get

\[
|A_{1,j}(z)| \leq \sum_{l=j+1}^{k} \binom{l}{j+1} |A_{0,l}(z)| \left| \frac{f_{0,1}^{(l-j-1)}(z)}{f_{0,1}(z)} \right| \\
\leq \sum_{l=j+1}^{k} \binom{1}{1-|z|} p_l^{(l-j-1)(\max(\beta,1)+1)+\varepsilon/2} \leq \left( \frac{1}{1-|z|} \right)^{M_{1+j+\varepsilon}}
\]

for all \( |z| \in [0, 1) \setminus E \) and \( j = 0, \ldots, k - 2 \). This proves (4.10) for \( n = 1 \).

To complete the proof it suffices to show that if, for a given \( i \in \{2, \ldots, m - 2\} \), the inequality

\[
M(r, A_{i-1,j}) \leq \left( \frac{1}{1-r} \right)^{M_{i-1+j+\varepsilon}/3}
\]

(4.11)

holds for all \( r \in [0, 1) \setminus E \) and \( j = 0, \ldots, k - i \), then (4.10) is valid for \( n = i \) and for \( j = 0, \ldots, k - i - 1 \).

Applying Lemma 3.2 to (4.7), we conclude that the functions \( f_{q,j}, q = 1, \ldots, n, j = 1, \ldots, m - q \), are of the form \( f_{q,j} = g_{q,j}/h_{q,j} \), where \( g_{q,j}, h_{q,j} \in A(\mathbb{D}) \) with \( \max\{\sigma_M(g_{q,j}), \sigma_M(h_{q,j})\} \leq \beta \). Therefore, by Corollary 4.2,

\[
\left| \frac{f_{1-1,1}^{(l-j-1)}(z)}{f_{1-1,1}(z)} \right| \leq \left( \frac{1}{1-|z|} \right)^{(l-j-1)(\max(\beta,1)+1)+\varepsilon/3}
\]

(4.12)

for all \( |z| \in [0, 1) \setminus E \) and \( l = j + 1, \ldots, k - i + 1 \). Applying (4.11) and (4.12) to (4.9), where \( n = i \), results in

\[
|A_{i,j}(z)| \leq C \sum_{l=j+1}^{k-i+1} \binom{l}{l-j} M_{i-1+l}(l-j-1)(\max(\beta,1)+1)+2\varepsilon/3 \leq \left( \frac{1}{1-|z|} \right)^{M_{i+j+\varepsilon}}
\]

for all \( |z| \in [0, 1) \setminus E \) and \( j = 0, \ldots, k - i - 1 \). Hence (4.10) holds for \( n = i \) and for all \( j = 0, \ldots, k - i - 1 \).

**Lemma 4.4.** Under the assumptions of Lemma 4.3,

\[
A_{n,0}(z) = A_{0,n}(z) + G_n(z),
\]

(4.13)

where

\[
G_n(z) = \sum_{j=2}^{n+1} \sum_{l=j}^{k-2} \binom{l}{j-1} A_{n-j+1,l}(z) \frac{f_{n-j+1,1}^{(l-j+1)}(z)}{f_{n-j+1,1}(z)}.
\]

(4.14)
Moreover,
\[ M(r, G_n) \leq \left( \frac{1}{1 - r} \right)^{M_{n+1} + \max \{ \beta, 1 \} + 1 + \epsilon} \]  
(4.15)

for all \( r \in [0, 1) \setminus E \).

**Proof.** Since (4.13) and (4.14) are valid by [7, Lemma 6.5], it follows that
\[ |G_n(z)| \leq \sum_{j=2}^{n+1} \sum_{l=j}^{k-n+j-1} \left( \frac{l}{j - 1} \right) |A_{n-j+1,l}(z)| \left| \frac{f_n^{(l-j+1)}}{f_{n-j+1,l}(z)} \right|. \]

The final assertion (4.15) follows by applying (4.10) to the coefficient functions \( A_{n-j+1,l} \) and Corollary 4.2 to the logarithmic derivatives \( f_n^{(l-j+1)}/f_{n-j+1,1} \), and by arguing similarly as in the proof of Lemma 4.3.

We return to the proof of Theorem 1.4(c). Let \( n \geq 1 \) be the smallest index such that (1.11) holds. Arguing by contradiction, we assume that equation (1.5) has \( n + 1 \) linearly independent solutions \( f_{0,q} \) such that
\[ \sigma_M(f_{0,q}) < \alpha = \max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\}, \quad q = 1, \ldots, n + 1. \]
(4.16)

Note that (1.8) and (1.9) yield
\[ \sigma_M(f_{0,q}) \geq 1, \quad q = 1, \ldots, n + 1. \]
(4.17)

We aim for a contradiction, which, together with (1.7), shows that equation (1.5) has at least \( k - n \) linearly independent solutions \( f \) for which (1.12) is valid.

Let \( \epsilon > 0 \) be a small constant. Then Lemma 4.3, with \( m = n + 1 \), and assumption (4.16) imply that there exists a solution \( f_{n,1} \neq 0 \) of (4.8) of the form \( f_{n,1} = g_{n,1}/h_{n,1} \), where \( g_{n,1}, h_{n,1} \in A(D) \) with
\[ \max \{ \sigma_M(g_{n,1}), \sigma_M(h_{n,1}) \} < \alpha. \]
(4.18)

Moreover, taking (4.17) into account,
\[ M_{n+j} \leq \max_{n+j \geq l \leq k} \left\{ p_l + (l - n - j)(\alpha + 1) \right\} \leq (k - n - j)(\alpha + 1) \]
(4.19)

for \( j = 0, \ldots, k - q - 1 \), so that
\[ M(r, A_{n,j}) \leq \left( \frac{1}{1 - r} \right)^{(k-n-j)(\alpha+1)+\epsilon} \]
(4.20)

for all \( r \in [0, 1) \setminus E \) and \( j = 0, \ldots, k - q - 1 \). Applying (4.16), (4.17) and (4.19) to (4.15), it follows that
\[ M(r, G_n) \leq \left( \frac{1}{1 - r} \right)^{(k-n)(\alpha+1)-2\epsilon} \]
(4.21)
for all $r \in [0, 1) \setminus E$. Let $\eta \in (\delta, 1)$, and let $F \subset [0, 1)$ be the set in Lemma 4.1 (applied to $A_{0,n}$) with $\overline{D}(F) \geq \eta$. Then $\overline{D}(F \setminus E) \geq \eta - \delta > 0$, and (4.21) and Lemma 4.1 yield

$$M(r, A_{n,0}) \geq M(r, A_{0,n}) - M(r, G_n) \geq \left( \frac{1}{1 - r} \right)^{(k-n)(\alpha+1)-\epsilon}$$

(4.22)

for all $r \in F \setminus E$. Corollary 4.2 and inequality (4.18) show that

$$\left| \frac{f_{n,1}^{(j)}(z)}{f_{n,1}(z)} \right| \leq \left( \frac{1}{1 - |z|} \right)^{j(\alpha+1)-3\epsilon}$$

(4.23)

for all $|z| \in F \setminus E$ and $j = 1, \ldots, k - q$. By substituting $f = f_{n,1}$ in (4.8), it follows that

$$|A_{n,0}(z)| \leq \sum_{j=1}^{k-n} |A_{n,j}(z)| \left| \frac{f_{n,1}^{(j)}(z)}{f_{n,1}(z)} \right|.$$  

This, with the aid of (4.20), (4.22) and (4.23), results in the contradictory inequality

$$(k-n)(\alpha+1) - \epsilon \leq (k-n)(\alpha+1) - 2\epsilon.$$  

4.3. Proof of (b). Suppose that (1.10) is valid. Then $\sigma_M(f) \leq \alpha$ for every solution $f$ of (1.5) by (1.7).

Conversely, suppose that all solutions $f$ of (1.5) satisfy $\sigma_M(f) \leq \alpha$, and assume that there is at least one coefficient $A_{j_0} \in G_{p_{j_0}}$ of (1.5) for which $p_{j_0}/(k-j_0) - 1 > \alpha$. Now, if $n \in \{0, \ldots, k - 1\}$ is the smallest index such that $p_n$ satisfies (1.11), then, by Section 4.2, equation (1.5) has at least $k - n \geq 1$ linearly independent solutions $f$ such that

$$\sigma_M(f) = \max_{0 \leq j \leq k-1} \left\{ \frac{p_j}{k-j} - 1 \right\} \geq \frac{p_{j_0}}{k-j_0} - 1 > \alpha.$$  

This is a contradiction, and so (1.10) is valid.
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