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Abstract
The reduction of computational costs in the context of the Multidisciplinary Design Optimisation of a typical
medium-range aircraft was investigated through an assessment of active constraints and the use of multi-fidelity
models-based estimation of drag and structural stress. The results show that for this problem, from the set of con-
sidered constraints that includes flutter boundary, the active constraint is a 2.5g pull up Maximum Take Off Weight.
Results show that the multi-fidelity approach reduced the required high-fidelity aerodynamic number of evaluations,
for both drag assessment and stress assessment with sufficient level of accuracy for the former and conservatively
for the latter. Further computational cost reduction can be achieved using a surrogate model based Multidisciplinary
Design Optimisation. The best configuration attained shows an Aspect Ratio increase of 16%, a reduction of 4.5%
in fuel consumption and wing structural weight increase of 2.7% relative to a predefined baseline configuration.

Nomenclature
A real constant (k/g)
AOA Angle-of-Attack
AR Aspect Ratio
B real constant (N s lb-1)
c fuel consumption (lb/N/s)
CFD Computational Fluid Dynamics
DS dive speed (m/s)
EBM Equivalent Beam Model
E[I] expected improvement
f generic function
FM flutter margin
FS flutter speed (m/s)
FSI Fluid-Structure-Interaction
HARW High Aspect Ratio Wing
k correlation value
L/D Lift-over-Drag ratio
MDA Multidisciplinary Analysis
MDO Multidisciplinary Design Optimisation
MTOW Maximum Take-Off Weight
PM Panel Method
r correlation vector
R correlation matrix
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RANS Reynolds-Averaged Navier-Stokes
ŝ mean squared error
SF safety factor
SBW Strut-Braced Wing
w structural mass (kg)
x design point
xi design variable
y evaluated response
ŷ predicted response

Greek symbols

σ̂ stress (MPa)
σyield yield stress (MPa)
θ Kriging hyperparameter
φ distribution density function
� probability density function
μ̂ regression mean

Subscripts

i index

1.0 Introduction
Nowadays, conceptual aircraft design requires assessment tools other than statistical data or empirical
formulas to determine the best conceptual candidates to proceed with for detail design. This requirement
is prompted by the emergence of new aircraft configurations that rely on design space expansion to com-
ply with environmental impact and cost reduction requirements. As a consequence, different geometries
that are intended to improved overall flight efficiency are being researched, including the High-Aspect-
Ratio Wing [1, 2], Braced Wing [3, 4], Joined Wing [5, 6], Blended Wing Body [7, 8, 9] and other
aircraft configurations [10, 11].

Some of these configurations reduce induced drag in cruise flight conditions based on an Aspect Ratio
(AR) increase. This is the case for the High Aspect Ratio Wing (HARW), Braced Wing, such as strut-
braced (SBW) or truss-braced wing, and Joined Wing configurations, among others. The downside is the
structural weight penalty due to an increase in the root bending moment [12], increasing the maximum
take-off weight (MTOW) for a fixed payload. Thus, these designs tend to be more prone to aeroelas-
tic and flexibility effects caused by relatively larger deformations of the wing structures compared to
conventional wing designs.

If the deformations are large enough both aerodynamic and structural non-linear effects become more
prominent. A 2007 review of the non-linear aeroelastic prediction methods [13] concludes that these
should be used in early design stages to identify potential problems while in Patil et al. [14] one can
find a comparison of linear and non-linear aeroelastic analyses results for very high-aspect-ratio wings
showing significant differences between the two.

Other studies [17] indicate that using aeroelastic instabilities as flutter as a driver for wing design may
be diluted due to the possible existence of high amplitude limit cycle oscillations well below the flutter
speed in very high aspect ratio wings. Furthermore, flutter boundary predictions based on high-fidelity
CFD results are reported as more conservative that the traditional potential flow theory based results
[15]. Non-linear effects of flexibility in aircraft trim [14, 18] and in closed loop control [19] have also
been subject of research.

Since these large deformations influence the flutter boundary [15], they should be considered in an
early stage of the design process, which can be done in a Multidisciplinary Design Optimisation (MDO)
environment [16]. As the optimal designs tend to reduce structural weight and stiffness, deformation

https://doi.org/10.1017/aer.2022.49 Published online by Cambridge University Press

https://doi.org/10.1017/aer.2022.49


4 Lobo do Vale et al.

increases and the flutter margin is further reduced, a trend that is shown in several studies [26, 27]. A
possible means of mitigation of such problem would be the incorporation of flutter suppression devices
in the design [20].

When optimising a HARW or SBW configuration, for example, it is possible that not only structural
stress constraints of the design, but also the flutter boundary can be an active constraint, although an
assessment in an early design stage can be challenging [16]. Fluid Structure Interaction (FSI) analysis can
be the first step to evaluate the effects of deformation in the flutter boundary. By solving the coupled aero-
structural problem [21] and obtaining the aeroelastically deformed shape for a particular flight condition
and the corresponding aerodynamic coefficients [22, 23] one can use the stiffness and aerodynamics of
the deformed structure to estimate the flutter speed with current methods [24, 25]. Whether or not non-
linearities are included in the deformed structure stiffness matrix depends on the computational setup
available for the calculation.

In an MDO procedure where structural stress and flutter margins are constraints and flight efficiency
are the, or part of, the objective function, multiple computational fidelity levels can be used to compute
the constraints and the objective function. Lower fidelity models can be used to predict global stress
levels and structural mass with a degree of accuracy due to their good lift predictions, namely lifting
line models including non-linearities [28], expanded to swept and non-planar wings [29] or integrated
in multi-fidelity analysis frameworks [30].

Low-fidelity aero-structural models are also extensively used in flutter speed calculations. Examples
of two and three-dimensional low-order models used for flutter boundary calculations based on small
unsteady disturbances about a known steady flow CFD solution can be found in Opgenoord et al. [31]
or Latif et al. [32]. In Opgenoord et al. [33] a comparison of analytical methods for flutter and post
flutter calculations in a wing section with three degrees of freedom is presented and a hybrid approach
involving analytical and Finite Element models for flutter calculations is presented in Sudha et al. [34].

For accurate drag assessment Reynolds Averaged Navier-Stokes (RANS) based Computational Fluid
Dynamics (CFD) computations are typically relied upon to capture viscous and compressible effects,
which may also have influence in the aeroelastic behaviour. Phenomena as transonic flutter, limit cycle
oscillation and the transition between the two are captured only with high-fidelity aerodynamic models
[35], as is stall flutter [36] and fluid mode instabilities [37].

The MDO procedure should be as fast as possible; therefore, utilising lower fidelity and computa-
tionally cheaper models as much as possible is favoured as long as the final result is not jeopardised.
Numerical solutions such as Reduced Order Models [38, 39], surrogate-models [40, 41] and multi-
fidelity [42] can alleviate the computation burden. Furthermore, several methods can be used to obtain
surrogate models based on samples of previously calculated results, therefore avoiding the evaluation
of the constraints and objectives functions directly from expensive high-fidelity models [43]. There are
some multi-fidelity models that have been applied to estimate the flutter boundary. Examples of surro-
gate based aeroelastic instability parametric search [44] and aerodynamic damping estimation for flutter
calculations [45, 46] can be found in the literature. Multi-fidelity methods were also used to estimate
flutter boundary, gust response [47] and aerodynamic optimisation [48, 49], although there is very scarce
literature in multi-fidelity models applied to MDO considering flutter [50].

This study presents a quantification of the differences between FSI results using low- and high-fidelity
aerodynamics models as a precursor to building a surrogate model and running a surrogate-based MDO
of a HARW. It intends to provide researchers with practical information on the advantages and accuracy
of multi-fidelity analyses approaches in aero-structural optimisation as well as on the design driving
constraints, including flutter margin. It also reports the findings on the performance improvements of
a surrogate-based optimised HARW configuration when compared to a baseline configuration for a
medium-range-transport aircraft.

The paper starts with the problem description in the second chapter and following the methodology
of the Multidisciplinary Design Analysis (MDA) and the surrogate modelling process in Sections 3
and 4, respectively. The investigation of the requirement for an FSI procedure for the evaluation of
constraints and objective functions are concluded in Section 5. Furthermore, choices are made about
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Figure 1. Mission profile definition.

which evaluations require high-fidelity and low-fidelity results for sufficient accuracy, leading to a mixed
fidelity approach. Finally, the optimised results using exclusively low-fidelity or high-fidelity results are
compared to the mixed-fidelity approach and between them, followed by final conclusions in Section 6.

2.0 Problem description
A baseline aircraft configuration has been provided by Bombardier Aerospace in order to develop the
study of the HARW configuration. It represents a generic medium-range transport aircraft with a low
wing with aspect ratio of 12, a typical fuselage and a T-tail. Both structural, fuel and system masses distri-
bution were also provided, and a predefined jet engine database used to determine the fuel consumption
given a thrust requirement and a flight condition. Figure 1 shows the mission profile. The cruise Mach
number and altitude are 0.7 and 11km (36,000ft) respectively; the dive Mach number is 0.82. Throughout
this study, the wing’s areofoils shape and spanwise relative position are assumed constant along with
wing sweep. Hence, the optimisation result is limited in its potential, as overall changes in geometry
would require a further aerodynamic optimisation. However, the computational costs would be signifi-
cantly higher as the number of design variables would increase considerably. Furthermore, the benefit
throughout the optimisation and the methodology of the multi-fidelity assessment can be shown with
the given restraints in the detail of the optimisation. Fuselage, vertical tail geometry and horizontal tail
planform are also assumed to be constant, as well as their structural components and mass distribution.
The wing structure is assumed to be a wingbox-type structure made of isotropic aluminum. Variations
allowed from the baseline wing configuration include parameters that affect directly both aerodynamic
and structural characteristics (span, chord and twist distributions) and parameters that affect primarily
the structural characteristics and indirectly the aerodynamic characteristics due to effects on deformation
(spar and skin thickness distributions). As a consequence of the wing geometric changes, the horizontal
tail area is changed in order to maintain the same Volume Coefficient as the baseline configuration.

An MDO procedure is used to optimise the aircraft configuration taking into account environmen-
tal and operational costs metric (fuel consumption in cruise) and also a production cost metric (wing
structural mass). The constraints for the optimisation include maximum allowable wing structural stress

https://doi.org/10.1017/aer.2022.49 Published online by Cambridge University Press

https://doi.org/10.1017/aer.2022.49


6 Lobo do Vale et al.

Table 1. Design variables for the wing parametrisation and optimisation

Design variable Description
x1 Span factor (relative to baseline)
x2 Chord factor (relative to baseline)
x3 & x7 Skin & spar kink position (relative to wingspan)
x4 & x8 Skin & spar root thickness
x5 & x9 Skin & spar kink thickness
x6 & x10 Skin & spar tip thickness
x11 Twist kink position (relative to wingspan)
x12 Twist at wing root (incidence)
x13 Twist at wing kink
x14 Twist at wing tip

(σ ) in 3 different load cases and minimum flutter margin constraint. The flutter margin is on the flutter
speed calculation in a 2.5g loading condition at dive speed defined for the aircraft mission.

The problem statement is as follows:

minimise f (x) = Aw(x) + Bc(x)

w.r.t. x

subject to σi(x) ≤ σyield

SF
;i = 1..3

FM(x) ≤ abs

(
FS(x) − DS

DS

) (1)

where w and c are the objective function values of structural mass and fuel consumption, respectively.
A and B are weighting constants for the multi-objective optimisation and were set by external reference
according to an industrial weighting of A/B = 1/3, based on correspondence with the industrial partner
and their earlier work [51, 52]. The load case index is described by i, the maximum allowed stress is
yield stress of aluminum, σyield, paired with a safety factor, SF, of 1.5. The flutter margin is given as the
difference of the estimated flutter speed and the dive speed, shown in the equation as FM, FS and DS,
respectively.

The 14 design variables are listed in Table 1 and depicted in Fig. 2. The skin and spar thicknesses
as well as the twist spanwise distributions are bilinear, i.e. are described by continuous functions com-
posed of two linear segments with different slopes. The spanwise position where the slope changes is
hereafter referred to as kink position. A decoupling of structural and aerodynamic kink position allowed
more freedom for the optimisation. This gave the optimiser more freedom while the number of design
variables could still be relatively low, considering the related high computational expenses for single
function evaluations. In the next section, a description of the models and method used to evaluate the
different figures of interest, i.e. drag, fuel consumption, structural stress, weight and flutter speed is
given.

3.0 Multidisciplinary analysis models
As stated before, the expectation is that increasing AR translates into higher deformations with effects on
fuel consumption and flutter speed. Therefore, an FSI calculation coupling an Equivalent Beam Model
(EBM) to a Panel Method (PM) is used as the low-fidelity model, using the code developed in Suleman
et al. [53] and Afonso et al. [54]. The same EBM coupled with a RANS aerodynamic solver is used as
the high-fidelity model.
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Figure 2. Representation of exemplary design variables.

The EBM model can provide estimates of the wingbox mass, as well as the distribution of the max-
imum absolute value of Von-Mises stress in the beam sections along the span. The model extracts the
sectional properties of the wingbox sections and translates those into an Euler-Bernoulli beam model,
as described in Afonso et al. [54]. The model is then used for linear structural analysis once the loading
is defined.

The PM model includes fuselage, wing and tail components and calculates the lift and induced drag
of the configuration. More detailed descriptions of these models regarding the formulation can be found
in Katz and Plotkin [55] and regarding the validation in Suleman et al. [53] and Afonso et al. [54]. A
friction drag correction is added to the calculations based on flat plate boundary layer models. Although
fairly accurate to predict lift in the linear range of angles of attack (AOA), the model is not suitable to
accurately predict transonic drag, shocks and shock-boundary layer interactions or separation.

Commercial software is used to perform RANS simulations of the aircraft configurations. This soft-
ware is capable of more accurate drag predictions and accounts for the aerodynamic non-linearities
usually found in the transonic regime, such as shocks, shock interactions with the boundary layer and sep-
aration [56, 57]. The unstructured polyhedral mesh is generated in an automated process. Refinements
around the leading and trailing edges of the wing and tail ensure an adequate feature resolution. A mesh
convergence study was performed on the baseline model, with the final model containing between 6 to
9 m cells, depending on the geometry, mainly span and chord. Menter’s Shear Stress Transport k − ω

model [58] is used for the turbulence modelling. Convergence was assumed if a �CL and �CD criterium,
0.0001 and 0.00001 respectively, was fulfilled for at least 20 iterations in a row. The wall clock time for
the 1g load case analysis was 5 hours and for the 2.5g load case 7 hours, where roughly 30% of the time
was necessary for the meshing procedure for the deformed aircraft. The computation was executed on
a server with 60 cores.1 An initial mesh convergence study was performed to establish the refinements
and mesh sizing, exemplary values are listed in Table 2.

Other models are used to obtain the fuel distribution inside the wingbox, along with the payload
and systems mass distribution related to the aircraft geometric parameters. Fuel is divided into small
elements and modelled as point masses rigidly connected to the closest structural node. Fuel sloshing is
not specifically considered as a steady cruise flight condition is assumed. Payload and system masses and
their inertial components are user inputs and modelled as mass points with inertia and are also rigidly

1 Intel i7 4870 @2.4GHz.
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Table 2. Mesh properties

Mesh refinement Number of cells CL CD

Coarse 4 m 0.325 0.0230
Medium 7 m 0.349 0.0182
Fine 14 m 0.351 0.0181

Figure 3. Model representations: EBM (a); PM (b); RANS CFD (c); Payload and Systems mass
distribution (d) and Fuel mass (e).

connected to the closest structural node. Again, a more detailed description of such modelling can be
found in Oden [59].

The static FSI procedure couples the aerodynamic and structural models using an iterative procedure
where the structural deformation affects the mass distribution and external geometry of the aircraft,
which is then meshed and analysed in the aerodynamic solver to obtain a new load and then recalculate
deformation [53, 54]. The procedure is considered converged when there is no significant change in
the deformation after consecutive iterations. During the procedure, the fuel, payload and systems mass
distribution is also affected by the structural deformation since these are rigidly linked to the structure.

During the FSI analysis the structure is clamped at the location of the centre of gravity because
the aerodynamic loads will in general not trim the aircraft. In fact, the incidence of the horizontal tail
required to trim the aircraft is calculated a posteriori together with the thrust and aircraft AOA after all
the aerodynamic load components (lift, drag and pitching moment) are calculated, as will be explained
later. As a consequence, the effect of the horizontal tail incidence on the wing loads and deformation
are neglected in these analyses. This seems reasonable, given that the tail is located aft of the wing and
that the tail loading acts in the fuselage. Figure 3 depicts the models described above.

Finally, the propulsion model provided by Bombardier Aerospace is composed of a database with
entries for thrust, fuel flow, altitude and Mach number, which are interpolated to obtain an approxima-
tion of the fuel consumption for a given thrust requirement and flight condition. This model was not
incorporated into the FSI procedure in the current study, meaning that the thrust force is not included in
the structural deformation calculations. Similar to the horizontal tail trimming effect, the thrust effect
is deemed to be of negligible consequence in the wing’s deformed shape since the engines are located
in the aft part of the aircraft and loading the fuselage, and the aircraft is assumed trimmed at a fixed
fuselage pitch angle.

3.1 Trimming procedure
In order to trim the aircraft, a model of the horizontal tail with several different areas was analysed for
different AOA using RANS. These generated results were then interpolated to obtain the lift, drag and
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pitching moment variation with AOA for the horizontal tail corresponding to wing area of the config-
uration being analysed. All configurations maintained the volume coefficient as constant to maintain
similar control/stability characteristics.

The horizontal tail model, the propulsion model and the results obtained with the FSI procedure for
a number of AOAs are then interpolated or extrapolated to obtain the trimmed AOA, horizontal tail
incidence and thrust/fuel flow for a specific flight condition (speed, altitude, aircraft mass, load factor).

3.2 Flutter margin calculation
In order to calculate the flutter speed for a specific static flight condition, the FSI procedure described
above is used to determine the (steady) deformed wing shape in that flight condition as predicted by
the EBM model. The deformed EBM wing shape is then translated into NASTRAN for flutter speed
calculation using the p − k method [60] without introducing any CFD-based transonic corrections. As
the translated structural model does not include the nominal steady-state stress in the structure, only
the effects of the geometry are being accounted for in the analysis and no stress stiffening effects are
included.

This constitutes the end of the MDA of a specific configuration.

4.0 Surrogate model based mdo
Given the workflow described in the previous section, the number of the more expensive FSI runs
required per configuration should be minimised. The evaluation of the objective function and each
constraint in the optimisation statement requires the FSI calculation at 2 different AOA for posterior
trimming and flutter margin calculations. Gradient based optimisation algorithms require multiple eval-
uations per variable when the gradient functions are not directly available from solution results as in
case of using the adjoint method [61, 62], in order to approximate the gradients using finite differences
or other methods [63]. Non-gradient based optimisation algorithms, e.g. genetic algorithms, also require
a large number of evaluations [64].

It is generally accepted that optimisation based on high-fidelity CFD results is costly in terms of
computational resources and/or time. The FSI procedure alone using high-fidelity CFD is over 10 fold
more time consuming than the proposed alternative, as it currently requires remeshing. This factor could
potentially be reduced if a mesh deformation algorithm could be implemented but would still be about
5. In a preliminary design stage a lower level of fidelity is deemed sufficient to obtain comprehensive
overall results. Therefore, taking into consideration this specific aircraft optimisation problem, strategies
to minimise the number of FSI runs and also the high-fidelity CFD runs based on design knowledge are
in order:

1. Reduce the number of constraints assuming that it is known a priori which ones are active during
the optimisation procedure. This would reduce significantly the number of evaluations required
and the satisfaction of the remaining initial constraint can be verified after the optimised result
is obtained.

2. Substitute FSI results based on high-fidelity CFD by results based on low-fidelity CFD if and
whenever the accuracy of results allows it. This could be the case if lift predictions by the low-
fidelity CFD models are accurate enough and allow for satisfactory evaluations of the stress
constraints.

3. Perform FSI based on low-fidelity CFD and use the converged result to calculate the high-fidelity
CFD results for the final deformed shape obtained. If the final shape is not significantly changed
by the loading calculated with high-fidelity CFD the result might still be below the convergence
criteria. This is more likely to occur for low-deformation flight conditions as in cruise and would
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allow assessment of the drag accurately, resorting to only one high-fidelity CFD run. If the accu-
racy allows, the same strategy can be used to evaluate and obtain the transonic correction for the
flutter speed calculation at the 2.5g dive speed flight condition.

The previous possibilities to reduce the computational time aim to either reduce unnecessary con-
straints or reduce the number of high-fidelity CFD analyses. Another widely used strategy to reduce
computational cost is to use surrogate models to evaluate the objective function and constraints with a
dramatic reduction in the computational costs during the optimisation. The drawback is the generation
of the results sample, which may require a significant number of evaluations to provide a sufficiently
accurate model.

The next subsections explore the previously stated strategies for computational cost reduction in the
MDO procedure.

4.1 Reduction of FSI and high-fidelity CFD analyses
In order to understand the validity of the strategies described above to limit the high-fidelity CFD runs
in the MDA procedure an initial set of configurations was analysed. The set consists of 5 configurations
with increasing AR that include the baseline configuration. All configurations have the same wing area
while the span is varied between 95% and 115% and the chord distribution is scaled accordingly. The
AR of the configurations therefore varies between 90% and 132% of the baseline configuration. The
relative spanwise twist distribution is maintained for all configurations in this set.

While the geometric variables become defined by the statements above, the structural variables still
require definition. A structural optimisation procedure was implemented in order to minimise the struc-
tural weight for each configuration. This procedure uses the same structural stress constraints as our
MDO procedure, but no FSI is performed; therefore, the loading for each constraint is constant.

4.1.1 Assessment of active/inactive constraints
Figure 4 depicts the Von Mises stress distribution on the wing structural models for each structurally
optimised configuration and for each constraint. The maximum stress is located around 40% of the wing,
at the aerodynamic kink (Yehudi break). It is clear from Fig. 4 that the active constraint corresponds to
the full fuel @ cruise speed 2.5g pull-up load case for all configurations. Both the full fuel @ cruise speed
-1g load case and the half fuel @ cruise speed 2.5g pull up still have significant margin before becoming
active constraints. Based on these results, the subsequent MDO procedure dropped the above-mentioned
inactive constraints.

4.1.2 Deformation and loading: Low-fidelity vs high-fidelity
Once the structural variables were determined, FSI using low-fidelity CFD alone and low-fidelity fol-
lowed by one FSI iteration using high-fidelity CFD were performed for the cruise flight condition and
the active constraint flight condition. This is intended to quantify the differences between the loading
and deformation predicted with low-fidelity CFD as compared to the high-fidelity CFD results, and
determine in which cases the high-fidelity CFD requires further FSI iterations.

At the same AOA, the wing tip vertical displacement and the wing twist displacement show extrap-
olated relative differences between the low-fidelity and high-fidelity assessments up to 9% with respect
to the undeformed wing for the cruise flight condition. These percentage differences were actually the
maximum percentage differences found during the optimisation procedure, among the 108 configura-
tions analysed. The vast majority of the configurations showed differences below 3%, with the average
difference for the tip displacement 2.8% and for the twist displacement 1.8%.

These modest deflection changes are despite the differences in total lift for the cruise condition being
higher in magnitude (up to 14.8% with an average of 5.5%). In this flight condition, the low-fidelity
FSI result over predicts lift for the same AOA relative to the first iteration using high-fidelity CFD,
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Figure 4. Von Mises stress distribution along the wingspan of the analysed set of configurations for
each structural optimisation constraint (top to bottom: Load case 1, load case 2 and load case 3).

which means that the difference in the load and its distribution is not enough to cause more signifi-
cant differences in the wing’s deformed shape. Therefore, it is expected that an FSI scheme such as
the one described above, where the low-fidelity FSI is followed by only one high-fidelity FSI iteration,
would suffice to obtain accurate drag predictions since the shape of the deformed wing is nearly main-
tained when changing from low-fidelity to high-fidelity. Table 3 shows the results for the differences
in vertical and twist displacements and lift coefficient for the analysed AOAs and for the calculated
trim AOA.

The shown values describe the differences between the results of the runs, performed with low-fidelity
FSI and low-fidelity FSI with a single high-fidelity CFD evaluation. The column 1 and 2 refer to the two
calculated angles of attack, while the column Tr is for the extrapolated trimmed case for the cruise flight
condition. Differences below 10% for the low-fidelity FSI are deemed acceptable for the preliminary
aircraft design study.

For the active constraint case the situation is reversed, with the low-fidelity FSI under predicting
the load for the same AOA, which results in a predicted higher AOA to obtain the same 2.5g lift load.
Reasons for this difference can be the more intense transonic non-linearities, for instance shocks and
flow separation onset. Consequently, a higher AOA is interpolated to retrieve the same load. Table 4
shows the calculated AOAs and the differences in vertical and twist displacement at the same load based
on the low-fidelity FSI results and on the first high-fidelity FSI iteration for the 2.5g lift load.

Figures 5 and 6 depict the vertical and twist angle displacement spanwise distributions results for
configurations AR10.9, AR13.2 and AR15.7 for both the cruise and active constraint trimmed flight
conditions. These results show that the differences between the low-fidelity FSI and the low-fidelity
FSI with single high-fidelity CFD tend to increase as the AR increases and as the load magnitude
increases.
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Table 3. Cruise flight tip differences for vertical and twist displacements at the analysed
AOAs and at the high-fidelity CFD based extrapolated trim AOA for each configuration

AR 10.9 AR 13.2 AR 15.7

1 2 TrCFD 1 2 TrCFD 1 2 TrCFD

AoA (◦) 2.50 2.70 2.83 2.50 2.70 2.78 2.20 2.50 2.97
�u (%) −1.95 −2.35 −2.61 1.95 −0.57 −1.48 2.64 −2.47 −8.66
�twist (%) −1.44 −1.77 −1.97 6.09 3.00 1.87 7.74 0.06 −8.96
�CL (%) 7.70 6.81 6.25 7.08 4.87 4.06 5.88 4.63 2.92

Table 4. Active constraint tip differences for vertical and twist
displacements between at the analysed AOAs and at the high-
fidelity CFD based interpolated trim AOA for each configuration

AR 10.9 AR 13.2 AR 15.7
AoAHF,CFD (◦) 3.04 3.08 2.94
AoAPM (◦) 3.63 3.72 3.77
�u (%) −6.57 −6.73 −5.70
�twist (%) −6.68 −6.71 −4.28

4.1.3 Stress assessment: Low-fidelity FSI plus one high-fidelity FSI iteration vs full high-fidelity FSI
As a result of this higher magnitude difference in the high load case, the stress distribution shows dif-
ferences which are significant in the context of an MDO procedure and feasibility of a design cannot be
assessed based on low-fidelity FSI alone, since it is not a conservative estimate (Fig. 7). Given the higher
magnitude of the negative twist for the first high-fidelity FSI iteration, it is expected that some load alle-
viation would cause a redistribution of lift and a relief of the bending moment in the wing for the same
2.5g load, resulting in a stress distribution closer to the low-fidelity FSI result. The one high-fidelity
FSI iteration procedure would then be a conservative way to avoid the unacceptable computational cost
of a full high-fidelity FSI run to assess the stress constraint. A more dominant difference in the stress
results can be seen in the distribution when comparing the results with and without one high-fidelity
FSI iteration. Due to the altering geometric shape and the emerging change in lift distribution, espe-
cially for higher AR, the stress distribution distinguish significantly from the rigid results (as shown
in Fig. 4).

A full high-fidelity CFD based FSI run was performed for the best configuration (AR 14) obtained
during the optimisation procedure. This enabled validation of the assumptions of reduced influence
of load differences between the low-fidelity FSI followed by one high-fidelity FSI iteration and the
converged results of a complete high-fidelity FSI run in the lift and drag results. It also allowed the
verification that the procedure of performing one high-fidelity FSI run after a converged low-fidelity
FSI produces conservative stress estimates when compared to a converged full high-fidelity FSI run.
Figure 8 depicts the results.

One can observe that both assumptions seem to be valid for the configuration analysed, with the
converged high-fidelity FSI results being closer to the low-fidelity FSI results for dynamic pressures
approximating the cruise and the active constraint cases, therefore reducing the shape differences as
assumed for the cruise case and showing the stress results as being conservative in the active constraint
case.

Table 5 shows the differences in lift and drag of the best configuration (AR 14) for the same AOA and
the dynamic pressure approximating the cruise case. The results show that the magnitude of the error
of the used procedure relative to the converged high-fidelity FSI is around 1% in drag and around 0.5%
in both lift and L/D for this configuration. Under the assumption that these results can be generalised
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Figure 5. Vertical displacement vs spanwise station for configurations with AR 10.9 (Top), AR 13.2
(Middle) and AR 15.7 (Bottom) for a cruise flight condition (left) and a 2.5g pull up @ MTOW flight
condition (right).

for the current problem, any configuration with improvements in L/D above 1% of the baseline model
is deemed as having a better performance than the baseline.

4.1.4 Flutter margin assessment
Flutter boundary assessment for flutter margin calculations was performed to understand if this would
be an active constraint. Figure 9 shows the flutter boundary results for the configurations with AR 10.9,
AR 13.2, AR 15.7 and the optimised configuration in undeformed and deformed states, together with
the flight envelope and the flutter margin boundary requirement.
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Figure 6. Twist displacement vs spanwise station for AR 10.9 (Top), AR 13.2 (Middle) and AR 15.7
(Bottom) for a cruise flight condition (left) and a 2.5g pull up @ MTOW flight condition (right).

It is apparent that the flutter boundary is altered, with deformation reducing the flutter margin for
all configurations shown. Nevertheless, the flutter speeds calculated greatly exceed the required flutter
margin. Therefore, the flutter margin does not seem to be an active constraint in the optimisation, and it
is confirmed that the best configuration respects the minimum flutter margin constraint.

4.1.5 Surrogate models
In the proposed optimisation procedure, a Bayesian approach also known as Kriging [65] was used as
a surrogate model, which assumes that the error in the objective function is a realisation of a Gaussian
process. It is a spatial analysis method, considering a global low order regression, paired with local
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Figure 8. High-fidelity CFD-based FSI results for the optimised configuration (AR 14) compared
to low-fidelity FSI and to one high-fidelity FSI run after low-fidelity FSI convergence for a constant
AOA=3o and different dynamic pressures.

deviations based on covariances between the samples to fit and interpolate the data. The model constructs
a response at any point consisting of a mean value and stochastic deviation:

ŷ(x) = μ̂ + rT
xXR−1rxX(y − 1), (2)

where μ is the mean value at x, rxX is the vector of covariances between the new point and the existing
ones, R is the covariance matrix of sample points, y the response of the evaluated sample points and 1
is a column vector of length of the number of initial designs. The mean squared error can be estimated
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Table 5. Comparison of lift and drag results between the used procedure (UP) and the converged
(C) high-fidelity FSI for the optimised configuration (AR 14) for a constant AOA = 3◦

CL,C CL,up �CL(%) CD,C CD,up �CD(%) L/DC L/Dup �L/D(%)
0.658 0.662 −0.50 0.0314 0.0317 −1.00 20.958 20.852 0.51
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Figure 9. Flight envelope and required flutter margin and flutter boundaries for configurations AR10.9,
AR13.2, AR15.7 and the optimised one in undeformed and deformed states.

in a Gaussian process by:

ŝ(x) = σ̂ 2(1 − rT
xXR−1rxX), (3)

with σ 2 the standard deviation. The correlation function used is the Gaussian exponential function:

k(x, x∗) = exp

(
−

n∑
j=1

θj|x∗
j − xj|2

)
(4)

where θ is the hyperparameter to be estimated in the Kriging model building process. Each k(xj, x∗
j )

is an entry in the correlation matrix R, for which with the maximum likelihood estimation (MLE)
the hyperparameter are determined. More detailed information on Kriging can be found for instance
in Bhosekar and Ierapetritou [66]. The current work is based on the DACE (Design and Analysis of
Computer Experiments) implementation [67], which is based on the work of Sacks et al. [68], with an
additional extension enabling the surrogate model to consider regression rather than interpolation as
noise treatment. This is necessary as inaccuracies due to meshing error, numerical rounding effects and
likewise could otherwise result in a poorly built model if close points deviate too much. This additional
hyperparameter is also estimated by the DACE algorithm [69].

To find new samples with the purpose of achieving an optimised result, different search criteria can
be employed. In this work an Expected Improvement (E[I]) based infill criterion is used, using the
uncertainty quantification provided by the Kriging model [70]. With the distributed samples in the design
space the criterion can require only a small number of iterations to achieve a satisfactory optimisation
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result.

E[I(x)] =
⎧⎨
⎩
(
ymin − ŷ(x)

)
�

(
ymin − ŷ(x)

ŝ(x)

)
+ sφ

(
ymin − ŷ(x)

ŝ(x)

)
, ifs > 0,

0, ifs = 0,
(5)

where � and φ are cumulative distribution and probability density functions, respectively and s is the
mean squared error.
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Table 6. Optimal configuration differences rela-
tive to baseline configuration

� AR 16.8%
� Weight 2.74%
� Fuel consumption −4.53%
Maximum stress 259MPa

Figure 12. Overlapping comparison of the baseline (dark gray) and the optimised wing (light gray)
configuration planforms.

The initial sample is generated by Latin Hypercube Sampling (LHS) [71] to ensure an adequate
design space sampling. When the simulator cannot evaluate a specific sample, which can happen for
some design variable combination, meshing errors or likewise, the sample was taken out and replaced
by a different sample in a similar region (short Euclidian distance of not more than 5% of the normalised
design space). After the initial sampling, the surrogate based optimisation with iterative sample addition
was started and run until a maximum number of iterations was reached. In each iteration the new sample
is evaluated for the objective and constraint function and added to the initial database. This improves the
model locally and, as each sample has a correlated influence on the other samples, the global prediction
as well. In this procedure the prediction of surrogate model becomes less erroneous and the predictions
of the surrogate model therefore closer to the real response.

5.0 MDO Results
The MDO process followed the scheme pictured in Fig. 10. Starting with the initial sample and corre-
sponding evaluated results, surrogate models were built for the objective (weighted function of wing
structural mass and fuel consumption) and constraint function (stress distribution along the wing struc-
ture). The new sample, determined by the infill criterion, was then evaluated. If a convergence criterion
or the maximum number of iterations is reached, the process is terminated.

In the present optimisation the process was terminated after 110 iterations reaching the maximum
available number of iterations and no remarkable improvement could be achieved in the later iterations.

Figure 11 shows the fuel savings relative to the baseline throughout the optimisation process, where
black square markers indicate feasible configurations, white circle markers indicate unfeasible points.
Gray triangle markers indicate configurations for which the stress constraint was not assessed since they
did not show fuel savings improvement relative to the best configuration at that point of the optimisation.

The attained results are seen as satisfying, considering the available resources, rather than a rigorously
defensible globally optimal result. Table 6 below shows the relative changes of the significant parameters
of the best optimised versus baseline configuration, as well as the maximum occurring stress.
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Figure 12 shows a comparison of the outer shapes clearly showing the noticeable AR increase above
the baseline. It is expected that with further continuation of the optimisation additional improvement
could be achieved, based on the progress of the optimisation specifically in the end phase, where the
average improvements increased significantly compared to the baseline configuration.

6.0 Concluding remarks
In order to reduce the computational costs of MDO of a typical medium-range commercial aircraft
including flutter constraints, studies were performed on the most likely active constraints in the MDO
problem and on the validity and accuracy of estimating drag and stress using low-fidelity FSI followed by
one iteration high-fidelity FSI versus a converged high-fidelity FSI calculation. The following remarks
summarise the findings:

• Evaluation of the constraints can be minimised through a proper assessment of which of them are
likely to be active. This includes the flutter margin constraint which, according to the results is
also not likely to be active within the feasibility region for a HARW design. Although this seems
an obvious step for an efficient optimisation, without prior knowledge of which constraints are
active, it could not be ensured a priori. This work provides a basis for future researchers to non-
arbitrarily disregard the flutter constraint during the optimisation of slenderer wings and perform
a verification later on.

• 110 configurations where analysed using low- and high-fidelity CFD showing that differences in
load distribution and stress for the same load magnitude do not produce significant differences
in the displacement and stress levels, rendering the use of high-fidelity CFD for a high load case
unnecessary, even for what can be considered high aspect ratio wings in commercial aircraft.

• With the high load case assessment, this work also indicates that by using low-fidelity CFD
followed by one high-fidelity analysis in a FSI procedure the results are conservative. This
knowledge helps future research to setup more efficient optimisation problems.

• With the cruise load case assessment, this work shows that FSI with full high-fidelity CFD is
hardly justifiable if the multi-fidelity approach is available. Note that this is relative to the multi-
disciplinary analysis and not related to the surrogate based MDO (i.e. there is not a low-fidelity
based surrogate model. The low-fidelity model is used as a speeding up process to obtain higher
fidelity results in the multidisciplinary analysis).

• The methodology was applied to a representative configuration of a medium-range transport air-
craft, showing that performance improvements can be expected by increasing the Aspect Ratio
relative to current configurations even with structural mass increase, considering the stress con-
straint and also the flutter margin, although the flutter margin is degraded as the wing flexibility
increases.

The results show that for this problem the active constraint is only one of the load cases, which is
the 2.5g pull up at MTOW. The other load cases considered appeared less severe and therefore were left
unassessed during the MDO procedure. The flutter constraint is also not active, although the effect of
deformation on the flutter margin reduction is visible in the results. As novel aircraft configurations tend
towards higher aspect ratios with more flexible wings, it is expected that dynamic aeroelastic behaviour
will become a more prominent design driver. Slenderer wings such as of HARW or SBW are more
prone to high deformations, closing into the flutter margin. Altering the number of (structural) design
variables is expected to bring the stress distribution closer to the boundary along the whole wing (outer
wing) and increase the authority of the flutter margin as a constraint driver.

Drag evaluation in the cruise case can be performed using the low-fidelity FSI followed by one
high-fidelity FSI. The low-fidelity FSI allows speed-up of the deformed shape calculation to an accept-
able level of accuracy when compared to a converged high-fidelity FSI run. Maximum displacement
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differences between low-fidelity FSI and after one high-fidelity FSI iteration are generally below 3%,
and tend to be reduced for the converged high-fidelity FSI results. Differences in drag and L/D between
the first high-fidelity FSI iteration and the converged high-fidelity FSI were estimated to be around −1%
and 0.5% for the best configuration in the analysed set.

Stress evaluation can also be performed using the same procedure, but this time not with the same
level of accuracy although still conservative. Converged high-fidelity FSI results tend to redistribute the
loads for this wing geometry and reduce the stress to values between the low-fidelity FSI result and the
first high-fidelity FSI iteration results. Unfortunately, the low-fidelity FSI load predictions alone are not
accurate or conservative enough to dismiss the high-fidelity evaluation.

A further reduction in computational costs was attained using a surrogate based MDO approach.
Using surrogate models for both objective function and active constraint, the E[I] was used to determine
the surrogate models infill configuration designs and the best feasible configuration after 110 iterations
was chosen as the optimisation result. For the different used models and to evaluating parameters, the
chosen approach is a viable alternative compared to more complex approaches like adjoint class meth-
ods. The outcome of the optimisation and the consideration of different levels of fidelity and complexity
was manageable in a straightforward way. After all, the chosen configuration had an increase in AR of
16% and yield a reduction in fuel consumption of 4.5% while increasing the wing weight by 2.7%.

Acknowledgements. We acknowledge the support of the Natural Sciences and Engineering Research Council of Canada
(NSERC), [CRDPJ 500925-16]. Cette recherche a été financée par le Conseil de recherches en sciences naturelles et en génie
du Canada (CRSNG), [CRDPJ 500925-16].

References
[1] Abbas, A., de Vincente, J. and Valero, E. Aerodynamic technologies to improve aircraft performance, Aerospace Sci.

Technol., 2013, 28, (1), pp 100–113, https://doi.org/10.1016/j.ast.2012.10.008.
[2] Afonso, F., Vale, J., Oliveira, É, Lau, F. and Suleman, A. A review on non-linear aeroelasticity of high aspect-ratio wings,

Prog. Aerospace Sci., 2017, 89, pp 40–57, https://doi.org/10.1016/j.paerosci.2016.12.004.
[3] Gundlach, J.F., Gern, F.H., Ko, A., Schetz, J.A., Mason, W.H., Kapania, R.K., Grossman, B. and Tétrault, P.-

A. Conceptual design studies of a strut-braced wing transonic transport, J. Aircraft, 2000, 37, (6), pp 976–983,
https://doi.org/10.2514/2.2724.

[4] Carrier, G., Atinault, O., Dequand, S. and Toussaint, C. Investigation of a strut-braced wing configuration for future
commercial transport, Presented at the ICAS, 2012.

[5] Wolkovitch, J. The joined wing - An overview, J. Aircraft, 1986, 23, (3), pp 161–178, https://doi.org/10.2514/3.45285.
[6] Cavallaro, R. and Demasi, L.C., ideas, and innovations of joined-wing configurations: A concept from the past, an

opportunity for the future, Prog. Aerospace Sci., 2016, 87, pp 1–93, https://doi.org/10.1016/j.paerosci.2016.07.002.
[7] Liebeck, R.H., Design of the blended wing body subsonic transport, J. Aircraft, 2004, 41, (1), pp 10–25,

https://doi.org/10.2514/1.9084.
[8] Carter, M., Vicroy, D. and Patel, D. Blended-wing-body transonic aerodynamics: Summary of ground tests and sam-

ple results (invited), Presented at the 47th AIAA Aerospace Sciences Meeting including The New Horizons Forum and
Aerospace Exposition, 2009, https://doi.org/10.2514/6.2009-935.

[9] Velicki, A and Thrash, P. Blended wing body structural concept development, Aeronaut. J., 2010, 114, (1158), pp 513–519,
https://doi.org/10.1017/S0001924000004000.

[10] McMasters, J.H. and Kroo, I.M. Advanced confgurations for very large transport airplanes, Aircraft Des., 1998, 1, (4), pp
217–242, https://doi.org/10.1016/S1369-8869(98)00018-4.

[11] Kroo, I. Nonplanar wing concepts for increased aircraft efficiency, Presented at the VKI Lecture Series on Innovative
Configurations and Advanced Concepts for Future Civil Aircraft, 2005.

[12] Kenway, G.K.W. and Martins, J.R.R.A. Multipoint high-fidelity aerostructural optimisation of a transport aircraft configu-
ration, J. Aircraft, 2014, 51, (1), pp 144–160, https://doi.org/10.2514/1.C032150.

[13] de C. Henshaw, M.J., Badcock, K.J., Vio, G.A., Allen, C.B., Chamberlain, J., Kaynes, I., Dimitriadis, G., Cooper, J.E.,
Woodgate, M.A., Rampurawala, A.M., Jones, D., Fenwick, C., Gaitonde, A.L., Taylor, N.V., Amor, D.S., Eccles, T.A. and
Denley, C.J. Non-linear aeroelastic prediction for aircraft applications, Prog. Aerospace Sci., 2007, 43, (4–6), pp 65–137,
https://doi.org/10.1016/j.paerosci.2007.05.002.

[14] Patil, M.J., Hodges, D.H. and Cesnik, C.E.S. Nonlinear aeroelasticity and flight dynamics of high-altitude long-endurance
aircraft, J. Aircraft, 2001, 38, (1), pp 88–94, https://doi.org/10.2514/2.2738.

[15] Rozov, V., Volmering, A., Hermanutz, A., Hornung, M. and Breitsamter, C. CFD-Based aeroelastic sensitivity study of a
low-speed flutter demonstrator, Aerospace, 2019, 6, (3), pp 30, https://doi.org/10.3390/aerospace6030030.

[16] Jonsson, E., Riso, C., Lupp, C.A., Cesnik, C.E.S., Martins, J.R.R.A. and Epureanu, B.I. Flutter and post-flutter constraints
in aircraft design optimisation, Prog. Aerospace Sci., 2019, 109, https://doi.org/10.1016/j.paerosci.2019.04.001.

https://doi.org/10.1017/aer.2022.49 Published online by Cambridge University Press

https://doi.org/10.1016/j.ast.2012.10.008
https://doi.org/10.1016/j.paerosci.2016.12.004
https://doi.org/10.2514/2.2724
https://doi.org/10.2514/3.45285
https://doi.org/10.1016/j.paerosci.2016.07.002
https://doi.org/10.2514/1.9084
https://doi.org/10.2514/6.2009-935
https://doi.org/10.1017/S0001924000004000
https://doi.org/10.1016/S1369-8869(98)00018-4
https://doi.org/10.2514/1.C032150
https://doi.org/10.1016/j.paerosci.2007.05.002
https://doi.org/10.2514/2.2738
https://doi.org/10.3390/aerospace6030030
https://doi.org/10.1016/j.paerosci.2019.04.001
https://doi.org/10.1017/aer.2022.49


22 Lobo do Vale et al.

[17] Stanford, B. and Beran, P. Direct flutter and limit cycle computations of highly flexible wings for efficient analysis and
optimisation, J. Fluids Struct., 2013, 36, pp 111–123, https://doi.org/10.1016/j.jfluidstructs.2012.08.008.

[18] Wang, Y., Wynn, A. and Palacios, R. Nonlinear modal aeroservoelastic analysis framework for flexible aircraft, AIAA J.,
2016, 54, (10), pp 3075–3090, https://doi.org/10.2514/1.J054537.

[19] Riso, C., Di Vincenzo, F.G., Ritter, M., Cesnik, C.E.S. and Mastroddi, F. Nonlinear aeroelastic trim of very flexible aircraft
described by detailed models, J. Aircraft, 2018, 55, (6), pp 2338–2346, https://doi.org/10.2514/1.C034787.

[20] Tang, D. and Dowell, E.H. Flutter/LCO suppression for high-aspect ratio wings, Aeronaut. J., 2009, 113, (1144), pp 409–416,
https://doi.org/10.1017/S0001924000003079.

[21] Dowell, E.H. Modeling of fluid-structure interaction, Ann. Rev. Fluid Mech., 2001, 33, (1), pp 445–490,
https://doi.org/10.1146/annurev.fluid.33.1.445.

[22] Xiang, J., Yan, Y. and Li, D. Recent advance in nonlinear aeroelastic analysis and control of the aircraft, Chin. J. Aeronaut.,
2014, 27, (1), pp 12–22, https://doi.org/10.1016/j.cja.2013.12.009.

[23] Liem, R.P., Kenway, G.K.W. and Martins, J.R.R.A. Multimission aircraft fuel-burn minimization via multipoint aerostruc-
tural optimisation, AIAA J., 2015, 53, (1), pp 104–122, https://doi.org/10.2514/1.J052940.

[24] Afonso, F., Leal, G., Vale, J., Oliveira, È, Lau, F. and Suleman, A. The effect of stiffness and geometric parameters on the
nonlinear aeroelastic performance of high aspect ratio wings, Proc. Inst. Mech. Eng. Part G J. Aerospace Eng., 2017, 231,
(10), pp 1824–1850, https://doi.org/10.1177/0954410016675893.

[25] An, C., Yang, C., Xie, C. and Yang, L. Flutter and gust response analysis of a wing model including geometric nonlinearities
based on a modified structural ROM, Chin. J. Aeronaut., 2020, 33, (1), pp 48–63, https://doi.org/10.1016/j.cja.2019.07.006.

[26] Tang, D.M. and Dowell, E.H. Effects of geometric structural nonlinearity on flutter and limit cycle oscillations of high-
aspect-ratio wings, J. Fluids Struct., 2004, 19,(3) pp 291–306, https://doi.org/10.1016/j.jfluidstructs.2003.10.007.

[27] Cesnik, C. and Su, W. Nonlinear aeroelastic modeling and analysis of fully flexible aircraft, Presented at
the 46th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics and Materials Conference, 2005,
https://doi.org/10.2514/6.2005-2169.

[28] Sugar-Gabor, O. A general numerical unsteady non-linear lifting line model for engineering aerodynamics studies, Aeronaut.
J., 2018, 122, (1254), pp 1199–1228, https://doi.org/10.1017/aer.2018.57.

[29] Taylor, J.D. and Hunsaker, D.F. Low-fidelity method for rapid aerostructural optimisation and design-space exploration of
planar wings, Aeronaut. J., 2021, 125, (1289), pp 1209–1230, https://doi.org/10.1017/aer.2021.14.

[30] Cavagna, L., Ricci, S. and Travaglini, L. NeoCASS: An integrated tool for structural sizing, aeroelastic analysis and MDO
at conceptual design level, Prog. Aerospace Sci., 2011, 47, (8), pp 621–635, https://doi.org/10.1016/j.paerosci.2011.08.006.

[31] Opgenoord, M.M.J., Drela, M. and Willcox, K.E. Physics-based low-order model for transonic flutter prediction, AIAA J.,
2018, 56, (4), pp 1519–1531, https://doi.org/10.2514/1.J056710.

[32] Latif, R.F., Khan, M.K.A., Javed, A., Shah, S.I.A. and Rizvi, S.T.I. A semi-analytical approach for flutter analysis of a
high-aspect-ratio wing, Aeronaut. J., 2021, 125, (1284), pp 410–429, https://doi.org/10.1017/aer.2020.71.

[33] Opgenoord, M.M., Drela, M. and Willcox, K.E. Influence of transonic flutter on the conceptual design of next-
generation transport aircraft, Presented at the 2018 AIAA/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials
Conference, 2018, https://doi.org/10.2514/1.J057302.

[34] Sudha, U.P.V., Deodhare, G.S. and Venkatraman, K. A comparative assessment of flutter prediction techniques, Aeronaut.
J., 2020, 124, (1282), pp 1945–1978, https://doi.org/10.1017/aer.2020.84.

[35] Bendiksen, O.O. Review of unsteady transonic aerodynamics: Theory and applications, Prog. Aerospace Sci., 2011, 47, (2),
pp 135–167, https://doi.org/10.1016/j.paerosci.2010.07.001.

[36] Higgins, R.J., Barakos, G.N. and Jinks, E. Estimation of three-dimensional aerodynamic damping using CFD, Aeronaut. J.,
2020, 124, (1271), pp 24–43, https://doi.org/10.1017/aer.2019.135.

[37] Gao, C. and Zhang, W. Transonic aeroelasticity: A new perspective from the fluid mode, Prog. Aerospace Sci., 2020, 113,
https://doi.org/10.1016/j.paerosci.2019.100596.

[38] Lucia, D.J., Beran, P.S. and Silva, W.A. Reduced-order modeling: New approaches for computational physics, Prog.
Aerospace Sci., 2004, 40, (1–2), pp 51–117, https://doi.org/10.1016/j.paerosci.2003.12.001.

[39] Harmin, M.Y. and Cooper, J.E. Aeroelastic behaviour of a wing including geometric nonlinearities, Aeronaut. J., 2011, 115,
(1174), pp 767–777, https://doi.org/10.1017/S0001924000006515.

[40] Lindhorst, K., Haupt, M.C. and Horst, P. Reduced-order modelling of non-linear, transient aerodynamics of the HIRENASD
wing, Aeronaut. J., 2016, 120, (1226), pp 601–626, https://doi.org/10.1017/aer.2016.12.

[41] Yondo, R., Andrés, E. and Valero, E. A review on design of experiments and surrogate models in aircraft real-time and many-
query aerodynamic analyses, Prog. Aerospace Sci., 2018, 96, pp 23–61, https://doi.org/10.1016/j.paerosci.2017.11.003.

[42] Fernández-Godino, M.G., Park, C., Kim, N.H. and Haftka, R.T. Issues in deciding whether to use multifidelity surrogates,
AIAA J., 2019, 57, (5), pp 2039–2054, https://doi.org/10.2514/1.J057750.

[43] Bartoli, N., Lefebvre, T., Dubreuil, S., Olivanti, R., Priem, R., Bons, N., Martins, J.R.R.A. and Morlier, J. Adaptive modeling
strategy for constrained global optimisation with application to aerodynamic wing design, Aerospace Sci. Technol., 2019,
90, pp 85–102, https://doi.org/10.1016/j.ast.2019.03.041.

[44] Timme, S., Marques, S. and Badcock, K.J. Transonic aeroelastic stability analysis using a Kriging-based Schur complement
formulation, AIAA J., 2011, 49, (6), pp 1202–1213, https://doi.org/10.2514/1.J050975.

[45] Marques, A.N., Opgenoord, M.M.J., Lam, R.R., Chaudhuri, A. and Willcox, K.E., Multifidelity method for locating
aeroelastic flutter boundaries, AIAA J., 2020, 58, (4), pp 1772–1784, https://doi.org/10.2514/1.J058663.

[46] Thelen, A.S., Leifsson, L.T. and Beran, P.S. Aeroelastic flutter prediction using multi-fidelity modeling of the aerodynamic
influence coefficients, Presented at the AIAA Scitech 2019 Forum, 2019, https://doi.org/10.2514/6.2019-0609.

https://doi.org/10.1017/aer.2022.49 Published online by Cambridge University Press

https://doi.org/10.1016/j.jfluidstructs.2012.08.008
https://doi.org/10.2514/1.J054537
https://doi.org/10.2514/1.C034787
https://doi.org/10.1017/S0001924000003079
https://doi.org/10.1146/annurev.fluid.33.1.445
https://doi.org/10.1016/j.cja.2013.12.009
https://doi.org/10.2514/1.J052940
https://doi.org/10.1177/0954410016675893
https://doi.org/10.1016/j.cja.2019.07.006
https://doi.org/10.1016/j.jfluidstructs.2003.10.007
https://doi.org/10.2514/6.2005-2169
https://doi.org/10.1017/aer.2018.57
https://doi.org/10.1017/aer.2021.14
https://doi.org/10.1016/j.paerosci.2011.08.006
https://doi.org/10.2514/1.J056710
https://doi.org/10.1017/aer.2020.71
https://doi.org/10.2514/1.J057302
https://doi.org/10.1017/aer.2020.84
https://doi.org/10.1016/j.paerosci.2010.07.001
https://doi.org/10.1017/aer.2019.135
https://doi.org/10.1016/j.paerosci.2019.100596
https://doi.org/10.1016/j.paerosci.2003.12.001
https://doi.org/10.1017/S0001924000006515
https://doi.org/10.1017/aer.2016.12
https://doi.org/10.1016/j.paerosci.2017.11.003
https://doi.org/10.2514/1.J057750
https://doi.org/10.1016/j.ast.2019.03.041
https://doi.org/10.2514/1.J050975
https://doi.org/10.2514/1.J058663
https://doi.org/10.2514/6.2019-0609
https://doi.org/10.1017/aer.2022.49


The Aeronautical Journal 23

[47] Berci, M., Gaskell, P.H., Hewson, R.W. and Toropov, V.V. Multifidelity metamodel building as a route to aeroelas-
tic optimisation of flexible wings, Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci., 2011, 225, (9), pp 2115–2137,
https://doi.org/10.1177/0954406211403549.

[48] Chen, G. and Fidkowski, K.J. Variable-fidelity multipoint aerodynamic shape optimisation with output-based adapted
meshes, Aerospace Sci. Technol., 2020, 105, 106004, https://doi.org/10.1016/j.ast.2020.106004.

[49] Amrit, A., Leifsson, L. and Koziel, S. Fast multi-objective aerodynamic optimisation using sequential domain patching and
multifidelity models, J. Aircraft, 2020, 57, (3), pp 388–398, https://doi.org/10.2514/1.C035500.

[50] Goertz, S., Abu-Zurayk, M., Ilic, C., Wunderlich, T.F., Keye, S., Schulze, M., Kaiser, C., Klimmek, T., Süelözgen, Ö., Kier,
T., Schuster, A., Daehne, S., Petsch, M., Kohlgrüber, D., Häÿy, J., Mischke, R., Weinert, A., Knechtges, P., Gottfried, S.,
Hartmann, J. and Fröhler, B. Overview of collaborative multi-fidelity multidisciplinary design optimisation activities in the
DLR project VicToria, Presented at the AIAA AVIATION 2020 FORUM, 2020, https://doi.org/10.2514/6.2020-3167.

[51] Piperni, P., Abdo, M., Kafyeke, F. and Isikveren, A.T. Preliminary aerostructural optimisation of a large business jet, J.
Aircraft, 2007, 44(5), pp 1422–1438, https://doi.org/10.2514/1.26989.

[52] Priem, R., Gagnon, H., Chittick, I., Dufresne, S., Diouane, Y. and Bartoli, N. An efficient application of
Bayesian optimisation to an industrial MDO framework for aircraft design, AIAA AVIATION 2020 FORUM, 2020,
https://doi.org/10.2514/6.2020-3152.

[53] Suleman, A., Afonso, F., Vale, J., Oliveira, É. and Lau, F. Non-linear aeroelastic analysis in the time domain
of high-aspect-ratio wings: Effect of Chord and Taper-ratio variation, Aeronaut. J., 2017, 121, (1235), pp 21–53,
https://doi.org/10.1017/aer.2016.94.

[54] Afonso, F., Vale, J., Oliveira, É., Lau, F. and Suleman, A. Non-linear aeroelastic response of high aspect-ratio wings in the
frequency domain, Aeronaut. J., 2017, 121, (1240), pp 858–876, https://doi.org/10.1017/aer.2017.29.

[55] Katz, J. and Plotkin, A. Low-speed aerodynamics, second edition, J. Fluids Eng., 2004, 126, (2), pp 293–294,
https://doi.org/10.1115/1.1669432.

[56] Blazek, J. Computational Fluid Dynamics: Principles and Applications, 3rd ed., Butterworth-Heinemann, 2015,
https://doi.org/10.1016/C2013-0-19038-1.

[57] Rodriguez, S. Applied Computational Fluid Dynamics and Turbulence Modeling: Practical Tools, Tips and Techniques,
Springer International Publishing, 2019, https://doi.org/10.1007/978-3-030-28691-0.

[58] Menter, F.R. Two-equation Eddy-viscosity turbulence models for engineering applications, AIAA J., 1994, 32, (8),
pp 1598–1605, https://doi.org/10.2514/3.12149.

[59] Oden, J.T. Computational Mechanics, Springer, 1974, https://doi.org/10.1007/BFb0074145.
[60] Hassig, H.J. An approximate true damping solution of the flutter equation by determinant iteration, J. Aircraft, 1971, 8, (11),

pp 885–889, https://doi.org/10.2514/3.44311.
[61] Martins, J.R.R.A. and Hwang, J.T. Review and unification of methods for computing derivatives of multidisciplinary

computational models, AIAA J., 2013, 51, (11), pp 2582–2599, https://doi.org/10.2514/1.J052184.
[62] Gray, J.S., Hwang, J.T., Martins, J.R.R.A., Moore, K.T. and Naylor, B.A. OpenMDAO: An open-source framework

for multidisciplinary design, analysis, and optimisation, Struct. Multidiscip. Optim., 2019, 59, (4), pp 1075–1104,
https://doi.org/10.1007/s00158-019-02211-z.

[63] Snyman, J.A. and Wilke, D.N. Practical Mathematical Optimisation, Springer, 2018, https://doi.org/10.1007/
978-3-319-77586-9.

[64] Schaefer, R. Foundations of Global Genetic Optimisation, Springer, 2007, https://doi.org/10.1007/978-3-540-73192-4.
[65] Matheron, G. Principles of geostatistics, Econ. Geol., 1963, 58, (8), pp 1246–1266, https://doi.org/10.2113/

gsecongeo.58.8.1246.
[66] Bhosekar, A. and Ierapetritou, M. Advances in surrogate based modeling, feasibility analysis, and optimisation: A review,

Comput. Chem. Eng., 2018, 108, pp 250–267, https://doi.org/10.1016/j.compchemeng.2017.09.017.
[67] Lophaven, S.N., Nielsen, H.B. and Søndergaard, J. Aspects of the MATLAB Toolbox DACE, Informatics and Mathematical

Modelling, Technical University of Denmark, DTU, 2002.
[68] Sacks, J., Welch, W.J., Mitchell, T.J. and Wynn, H.P. Design and analysis of computer experiments, Stat. Sci., 1989, 4, (4),

pp 409–423, https://doi.org/10.1214/ss/1177012413.
[69] Forrester, A.I.J., Sbester, A. and Keane, A.J. Engineering Design via Surrogate Modelling, John Wiley & Sons, 2008,

https://doi.org/10.1002/9780470770801.
[70] Jones, D.R. and Schonlau, M. Efficient global optimisation of expensive black-box functions, J. Global Optim., 1998, 13,

pp 455–492, https://doi.org/10.1023/A:1008306431147.
[71] McKay, M.D., Beckman, R.J. and Conover, W.J. A comparison of three methods for selecting values of input variables in

the analysis of output from a computer code, Technometrics, 1979, 21, (2), pp 239–245, https://doi.org/10.2307/1268522.

Cite this article: Lobo do Vale J., Sohst M., Crawford C., Suleman A., Potter G. and Banerjee S. (2023). On the multi-fidelity
approach in surrogate-based multidisciplinary design optimisation of high-aspect-ratio wing aircraft. The Aeronautical Journal,
127, 2–23. https://doi.org/10.1017/aer.2022.49

https://doi.org/10.1017/aer.2022.49 Published online by Cambridge University Press

https://doi.org/10.1177/0954406211403549
https://doi.org/10.1016/j.ast.2020.106004
https://doi.org/10.2514/1.C035500
https://doi.org/10.2514/6.2020-3167
https://doi.org/10.2514/1.26989
https://doi.org/10.2514/6.2020-3152
https://doi.org/10.1017/aer.2016.94
https://doi.org/10.1017/aer.2017.29
https://doi.org/10.1115/1.1669432
https://doi.org/10.1016/C2013-0-19038-1
https://doi.org/10.1007/978-3-030-28691-0
https://doi.org/10.2514/3.12149
https://doi.org/10.1007/BFb0074145
https://doi.org/10.2514/3.44311
https://doi.org/10.2514/1.J052184
https://doi.org/10.1007/s00158-019-02211-z
https://doi.org/10.1007/978-3-319-77586-9
https://doi.org/10.1007/978-3-319-77586-9
https://doi.org/10.1007/978-3-540-73192-4
https://doi.org/10.2113/gsecongeo.58.8.1246
https://doi.org/10.2113/gsecongeo.58.8.1246
https://doi.org/10.1016/j.compchemeng.2017.09.017
https://doi.org/10.1214/ss/1177012413
https://doi.org/10.1002/9780470770801
https://doi.org/10.1023/A:1008306431147
https://doi.org/10.2307/1268522
https://doi.org/10.1017/aer.2022.49
https://doi.org/10.1017/aer.2022.49

	Introduction
	Problem description
	Multidisciplinary analysis models
	Trimming procedure
	Flutter margin calculation

	Surrogate model based mdo
	Reduction of FSI and high-fidelity CFD analyses
	Assessment of active/inactive constraints
	Deformation and loading: Low-fidelity vs high-fidelity
	Stress assessment: Low-fidelity FSI plus one high-fidelity FSI iteration vs full high-fidelity FSI
	Flutter margin assessment
	Surrogate models


	MDO Results
	Concluding remarks

