
ON FINITE GROUPS OF THE FORM ABA 
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Introduction. The class of finite groups G of the form ABA, where A and 
B are subgroups of G, is of interest since it includes the finite doubly transitive 
groups, which admit such a representation with A the subgroup fixing a letter 
and B of order 2. It is natural to ask for conditions on A and B which will 
imply the solvability of G. It is known that a group of the form AB is solvable 
if A and B are nilpotent. However, no such general result can be expected for 
ABA -groups, since the simple groups PSL(2,2n) admit such a representation 
with A cyclic of order 2n + 1 and B elementary abelian of order 2n. Thus G 
need not be solvable even if A and B are abelian. 

In (3) Herstein and the author have shown that G is solvable if A and B 
are cyclic of relatively prime orders; and in (2) we have shown that G is 
solvable if A and B are cyclic and A possesses a normal complement in G. 
The present paper is devoted to a proof of the following result: 

THEOREM A. If G = ABA, where A and B are cyclic subgroups of G, and if 
A is its own normalizer in G, then G is solvable. 

If Go is a subgroup of G containing A, then it is easy to see that G = AB0A 
with Bo C B. Furthermore a homomorphic image G of G is of the form ÂBÂ, 
and it can be shown that N(Â) = Â if N(A) = A. Thus it is natural to attempt 
to prove Theorem A by induction on the order of G. In order to carry out the 
inductive argument, one must first determine the structure of all solvable 
groups which satisfy the hypotheses of Theorem A; and the bulk of the paper 
(Part I) is taken up with this problem. Our main result is the following: 

THEOREM B. Let G = ABA, where A and B are cyclic subgroups of G and 
N{A) = A, and assume that G is solvable. Then G — AT, where T = [G,G], and 
T is the direct product of three A-invariant subgroups T\, T2, Tz, which satisfy 
the following conditions: 

(I) Tx is a 2-group; if Tx?±\, then AC\TX^ 1; 
(II) T2 = MQ where M <] T2 and Q is a q-group, a a prime, either M is a 

2-group and q — 7 or M is abelian of type (m,m), (mfi) = 1, and q = 3; if 
T2 5* 1, then A C\ T2 ^ 1; 

(III) r 3 is nilpotent of class 1 or 2 and A C\ Tz = 1. 

The proof of Theorem B relies heavily upon the properties of regular <j>-
groups which were developed in (2) and especially upon the structure of 
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regular ^-groups of prime power order. These properties are listed in § 1. In 
addition to this, we need bounds for the order of automorphisms of certain 
non-abelian ^-groups, which include the extra-special ^-groups as defined by 
Hall and Higman in (7). These bounds will be determined in §§ 1 and 2. In 
the course of the proof of Theorem B we shall also obtain much more precise 
information concerning the structure of the "exceptional" groups T\, T2. 

The proof of Theorem A from Theorem B utilizes the transfer of G into 
certain A -invariant ^-Sylow subgroups P of G, where p\o(A). Using Theorem 
B and our induction assumption, we are able to show by means of the Hall-
Wielandt theorem that the £>-Sylow subgroup of A is mapped isomorphically 
in the transfer of G into P. This argument works very smoothly if G possesses 
no subgroups of the form T\ or T2, but requires considerable modification if 
such subgroups are present. 

Throughout the paper we shall write simply G = ABA, provided G is an 
^42L4-group in which A ,B are cyclic and A is its own normalizer. 

In a subsequent paper we hope to treat the class of groups of the form 
ABA, where A and B are cyclic, but A is not necessarily its own normalizer. 

PART I 

T H E STRUCTURE OF SOLVABLE ABA -GROUPS 

1. ^-groups of prime power order. We recall from (2) that a group T 
is called a <j>-group if T possesses an automorphism <j> such that every element of 
T can be expressed in the form </>Hg</>r(g)</>27"(g) . . . <t>{i~1)T(g)) (we denote this 
expression by <£*([g]p) for some fixed element g in T and some fixed integer r, 
for suitable choice of integers i and j . g is called a ^-generator of T, and r the 
<t>-index of T* If <j> leaves only the identity element of T fixed, T is called a 
regular ^-group. In particular, if <j>r = 1, every element of T is of the form 
<£*(g0- I n this case we say that T is of 0-index 0. 

In Theorem 10 of (2), we showed that T is a <£-group if and only if the holo-
morph G of T and <j> is of the form ABA, where a generator a of A induces by 
conjugation the automorphism </> of T and where B is generated by the element 
ga~r. It is clear that T will be a regular 0-group if and only if N(A) = A. 
Throughout the paper if G = ABA, we shall denote by <p the automorphism 
of G induced by conjugation by a generator a of A. Thus if an ABA -group G 
possesses a normal A -complement T, then Tis a regular </>-group. The principal 
result of (2, Theorem 9) asserts that a regular 0-group T is nilpotent of class 
1 or 2. 

In Theorems 6 and 8 of (2), we have determined the structure of a regular 
<£-group of prime power order rather precisely. As we shall make repeated use 
of this structure, we shall restate these results here. The following properties 

*In (2) we have used the terms index and generator of P under $; </>-index and ^-generator 
seem preferable, since they avoid possible confusion with the customary use of these terms 
in the theory of groups. 
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of a regular <£-group of prime power order are either explicitly contained in 
Theorems 6 and 8 of (2) or are easily derived from them. 

If P is a regular 0-group of order pn and </>-index r, P contains a normal* 
subgroup F invariant under $ such that 

(la) F is either elementary abelian, cyclic of order pe, or of type (pe, pe). 
F = 1 if and only if P is elementary abelian, <j> has order relatively prime to p 
and 4>T leaves only the identity element of P fixed. 

(lb) <t> acts irreducibly on Fi = Qi(F). 

(le) P = PIF is elementary abelian, the image 0 of 0 on P has order rela
tively prime to p and </>r is without non-trivial fixed elements. 

(Id) if k = order of $ on Fi and rs = <£-index of Pi, then k\rs. Thus F\ is 
of 0-index 0. 

(le) If P is abelian, P = H X K, where H, K are invariant under <£, H 3 F, 
<f> has order kpc on H for some c and order relatively prime to p on K. 

We shall call F the ^-nucleus of P . 
The preceding results depend crucially upon the following inequalities: 

(If) If </> has order h and 4>r is without non-trivial fixed elements on P , 
then h2/r > o(P) ; if P is of </>-index 0, and g is a ^-generator of P of order 5, 
then hs > o(P). 

In § 1 we shall establish several further properties of regular 0-groups of 
prime power order, which we shall need for our subsequent work. In (2) we 
conjectured that if P has 0-index r and <£r leaves only the identity element of 
P fixed, then P is in fact abelian. We shall include a proof of this conjecture 
when P has odd prime power order. The proof depends upon the following 
lemma, which is due to John Thompson. 

LEMMA 1.1. Let P be a p-group whose centre C and factor group P = P/C 
are both elementary abelian of the same order pn. Suppose G has an automorphism 
<t> which acts irreducibly on C and whose image $ on P acts irreducibly on P . 
Assume further that <j> and 0, regarded as linear transformations, have the same 
characteristic polynomials on C and P. Then the order of 4> is less that pn~l. 

Proof. The associated Lie ring L of P is the Cartesian sum of two additive 
groups Li and L2, with L\ = P and L2 = C. Regarding L as a vector space 
over the prime field kp with p elements, </> and <£ induce linear transformations 
of Li and L2 respectively, which we denote by the same letters. If [x, y] denotes 
the Lie product in L, it follows from the definition of L that for any two 
elements x, y in L\ 

(1) [x$, y$\ = [x, y]<j>. 

*Theorem 8 of (2) asserts actually that F is in the centre of P. There is, however, an error 
in the proof. A correct proof, when p is an odd prime, will be given below in Lemma 1.5. It 
will also be shown that P is of class < 2 even when p = 2, although in this case F need not 
be in the centre of P. This will complete the proof of Theorem 9 of (2). 
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It follows from (1) that the elements of the form [x, y], x, y in Lx generate 
a subspace of L2 invariant under <j>. Since 4> acts irreducibly on L2 and P is 
non-abelian, the elements [x, y] span L2. 

Let K* be the algebraic closure of Kv and let L* = L*i © L*2 be the 
corresponding Lie ring over K*. Since the characteristic polynomial of 4> on 
L\ is irreducible, its characteristic roots are of the form a, ap, ap2, . . . , apn~\ 
for some element a of K* of order &, where k = order of </>. Since </> is com
pletely reducible over K*, L*i has a basis such that 

(2) xS = apixh i = 0, 1, 2, . . . , n-1. 

Using (1) and (2) we see that 

[xo, Xi]$ = [xo$, Xi$\ = [axo, aptXi] = a1+pï[x0, xt]. 

If [XQ, Xi] = 0 for all i, dim Z(L*) > w, where Z(L*) denotes the centre of L*. 
But then dim Z(L) > n, contrary to the fact that o(C) = #>w. Hence 
[xo, Xi] ^ 0 for some i. Since </> has the same characteristic roots as </>, we 
conclude that a1+pt = apJ for some j and hence 

(3) 1 + p* = £>(mod jfe) with 0 < i g w - 1 , 0 ^ j ^ w - 1 

which is clearly impossible if k > pn~l. Since </> acts irreducibly on P, (k, p) = 1, 
so that in fact fe < £w~1. 

We also require some additional properties of ^-groups which we shall need 
later in the paper as well as in the present section. 

LEMMA 1.2. Let P be an elementary abelian regular cfr-group of order pn and of 
4>-index r, and assume P = Pi X Pi, where P f ^ 1 and Pi is invariant under 
<t>, i = 1, 2. If <j> has order kt on Pt, then ki 9^ k2. Furthermore, if <t>r leaves only 
the identity element of P\ fixed, then k\ \ k2. 

Proof. Assume k\ \ k2 and cj)r leaves only the identity element of P i fixed. 
Thus 4> has order k2 on P, and we may assume r\k2. Let x = Xix2 with xt £ Pi} 

i = 1, 2 be a ^-generator of P of 0-index r. Now [x2]
J
r = 1 if and only if k2/r 

divides j . Since [x]3
r = [xi]J[x2]J, z = [xi]r

1C2,r must be a ^-generator of P\. 
Since <j>T leaves only the identity element of P i fixed and k\ \ k2, z = 1 and 
hence P i = 1, a contradiction. 

If ki = k2, we need only show that 4>r has no non-trivial fixed elements on 
Pi . In the contrary case, 4>r leaves some subgroup Pi ^ 1 of P i fixed. If 
Pi = Pi , r = ki and <frr is the identity on P whence every element of P is of 
the form </>*(V). But this implies that 4> acts irreducibly on P , which is not the 
case. On the other hand, if Fx C Pi , set P = P/Fx = JPi X P2. Since P is 
elementary abelian, Pi is the ^-nucleus of P , so that by (lc) 4>T leaves only the 
identity element of P fixed, and we reach a contradiction as in the preceding 
paragraph. 

LEMMA 1.3. Let P be a regular $-group of order pm, p a prime, and let F be the 
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(^-nucleus of P. Then P = HK, where H,K are ^-invariant subgroups of P 
satisfying the following conditions: 

(a) H and K commute elementwise; 
(b) R-DFandRC\K = ^ ( P ) ; 
(c) if 4> has order ki on &i(F), then <j> has order k\pe on H for some e; 
(d) the image of <f>kl on K/&i(F) leaves only the identity fixed ; 
(e) either H — F or K is elementary abelian. 

Proof. We first show that (e) is a consequence of the remaining conditions. 
Set Fi = &i(F). Since K = K/Fi is elementary abelian, it follows from (d), 
if K is abelian, that K is elementary abelian. Suppose K is non-abelian, and 
let k be the order of 4> on K. Let x, y Ç K be such that [x, y] = z i£ 1. Applying 
4>k, it follows at once that (j)k(z) = z. Since s Ç F\ and $ acts irreducibly on F\, 
we conclude that k\ \ k. 

Assume now that (e) is false, in which case HZ) F and K is non-abelian. 
Then P = P/F = H X K, where $ leaves each factor invariant, has order 
ki on H, and k on K. If P is of <£-index r, 4>T leaves only the identity element of 
P fixed. But then by Lemma 1.2, k\ \ k, SL contradiction. 

Now let P = P/Fi. If F = 1, then P is elementary abelian, <£ has order 
prime to p on P , and 0 r leaves only the identity element of P fixed. It follows 
therefore from Lemma 1.2 that P = H X K, where each factor is (^-invariant, 
either H = 1 or 0 has order ki on H, and <t>kl leaves only the identity element 
of K fixed. If H, K are the inverse images of H, K respectively, then </> has 
order h = k\pe on H and H C\ K = F\. But then 4>h leaves only the identity 
element of K fixed, and it follows that the elements y~14>h(y), y G K, include a 
set of coset representatives of F\ in K. If y £ K, x Ç H, then yxy~l = xr Ç H. 
Applying <j>n to this relation, we readily conclude that y~l<t>n(y) centralizes H 
for all y in K. Since 7^ C Z(P), it follows at once that i7, X commute element-
wise. Thus the lemma holds if F = 1. 

lî F 7e 1, then by induction P = fiX, where 5 , X satisfy the conditions of 
the lemma. Hence, if H denotes the inverse image of H in P, then 0 has order 
hpe on iJ. Let Xi be the inverse image of K in P . Then Kx C\ F = Q2(F). If 
Xi C P , it follows again by induction that Kx = U2(F)K, where Q2(F) f~\ K = 
Fi and K is ^-invariant. Thus P = HK, and H C\ K = F\. Since <Jfcl leaves 
only the identity element of K/F± fixed, it follows as in the preceding case 
that H and K commute elementwise. 

Suppose finally that K\ = P . Then again as in the case F = 1, it follows 
that F Ç Z{P). But then cl(P) < 2 and [P, P] Q FL Thus P = P/F1 = 
F X K, where each factor is (^-invariant. The lemma now follows with H = F 
and K the inverse image of K. 

LEMMA 1.4. Under the assumptions of the preceding lemma, if p is odd and F 
is abelian on at most two generators, then H is abelian. 

Proof. By induction H = H/F\ is abelian. If H is cyclic, His clearly abelian. 
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If H is of type (pm, pm) then [H, H] is cyclic and contained in Fx . Bu t in this 
case o(Fi) = p2, and since <j> acts irreducibly on H, it follows t h a t [H, H] = 1. 
Hence H is abelian. T h u s H = F X Hh Hl ^ 1. If Fx = Qi(F), then 0 either 
has order ki or &i£ on F\H\. Since Hi 9^ I, <t> cannot have order k\ on Fi?i by 
Lemma 1.2. For the same reason o(i?i) = o(Fi). In part icular, it follows t h a t 
0 has the same characteristic polynomial on H = H/ F as <j> has on Fi. 

If i J is non-abelian, we consider the Lie ring L associated with H; L is 

represented as the direct sum of two addit ive groups Lh L2 with Lx ~ F\ and 

L2 ~H. I t follows now as in Lemma 1.1 t h a t 

(4) 1 + pl= pj (mod ki) 

with 0 ^ i, j S n — 1, where o(Pi ) = pn. We note t h a t in this case i = 0 is 
possible. The only solution of this congruence is n = 2, i = 0, j = 1, whence 
ki = p — 2. But &i|/>2 — 1 and hence &i = 3. On the other hand, Fi has </>-index 
0 and hence kip = Zp > o(Fi) = p2

y which is impossible unless p = 2. 

L E M M A 1.5. If P is a regular <i>-group of order pm, then c l (P) S 2. Furthermore 
if p is odd, the ^-nucleus F of P is contained in Z(P). 

Proof. If F is e lementary abelian, c l (P) ^ 2 since then F C Z(P) and P / 7 7 

is e lementary abelian. Hence we may assume t h a t F is abelian on a t most 
two generators. If p is odd, it follows a t once from the preceding two lemmas 
t h a t F Ç Z(P). Since P/F is e lementary abelian, c l (P) S 2. On the other 
hand, if p = 2, write P = HK, where II, K satisfy the conditions of Lemma 
1.3. Since H, K commute elementwise, it suffices to prove c l ( iJ) ^ 2. Now 
0 has order 3-2 e on II for some e, and hence 4>i = 02 e is an automorphism of 
/ / of order 3 leaving only the identi ty element fixed. Bu t then a result of 
Neumann (8) implies t h a t cl(i7) ^ 2. 

L E M M A 1.6. Let P be a regular 4>-group of order pm with (^-nucleus F. If P 
contains a (^-invariant abelian subgroup Pi such that Pi C\ F = 1, then 
Pi Ç Z(P). 

Proof. Wri te P = UK, where H, K satisfy the conditions of Lemma 1.3. 
I t follows as in the proof of Lemma 1.4 t h a t H contains no </>-invariant sub
groups disjoint from F and hence Pi CI K. Wi thou t loss we may assume 
K = P. In particular, F = £li(F). We can decompose P = P/F into the direct 
product of minimal ^- invar iant subgroups Pu i = 1, 2, . . . , t. T h e lemma 
follows a t once by induction if t > 2. If t = 1, then P = FPi is abelian; so 
we may assume t h a t t — 2 and t h a t the inverse image of Pi = F X Pi. Let 
hi be the order of 0 on P j and ki the order of 0 on F. By Lemma 1.2 hi \ h2; 
and by the same lemma hi K ki. Hence there exists an integer w not divisible 
by ki such t h a t 4>i = 4>w acts trivially on the inverse image P2 of P2 in P. Now 
if Xi G Pi, i = 1, 2, then [xi, x2] = z Ç F. Applying #1 to this relation, we 
conclude t h a t P2 centralizes all elements of Pi of the form X i - ^ ^ i ) . Since 
(j) acts irreducibly on Pi and </>i is not trivial on Pu Pi centralizes P2 and hence 
P i Ç Z ( P ) . 
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THEOREM 1. Let P be a regular 4>-group of order pn, p odd, and of <p-index r, 
and assume that 4>T leaves only the identity element of P fixed. Then P is abelian. 

Proof. Let F be the 0-nucleus of P , and assume first that F is elementary 
abelian, in which case F ÇZ Z(P). By (lb), 0 acts irreducibly on F and by 
(Id) k | rs, where k is the order of <t> on F and rs is the <£-index of F. Thus every 
element of F is of the form (j>l{xj). If the elements x3, 0 < j ^ p — \ lie in d 
distinct orbits of <£, then clearly d\p — 1. Since each of these orbits contains 
k elements, it follows, if o(P) = pm

1 that 

(5) k = (pm-l)/d, and d\p - 1. 

Let Pt be the minimal ^-invariant subgroups of P = P/F, i = 1, 2, . . . , t, 
and let Pi be the inverse image of Pt in P. Denote by ki the order of $ on Pt. 
Suppose first that some Pt is elementary abelian and that the order hi of <£ 
on Pt is relatively prime to p. Then P{ = F X Kt, where Kt is 0-invariant. 
By Lemma 1.6 Kt Q Z(P). By induction P/Ki is abelian and hence 
[P, P] Q F P\ Ki = 1. Thus P is abelian. On the other hand, if Pi is elemen
tary abelian and p \ hi or if P* is abelian, but not elementary abelian, it is 
easy to see that kt = k. Hence we may suppose that for each i either P{ is 
non-abelian or kt = k. 

If some P^ say Pi, were non-abelian, then for suitable X\, x2 in Pi , [xi, x2] = 
z 9^ 1 in F. Applying <^\ to this relation we conclude readily that <t>]ci{z) = z 
and hence that k \ k±. It follows that for any abelian Pt kt\ ki, and this is 
impossible by Lemma 1.2. Thus either all Pi are non-abelian or all P \ are 
abelian. In the latter case we must have t = 1, since otherwise k\ = k2 = k, 
contrary to Lemma 1.2. Thus we may suppose that all Pi are non-abelian. 
Furthermore, it follows as in Lemma 1.2 that $ must have order kip on Pi 
for some i, say i = 1. 

Let o(Pi) = pn and let yly y2, . . . , yn be a basis for Pi such that 

ftifi) = Vi+h i = 1, 2, . . . , n-\ 

and 

4>(yn) = yiciy2c* • • -yn
Cn. 

Regarding 0 as a linear transformation, its characteristic polynomial f(X) is 
given by 

(6) f(X) = Xn - cnX
n-x - . • • - c2X - Cl. 

Choose representative yt of yt such that <t>(yi) = yt+i, i = 1, 2, . . . , n — 1 
and 0(yn) = So^i 'O^ . . . 3//", z0 6 P. 

Now 0*i (3>i) = 23̂ 1, where z ?* 1 in F since </> has order &i£ on Px . Applying 
0* to this equation we find that 

(7) 0*i (3>i) = r'Hzhi i = 1, 2, . . . , n. 

In particular, for i = n, and using (7), we obtain 
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r(z)r(yù = *n(**iCvi)) = 0*i(*n(yi)) 
= <t>ki(zoyiciy2c*. . . yn

Cn) = 2 c i«(2 c«) . . . « ^ ( « ^ « " C y i ) , 

whence 

(8) <t>n(z) = zc«t>{zc2) . . . <j>n-l{zCn). 

If f(X) denotes the characteristic polynomial of <j> on F, it follows from (6) 
and (8) and the irreducibility of <f> on F t h a t / ( X ) | f(X). Bu t $ acts irreducibly 
on Pi and so ]{X) is irreducible over the integers mod p. I t follows a t once 
that/CX") = ]{X) and t h a t m = n and fe = kx. Lemma 1.1. now implies t h a t 
k < pn~l in contradiction to (5). 

Suppose finally t h a t F is not e lementary abelian. Then P = HK, where 
H, K satisfy the conditions of Lemma 1.3. If P is non-abelian, then K mus t 
be non-abelian by Lemma 1.4 since p is odd, and it follows as in the first 
pa r t of the proof t h a t the order k of 4> on F± divides the order oi $ on K = 
K/Fi. Bu t if P = P/Fi, 4>r leaves only the ident i ty element of fii(F) fixed, 
4> has order k on fli(F), and £li(F) centralizes K. This contradicts Lemma 1.2. 

We remark t h a t the assumption p ^ 2 was used only in the case F abelian 
of type (pe, pe), e > 1. T h u s Theorem 1 holds wi thout restriction on p if F is 
e lementary abelian. 

We conclude this section with one further result on 0-groups which we shall 
need. 

L E M M A 1.7. Let P be an elementary abelian <j>-group of order p2n, and assume 
<j) has order pn + 1. Then p = 2 and n = 1. 

Proof. Our conditions imply t h a t $ acts irreducibly on P . Let g be a (^-gene
ra tor of P of 0-index r, and suppose first t h a t h \ r, where h = pn + 1. W e 
may assume r \ h. Since 4> is irreducible on P , (j>r leaves only the ident i ty element 
of P fixed, and hence [g]h

r
/r = 1. Since P is a 0-group, this implies h2/r > o ( P ) , 

whence 

(9) (pn + l ) 2 > r£2". 

(9) implies t h a t r = 1 ii p is odd and t h a t r ^ 2 if £ = 2. Bu t & is odd if 
p = 2 and since r | fe, we conclude t h a t r = 1 for all p. Suppose first t h a t p is 
odd. Then for 5 > h/2 we have [g]{ = [ g ] ^ s ( g ) * s + 1 ( g ) . . . ^ ( g ) ] " 1 whence 

(10) [g]J = ^ ( [ g - ' i r ) . 

<£** is an automorphism of P of order 2 wi thout non-trivial fixed elements, and 
hence ^h(x) = x~l for all x in P. I t follows a t once from (10) t h a t [g][ = 
<t>s+h/2([g]hi~s), and consequently the elements [g]{ lie in a t most \h dist inct 
orbits . T h u s \h-h> o(P), and consequently (pn + l ) 2 > 2^>2w, which is 
impossible. 

If p = 2, it follows as in (10), since g~l = g, t h a t [g]{ = 4>s([g]î~s)- T h e 
non-ident i ty elements of P thus lie in a t most \{h — 1) = 2n~l orbi ts , and 
consequently (2n + 1)2W_1 ^ 22n — 1, which implies w = 1. 
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On the other hand, if h \ r, P is of </>-index 0, whence {pn + l)p > p2n, 
which implies n = 1. However, if p is odd, <t>n/2(g) = g~l and hence the elements 
0z*(gO lie in a t most I -\- \{p — I) orbits, and we obtain the stronger inequali ty 
Upn + l){p + 1) > p2n, which is impossible. 

2. S o m e pre l iminary l e m m a s . We begin with several lemmas. 

LEMMA 2.1. If a group G admits an automorphism </> which leaves a normal 
abelian subgroup H of G elementwise fixed and is such that the image of </> on 
G/H is without non-trivial fixed elements, then H Ç Z(G). 

Proof. If x 6 G, z Ç H, we have 

(11) xzx-1 = z', z' e H. 

Applying <j> yields <j)(x)z<j)(x~l) = z\ which together with (11) implies 
x~l<t>(x) G C{H) for all x in G. Since H is abelian, x - 1 0(x )y G C(H) for all 
x in G, all y in 17. 

If g £ G, its image $ in G = G / U is of the form x~l4>(x), x G (5, since $ 
leaves only the ident i ty element of G fixed. T h u s g = x~l<j>(x)y for suitable 
elements x in G, y in U . T h u s iT C Z(G), as asserted. 

LEMMA 2.2. If G is assumed to be abelian in Lemma 2 .1, then G contains a 
subgroup K invariant under 4> such that G = H X K. 

Proof. Let 0(x) = x_1<£(x). Since G is abelian, 0 is an endomorphism of G, 
whence by Fi t t ing 's lemma, G = Hi X K where 0 is ni lpotent on Hi and an 
automorphism on K. Since 0(x) = 1 if x G 17, H Ç H\ . If 0 denotes the image 
of 0 on G = G/-H" = HiX K, our hypotheses imply t h a t 0 is an automorphism 
on G. Since 0 is nilpotent on l ï i , necessarily Hi = 1 and hence 17i = if. Since 
<t>{x) = xd(x), x £ K implies <£(#) Ç A, whence X is invar iant under 0. 

LEMMA 2.3. L ^ A be a cyclic subgroup of a group G such that N(A) = A and 
for any subgroup A0 of A, AQ Ç Z(N(A0)). Assume further than G contains a 
normal subgroup H such that A C\H ^ Z (H). Then if G = G/H and A denotes 
the image of A in G, we have N(Â) = Â. 

Proof. Let A = (a) be of order h, and let A C\ H = (ar) with r \ h. If x is 
a representat ive in G of x in N(A), then we have 

(12) xax~l = a^z for some integer X and some z in 17. 

Since H <\ G, x~lzx = y, y in 77, and hence 

(13) a _ 1xa = ax~lxy. 

Let A' = .417. Since A is Abelian, 4 C\ H is in the centre of K. Set I T = 
K/A r\ H and let A' = (a7), 77', / be the residues of / I , 77, y in IT . Clearly 
NR,(A') = ,4 ' , 77' < X ' , 7C' = .4 ' 17', and ,4 ' H 17' = 1. If </>' denotes the 
automorphism of H' induced by conjugation by a', <j>' leaves only the ident i ty 
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element of H* fixed. Hence there exists an element /' in H' such that <t>'if!) = 
y'~Hr. If / is a representative of t' in H, we conclude that 

(14) arHa = y~ltaTd for some integer d. 

We now obtain from (13) and (14) 

a~lxta = (a~xxa) (a~Ha) = (ax~lxy) (y-HaTd), 

whence 

(15) (xfi-Wfrt) = al~rd. 

By hypothesis (ax) lies in the centre of its normalizer, and consequently 
(15) implies X= 1 (mod r). Thus a>~1 G A C\ H. 

On the other hand, as in the derivation of (14) there is an element t\ in 
H such that a~H\a = aTCt\Z~l for some integer c. Thus a~H\xa — 
{qrHxa) (arlxa) = (archz-x) {a>-lxz). Since by hypothesis A C\ H Ç Z(II) 
andû^-1 6 A Pi £T, it follows that ^ x a x - ^ r 1 = arc+x. Hence ^x Ç A7(^l) = .4, 
whence x G i . Thus iV(^4) = A, as asserted. 

If i P i i î = 1, r = 0 and (15) implies that xt Ç A7 (^4), giving x Ç Â and 
ÎV(Â) = A at once. We thus have the following corollary. 

COROLLARY. Let A be a cyclic subgroup of a group G such that N(A) = A. 
If G contains a normal subgroup II such that A C\ H = 1 and G = G /H, then 
N(Â) = A, where A denotes the image of A in G. 

We shall also need some properties of automorphisms of an extra-special 
^-group P, as defined by Hall and Higman in (7). In their paper the only 
automorphisms </> of P which are considered are of order a power of a prime 
a 9^ p and the holomorph of P and </> is represented on a vector space V over 
the field with a elements. Many of their results can be carried through if </> 
has arbitrary order prime to p and if the representations of the holomorph of 
<t> and P are taken in the complex numbers. In particular, the following lemma 
holds: 

LEMMA 2.4. Let P be an extra-special p-group of order pm and assume that P 
admits an automorphism 4> of order k prime to p which acts trivially on Z (P) and 
such that the image </> of <j> on P = P/Z{P) acts irreducibly. Then k S p*(m~l) + 1. 

We shall need one other similar result. 

LEMMA 2.5. Let P be an extra-special p-group of order pm and assume that P 
admits an automorphism <f> of order k prime to p which acts trivially on Z(P) and 
assume that P = Pi X P2, that </> leaves Pt invariant and acts irreducibly on Pt 

and that $ has the same minimal polynomial on Pi, i = 1, 2. Thenk ^ p*{m~z) -\-\. 

Proof. We proceed as in Lemma 1.1 and consider the Lie ring L = L\ 0 L2 

associated with P over the field Kp with p elements and its extension L* = 
L*i 0 L*2 over the algebraic closure Kp of Kp. Now L2 = P, and since </> 
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has the same characteristic polynomial on P i and P2 , it follows as in 
Lemma 1.1 that we can find a basis Xi, . . . , x2

n of L2 such that 

xt$ = av%Xi and xn+i$ = aptxn+i, i = 1, 2, . . . , n, 

where n = \{m — 1) and a is a primitive &th root of unity in K%. 

Now for z 9e 0 in Li\ and it follows that 

z0 = apa+p6s 

where a, 5, denote the residues of i, j (mod n). Since 0 acts trivially on L\, 

Thus k \ (1 + pc), where c ^ n — 1, and the lemma follows. 

3. Applications to A B A -groups. We shall now apply the results of the 
preceding sections to obtain our first structure theorem for ABA-groups. We 
begin with the following lemma: 

LEMMA 3.1. Let G = ABA and assume G = AP, where P <\ G, o(P) = pm, 
p ^ 5, A r\P = Z(P) and o{A f\ P) = p. Then G = A. 

Proof. Set G = G/A C\ P = ABA = AP so that P < G and A P P = 1. 
Since clearly N(A) = A, P is a regular 0-group where 0 is the image of 0 on 
P and we may assume P ^ 1. Let F be the 0-nucleus of P . 

Assume first that F = 1, in which case P is the direct product of minimal 
0-invariant subgroups P z , i = 1, 2, . . . , t, on each of which 0 has order kt 

prime to p. By Lemma 1.2, ki \ kiy i > 1. Let P i be the inverse image of 
Pi in P , and assume t > 1. It follows by induction that Z(Pi) 3 4̂ Pi P 
and hence that each P* is abelian. If Xi £ P i and x* £ P*, i > 1, then [xx, xt] 
= z £ A Pi P . Now 0i = <t>vlCi acts trivially on Pu and hence if we apply 0! 
to this relation, we readily conclude that Xi-10i(xi) 6 C(xt). Since Xi, x* 
are arbitrary, and ki ^ ku it follows that P i centralizes Pt for all z. Thus 
P i ^ Z(P), a contradiction. Hence 2 = 1. 

Let A = A'Av, where A' has order k prime to p. We may assume that no 
non-trivial subgroup of A ' is normal in G, since otherwise the lemma follows 
by induction. Hence k = ki. Now P is an extra-special ^-group, A' centralizes 
Z(P), and A' acts irreducibly on P. It follows therefore from Lemma 2.4 that 

(16) * S Pn + 1, 

where n = J(m — 1). 
If r = 0-index of P, 0 r leaves only the identity element of P fixed, and 

hence k2/r > p2n. Since k | (£2W — 1), it follows therefore from (16) that 
k = pn + 1. But then by Lemma 1.7, >̂ = 2, contrary to hypothesis. 

The same argument applies if P is elementary and the order k of 0 on P 
is prime to p, but F 9e 1. In this case we conclude that P = F. Since 0 acts 
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irreducibly on P, we again obtain (16). Since F is of 0-index 0, kp > p2n, 
which together with (16) implies n = 2 and k = p + 1. This yields a contra
diction as above. 

In the general case, let F be the inverse image of F in P. Since F Ç Z(P) 
and o(Z(P)) = p,Ul(F) C Z(P), whence G 1 ^ ) = i H P , and it follows 
that F is elementary abelian. Furthermore, we may assume that the image 
</> of </> on P = P/F acts irreducibly on P ; otherwise the lemma follows readily 
by induction. Also F is abelian by induction. 

The case P elementary abelian and <f> of order prime to p has already been 
considered; hence if k\ = order of <f> on F and k2 = order of cj> on P , we must 
have k\ | &2. Furthermore, the order h of <f> on P is either k\ or fei£. If x G F 
and y £ P, then 3>;ry-1 G F and consequently 4>h{yxj~l) — yxy~l. But then 
y~1(j)h(y) Ç C(x) for all y in P . If &i < fe2, the elements y~l4>n(y) generate P 
and hence x G Z(P), a contradiction. We conclude that &i = &2. 

Since 0 r leaves only the identity element of P fixed, r j fe and therefore 
4>r leaves only the identity element of P fixed. Hence by Theorem 1 P is 
abelian. But then ^ ( P ) Ç Z(P), whence P is elementary abelian. Thus P 
is an extra-special group and $ has order kip on P. But then A' P satisfies the 
conditions of Lemma 2.5, and hence 

(17) kx ^ pn~l + 1, where pn = o(P). 

On the other hand, since F is of ^-indexO, we must have (pn — l)/(p — l)|fei, 
which together with (17) implies that either n — \ and ki = 2 or n = 2 and 
ki = p -\- 1. H n = 2, Lemma 1.7 shows that p = 2, contrary to assumption. 
If w = 1, $ has order 2 on P and o(P) = p. Since 4>r leaves only the identity 
element of P fixed, we may assume r = 1. If y is a (^-generator of P , then every 
element of P must be of the form $*([$]{). But the only elements of this 
form are 1, y, y~l since 4> has order 2. Thus p = 3, contrary to assumption. 

We shall now prove the following theorem. 

THEOREM 2. Let G = -4IM a^<i assume that G contains a normal subgroup P 
of order pm, p ^ 5, such that G = AP. Then the commutator subgroup of G is 
a unique normal complement of A in G. 

Proof. The proof will be by induction on o(G). Let P i be a minimal subgroup 
of the centre of P normal in G. Thus either P i C A or P i Pi A = 1. If G 
= G/Pi = ÂBÂ = ÂP, N(Â) = Â by the corollary of Lemma 2.3 in case 
P i P i i = 1. The same conclusion clearly holds if P x C A. Hence by induc
tion G = ÂP*, where P* < G, P* H A = 1, and P* = [G, G]. If P i O ^ = 1, 
the inverse image P* of P* is a normal complement for A in G. Clearly 
P* 2 [G, G]. On the other hand, if * G P*, axa"^" 1 = ^(x)x-1. Since iV(^) 
= A, 4> leaves only the identity element of P* fixed, and hence the elements 
(Kx)x-1 exhaust P*. Thus P* = [G, G]. 

We may therefore suppose that P i C A and that P contains no subgroup 
9^ 1 which is normal in G and disjoint from A. In this case we have G = ^4P*, 
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with P * < G, A H P * = P i cyclic of order £, and P i C Z ( P * ) . I t follows 
from Lemma 2.2 t ha t Z(P*) = P i X P2 where P2^\A = 1 and P 2 is invar iant 
under A, whence normal in G. Thus P 2 = 1 and P i = Z(P*). T h e hypothesis 
of Lemma 3.1 is satisfied so tha t G = A, and the theorem is proved. 

4. ABA - groups assoc ia ted w i t h t h e p r i m e s p = 2 a n d 3. T o complete 
the description of ABA -groups G of the form AP with P <\ G, and N(A) = A, 
we consider finally the case in which P is a 2-group or 3-group. We begin with 
the following lemma. 

LEMMA 4.1 . Let G = ABA = AP, where P is a 2-group normal in G. Then P 
contains at most one A-invariant abelian subgroup of type (2, 2). Furthermore 
any subgroup of A which is normal in G is in the centre of G. 

Proof. If K is an A - invariant abelian subgroup of type (2, 2), no proper 
subgroup of K can be invariant under A, for otherwise we clearly have 
N(A) D A. Hence if P i denotes a minimal A - invariant subgroup of Z(P), 
either P1C\K = 1 or Px = K. Let G = G/Px = ÂP. If P i C A, N(A) 
= Â; if Pi(£A, the minimali ty of P i implies t h a t P i Pi A = 1 so t h a t 
N(A) = A by the corollary of Lemma 2.3. Hence by induction P contains a t 
most one A-invariant abelian subgroup of type (2, 2). The lemma follows 
a t once unless P i itself is of type (2, 2). But in this case P cannot contain 
another such subgroup K for then P\K = P i X K would be a regular 0-group 
on which <j> has order 3, and this is impossible by Lemma 1.2. 

Let AQ <\ G, AQ Ç A. Let I be a maximal A - invariant normal subgroup 
of P . We may assume tha t AL C AP, since otherwise A0 is in the centre of 
G by induction on o ( P ) . In any case A0 is in the centre of AL by induction. 
If G = G/L = i l P , repeated application of Lemma 2.3 shows t ha t N(A) 
= A and hence t h a t the image ^ of 0 leaves only the identi ty element of P 
fixed. Since i o ^ Z(L) , it follows as in the proof of Lemma 2.1 t ha t x~14>(x) 
centralizes A0 for all x Ç P . But there exist a set of coset representatives of 
L in P of the form x~l<t>(x). Thus AQ Ç Z(G). 

Our main result for p = 2 is the following: 

T H E O R E M 3. Let G = ABA = AP, where P is a 2-group normal in G. Then 
either A has a normal complement in G or P contains two subgroups Pi , P2 
normal in G such that 

(a) G = A(T,X T2); 
(b) A does not possess a normal complement in A T\; 
(c) A C\ Ti = 1, P 2 contains no A-invariant abelian subgroup of type (2, 2), 

and furthermore T2 contains every A-invariant subgroup of P which is disjoint 
from A and which contains no A-invariant abelian subgroup of type (2, 2 ) ; 

(d) 6 | o ( ^ ) . 

Proof. The proof will be made by induction on o ( P ) . We add to our induction 
hypotheses the following assertion : 
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(e) 7 \ = QQf, where Q, Q' < G, 4 has order 3 -2 s on Q, ^ H Q' = 1, 
and if Q' ^ 1, the order of <£ on Q' is divisible by 3, b u t is not of the form 3 • 2 s . 

We note first of all t h a t (b) and (e) imply (d). In fact A C\ Tl j * 1 by (b), 
whence 2 | o(^4), and it follows a t once from (e) t h a t 3 | o(^4). 

Let P\ be a minimal A - invariant subgroup of the centre of P and set G 
= GIPi = ÂP. As in the preceding lemma, AT(Â) = Â. We distinguish two 
cases. 

Case 1. P contains no subgroup normal in G disjoint from A. T h u s Pi (Z A. 
Suppose first t h a t À has a normal complement P * in G. We may suppose 
P * = P , since otherwise the theorem follows by induction. Now P is a regular 
<£-group. Let F be its 0-nucleus and write P = HK, where H, K satisfy the 
conditions of Lemma 1.3. Suppose first t h a t F is e lementary abelian and 
o(P) = 2n > 4. Let F be the inverse image of F in P . If F is non-abelian, F is 
an extra-special group. Since 4> acts irreducibly on P , it follows as in the proof 
of Lemma 3.1 t h a t </> has order k = 2*n + 1 on P , whence n = 2 by Lemma 1.7. 
T h u s F is abelian. Let H, K be the inverse image of H, K in P . I t follows now 
as in Lemma 1.3 t h a t F is in the centre of K. Since P contains no A - invariant 
normal subgroups disjoint from A, K C_ P and hence F C H. 

Now 4> has order 2k on H, and hence </> has the same characterist ic poly
nomial on P as (̂  has on H = 5"/P. By the remark following Theorem 1, 
H mus t be elementary abelian. Bu t H is non-abelian; otherwise F C Z(P). 
Hence i J is extra-special, and we may apply Lemma 2.5 as in the proof of 
Lemma 3.1 to conclude t h a t </> has order k = 2^n + 1 on P. T h u s n = 2 by 
Lemma 1.7, a contradiction. 

On the other hand, if P = 1, essentially the same argT „ shows t h a t no 
minimal (^-invariant subgroup of P has order greater th x. I t follows there
fore from Lemma 1.2 t h a t either P = 1 or o ( P ) = 4. In the first case, G = A 
and the theorem is obvious. In the second case, P mus t be a quaternion group 
and the theorem follows with Ti = Q = P, and P 2 = 1. 

We may therefore assume t h a t F ^ 1 is abelian of type (2e, 2e). Let P i 
= Qi(P) and let Pi be the inverse image of P i in H. If Pi ÇI Z(H), then again 
as in Lemma 1.3, Pi Ç Z(P), a contradict ion. T h u s A r\ H Q [H, H] and 4̂ 
does not possess a normal complement in AH. If we set H = Q, then </> has 
order 3 -2 s on Q for some s. 

Suppose K contains a minimal (^-invariant abelian subgroup Ki disjoint 
from P i . Since o(Ki) > 4, it follows as above t h a t the inverse image Ki 
of Ki is abelian. Bu t then Kx ÇZ Z(P), a contradict ion. T h u s P i = tti(K). 
If K = P i , the theorem follows with P i = H, P 2 = 1; so assume K Z) Pi-
Then K is non-abelian. If K C P , it follows by induction from (e) t h a t Qf 

= [AK, AK] is disjoint from A. Hence the theorem holds with Pi = P , 
P 2 = 1. 

Assume finally t h a t K = P, in which case P = Pi and P is a quaternion 
group. If x £ P, 3/ £ P , then [x, 3/] = s G .4 Pi P. Applying 0 6 to this relation, 
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we find t h a t F centralizes all elements of P of the form y~l<f>%(y)y y £ P. 
Since these form a set of coset representat ives of F in P , we conclude t h a t 
Q = FKl9 where Kx = C(F) P P < P and Kx P F = A P F. Bu t then 
X is abelian, a contradiction. 

Case 2. Pi r\ A = 1. li A has a normal complement in G, A obviously 
has one in G. Hence we may assume by induction t ha t G = Â(fi X P2), 
where 7 \ , T2 satisfy the conditions of the theorem. Let H1} H2 be the inverse 
images of Pi , f2 in P . 

Assume first t h a t o (P i ) ^ 4 and hence t h a t H2 contains no A - invariant 
abelian subgroup of type (2, 2). If f2 ^ 1, it follows by induction t h a t Hi 
= Ti X P i , where Tx is invariant under A and again as in Lemma 1.3 P i 
and H2 commute elementwise. Thus G = A{TiX H2). Clearly P i satisfies 
(b) and (e) and H2 contains every A - invariant subgroup of P disjoint from 
A and contains no A - invariant subgroup of type (2, 2). The theorem follows. 

On the other hand, if T2 = 1, we may assume T\ = P . Hence P = QQ', 
where Q, Q' satisfy (e). Let Qi, QÎ be the inverse images of Q, Q' in P . Let K 
be a minimal Â - invariant subgroup of Q and K its inverse image in P . Ei ther 
K C A or Z is abelian of type (2, 2). In the first case it follows from the 
minimali ty of Pi t h a t K = P i X L, where L is A - invariant (in fact, L d A). 
In the second case, K is abelian and the same conclusion follows since o (Pi) ^ 4. 
Now if y G Qi and z G P , we have 

(18) 3>2ry-1 = 2/x, where zf (z L, x £ Plm 

Applying <f)m to (18), where m = 3 -2s = order of $ on Q, we conclude 
readily t h a t <j>m(x) =x and hence t h a t x = 1, since 0 does not have order 3 
on P i and no properj-subgroup of P i is A - invariant. Thus L <\ AQi. If ÂQi 
= AQi/L and P i denotes the image of P i in AQi, we conclude by induction 
if A does not have a normal complement in AQi and from Lemma 1.3 if A 
has a normal complement in AQi t h a t Qi = Pi X Q, where Q is invar iant under 
A. I t follows a t once t h a t Qi = Pi X Q, where Q is A - invariant. 

Now Qi is a regular 0-group. If F is the </>-nucleus of Qi, the minimali ty 
of P i implies t h a t either P x C F or P i P F = 1. In the first case we must 
have P i = F since o (P i ) 9e 4. But then Q1/P1 = Q' is elementary abelian 
and 0 has odd order on Q\ Since </> does not have order 3 on <//, we conclude 
t h a t Q' contains a minimal A-invariant subgroup K such t h a t o(K) > 4. 
Since K (£_ T2, this contradicts (c), and hence P i P F = 1. But then Lemma 
1.3 implies t h a t Qx' = Pi X Q'. Finally, if x G (?, x' G Q', we have 

(19) [x, x ] = ^ P i . 

By (e) 4> has order m' -2s on Pi , where m' = order of 0 on Q'. Applying 
<j>m'2s to (19), we see t h a t <t>m' (z) = z. Bu t it follows from Lemma 1.2 applied 
to Qi/F t h a t the order of 0 on P x does not divide m', and hence z = 1. We 
conclude t h a t G = 4̂ (P i X P i ) where Pi = QQ' and the theorem follows. 
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Suppose finally that o(Px) = 4. Now H2 is a regular 0-group. Let P2 be its 
^-nucleus. If P± Ç p2, then P2 is abelian of type (2 e, 2e) ; and since P2 contains 
no Â-invariant abelian subgroup of type (2, 2), P i = P2. In this case T2 is 
elementary abelian and 4> has odd order on T2. If i£2 denotes the maximal 
elementary abelian A -invariant subgroup of H2j 0 has odd order on K2, since 
otherwise T2 would contain an A-invariant abelian subgroup of type (2, 2). 
Hence K2 = Pi X T2 where T2 is A -invariant and lies in Z(H2) by Lemma 
1.6. It follows at once from the structure of H2 that H2 = Ki X T2 where 
Ki is A -invariant and every A -invariant subgroup of Ki contains Pi. Further
more, T2 contains no A -invariant abelian subgroup of type (2, 2). On the 
other hand, if Pi C\ F2 = 1, this same conclusion holds with Ki = Pi. 

Set Ti = HiKi so that G = A(TiT2) and 7\ O T2 = 1. It is clear from the 
construction of T2 that T2 satisfies (c). Furthermore, T\ = QQ', where 
Q'/Pi = Q'Ki. Clearly Q, Qr satisfy (e). Finally it follows as in Lemma 1.3 
that T\ and T2 commute elementwise, and the theorem follows. 

In Part II we shall need one additional property of 7\ : 

LEMMA 4.2. Let G = ABA = AT, where T < G, o(T) = T and <$> has order 
3 -2s on T. Let LI be an elementary abelian subgroup of T with o(H) > 2 if 
Z(T) Ç A and o(H) = 2 if Z{T) C A; and assume that H centralizes B. 
Then either H Q Z{T) or Z(T) C A and H Q Z(T)B. 

Proof. The proof is by induction on o(G). We may clearly assume that T is 
a 2-Sylow subgroup of G and that o(^4) = 3 - o ( i H r ) . Let P be a minimal 
A -invariant subgroup of Z(T) and suppose first that P C\ A = 1. We may 
assume T is non-abelian and H (ZP. In particular, T ^ {A C\ T)P. Let 
B = (&), where b = yar, y G T. In order to carry out the induction we shall 
also allow the possibility o(H) = 2 when Z(T) Çt A, but B C T. Observe that 
if H C\ P 9^ 1, \H C\ P, B] = 1 implies aT acts trivially on P, whence 3 | r 
and 5 Ç T .  

Let G = G/P = ABA = AT. Then by induction H Q Q, where Q < G, 
À H Q < Q, and o(Q/À H Q ) = 4. Let Q be the inverse image of Q in T. 
Suppose first that H Q (A H Q)P. If o(ff) > 2, H H P ^ 1, whence 3 | r; 
if o(H) = 2, then 3 | r by assumption. But then if a,\X G -H", where (ai) = 
12i(>l P\ Q) and x G P , it follows that [ai, ô] = 1, whence a,\ G Z(G) and 
H Ç Z(T). Hence we may assume that # ^ (A H Q)P. 

If Q = (A f^ Q) X P, where P is A-invariant, it follows as above that <£r 

acts trivially on P. Thus P is of </>-index 0 and hence of type (4,4). This 
implies Q is non-abelian; otherwise ÏÏÇ ( i C\Q)P. Llence by induction 
Q = T. If Q is non-abelian, Q is the central product of Â C\ Q and a quaternion 
group P, and by induction Q = T. Now if P C Q and o(P) > 4, it follows 
in either case that C(B) C\ Q C (^ H Ç)PP. Since i î is elementary, this 
yields H ÇZ (A T\ Q)P, which is not the case. On the other hand, if o(P) = 2, 
P CA (b2)A = A, a contradiction. Thus 3 | o(P). This forces C(B) C\ Q to 
lie in a conjugate of A C\ Q and hence in (A C\ Q)P, which is not the case. 
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Assume now t h a t Z(T) C A. If 3 | o ( 5 ) , C(B) P\ P lies in a conjugate of 
A C\ T. Since A is cyclic, this implies H C Z(T)B. We may therefore assume 
B d T. T h e lemma follows a t once by induction if Z ( T ) C Â; so suppose 
the contrary. Then by the first par t of the proof, H C Q = 12i(Z(P)) and 
Q = (Â Q) X P , where F is Â-invariant . Let P, Q be the inverse images of 
F,Q in 7". Suppose F is a quaternion group. Since A F = ABiA with B\ Ç P , 

C(P) H Ç = ( 4 H Q)5 i and the lemma follows. On the other hand, if F is 
abelian, then H £ F. If B centralizes P, then so does <£*(P) for all i. Bu t 
then F C Z(T), which is not the case. We conclude t ha t C(B) C\ F = 
(A Pi P ) P i C If, thus completing the proof. 

For p = 3, we have the following result. 

T H E O R E M 4. Let G = .4 P A = A P , where P is a 3-group normal in G. Then 
either A has a normal complement in G or G contains two normal 3-subgroups 
Pi, T2 such that 

(a) G = A{T,X T2); 
(b) i H T i Ç Z ( T i ) , Ti/Z(Ti) is elementary abelian of order 9, Ti contains 

a maximal subgroup To invariant under A which is the direct product of A C\ Ti 
and a cyclic group; 

(c) T2 is elementary abelian and contains no A-invariant subgroups of order 3 ; 
(d) Ti does not contain a 3-Sylow subgroup of A. 

Proof. T h e proof is entirely analogous to t ha t of Theorem 3. We shall 
use the same notat ion. If P i C A and G possesses a normal A-complement, it 
follows from the proof of Lemma 3.1 t h a t G possesses a normal A -complement 
unless P contains an elementary abelian subgroup Hi of order 9 on which </> 
has order 6. If P = HK, this can only occur if F is cyclic, H D F, and Hi 
= Qi(H). But then by Lemma 1.3, K is elementary abelian and contains no 
^- invariant subgroups of order 3. I ts inverse image in P possesses a normal 
Pi complement K which centralizes the inverse image H of H. If H has a 
normal Pi-complement , then G has a normal A -complement. Otherwise the 
second possibility of the theorem holds with P i = H, P 2 = K. The final 
condition of the theorem follows from the fact t ha t </> has order 6 on Qi(H). 

If P - P i X T2, then P = Tx X P2 , where Pi is the inverse image of Tx 

and T2 is the normal Pi -complement contained in the inverse image of T2. 
We have only to verify (b). Now A C\ T\ <\ P i and Pi admits an auto
morphism 0i of order 2 which fixes A C\ P i and is such tha t the image </>i 
of 4>i on Pi = Til A C\ Pi leaves only the identi ty element of 7 \ fixed. This 
implies t h a t 7 \ is abelian. Fur thermore by Lemma 2.1, A C\ Pi C Z(P X ) . 
T h u s c l (Pi) = 2 and (b) follows a t once. 

Suppose next t ha t P i C\ A = 1. If G has a normal A-complement, then 
so does G. Hence we may assume P satisfies the second al ternat ive of the 
theorem. If o (P i ) > 3, the theorem follows as in Case 2 of Theorem 3; while 
if o ( P i ) = 3, i t follows for the same reason t h a t G = A(l\ X 7 2), where 
<t> has order 2 - 3 s on Pi , P i satisfies (b), and 7 2 satisfies (c). Again it remains 
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to verify (b). If Q\(A P \ Pi) <] Pi , it follows by induction and the a rgument 
of the preceding case t h a t T\ satisfies (b). 

In the contrary case we mus t have A C\ 7 \ = Sli(A C\ P i ) . Let Z be the 
inverse image of Z ( 7 \ ) in 7 \ . If Z is abelian, then [7 \ , Pi] is cyclic and A-
invar iant . Since A P\ Pi < | Pi , [Pi, Pi] C\ A = 1; and it follows a t once 
t h a t A C\ T\ has a normal complement in 7 \ , which is not the case. Hence 
P i = [Z, Zl . T h u s there exists x m Z, y in A f\ Ti such t h a t [x, y] = z j * 1 
in P i . On the other hand, by the s t ruc ture of f\, we can choose x so t h a t 
x — Xiz for some Xi in X\. B u t then if Xi is a representat ive of Xi in Pi , [xi, y] 
= Zi Ç P i ; and it follows t h a t [x, y] = 1, a contradict ion. 

5. S o m e specia l r e s u l t s o n l inear g r o u p s . Lemma 3.1 of (2) was the 
principal tool in the proof t h a t a solvable regular 0-group is ni lpotent (2, 
Theorem 1). In analysing the s t ructure of ABA-groups, we shall need some 
slight extensions of this result. For our present purposes, it will be more con
venient to rephrase this lemma in terms of groups of linear t ransformat ions: 

LEMMA 5.1. Let L = AQ be a linear group acting irreducibly on an m-dimen-
sional vector space P over a field with p elements, where A = (</>) is cyclic, Q is 
an elementary abelian q-group for some prime q\ ^ p, and Q is a minimal normal 
subgroup of L. Assume further that Q does not have the unit representation as an 
absolutely irreducible constituent. Then if d denotes the order of <j> on Q and h 
its order on P , we have d | m and h \ d(pm,d — 1). 

Remark. If G denotes the holomorph of L and P , the final condition of the 
lemma is simply the s t a t emen t t h a t no element p^ 1 of P lies in Z(PQ). 
The minimali ty of Q in tu rn implies t h a t PQ has a trivial centre. 

We shall need a special case of this result : 

L E M M A 5.2. Under the hypotheses of Lemma 5.1, if the subspace P 0 of P left 
elementwise fixed by 0 is one-dimensional, then d = m = h. 

Proof. If we take P 0 as the minimal subspace W of P in the proof of Lemma 
3.1 of (2), we conclude a t once t h a t 4>d is the ident i ty on P . Fur thermore , the 
same lemma shows t h a t over the algebraic closure K* of the ground field, 
the corresponding vector space P * can be decomposed into the direct sum 
of subspace Pf, P\, . . . , P ? , each of dimension d, each invar iant under </>, 
and such t ha t the matr ix §t of cj> on P * with respect to a suitable basis assumes 
the form 

/ 0 1 0 . . . 0 \ 
0 0 1 0 . . . 0 

(20) $ < = , bt e K*, i = 1,2, . . . ,t. 
0 0 . . . 1 I 

\bt0 ...0/ 

Since <t>d = 1 on P , bt = 1 for all i, and hence we m a y assume t h a t the P* 
are actual ly subspaces of P . Now 1 is a characterist ic root of each <ï>f, and 
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hence </> leaves fixed some non-zero vector of each P*, i = 1, 2, . . . , t. Bu t 
by hypothesis the subspace left elementwise by <j> is 1-dimensional. T h u s 
t = 1, and d = m = h. 

From Lemma 5.1 we can derive a slight extension of Theorem 1 of (2) . 

LEMMA 5.3. Let G = ABA = AT, where T <\ G. Assume T = MQ where 
M<\ G, A H T C M,Q is a q-group and if G = G/M = ÂQ, that Q is a 
minimal normal subgroup of G and N(Â) = Â. Assume further that Z(M) 
contains a p-subgroup P, p 9e q, such that A O P = 1 and P is a minimal 
normal subgroup of G. Then PQ is nilpotent. 

Proof. C(Q) C\ P is invar iant under A since P C Z(M), and hence 
C(Q) C\ P <\ G. In view of the minimali ty of P, we may assume 
C(Q) P P = 1. If PQ is A - invariant, PQ is a regular </>-group and hence is 
nilpotent by Theorem 1 of (2). If PQ is not A - invariant, the proof of Theorem 
1 of (2) goes through without essential change. 

In fact, G may be regarded as a group of linear transformations on P and 
as such satisfies the hypotheses of Lemma 5.1. Fur thermore <f> has order d > 1 
on Q since A Pi Q = 1 and N(A) = A. In view of Lemmas 4.1 and 4.2 of 
(2), it suffices to show tha t d divides the <£-index rx of P. By the proof of 
Theorem 10 of (2), T contains an element g such t ha t the elements <£*([&],) 
include a set of coset representatives of A P\ T in T. If t is the least integer 
such t h a t [gYT £ (A C\ M)P, r\ may clearly be taken as a multiple of rt. 
On the other hand, [g]l

r = 1 and since Q is abelian, $rt(g) = g, whence d \ rt. 
Thus d | r\. 

We shall also need a slight variation of this result. 

LEMMA 5.4. Lemma 5.3 holds under the alternative assumption that Q is a 
quaternion group and À does not centralize Q. 

Proof Clearly C(Z(Q)) H P < G. If C(Z(Q)) H P = P , P is in the 
centre of M* = Z(Q)M, and the conclusion follows a t once from the preceding 
lemma with M* playing the role of if . In the contrary case, Q and hence Q 
is represented faithfully on P . 

If Â = (â), â3 is in the centre of G. Hence if P i denotes a minimal subgroup 
of P invariant under <£3, P can be wri t ten as the direct product of subgroups 
Pi, i = 1, 2, . . . , n, of the same order p\ each invariant under </>3, and on 
each of which </>3 has the same minimal polynomial. In particular, if h denotes 
the order of </> on P , we have 
(21) fc|3(£'- 1). 

If n = 1, P i = P , and <£3 acts irreducibly on P . If P is extended to a vector 
space P * over the algebraic closure of the field with p elements, it follows 
t h a t 0 3 is represented in P * by a diagonal matr ix with distinct characterist ic 
roots. On the other hand, since A P\ Q is not in the kernel of the representation 
of G on P , a t least one of the absolutely irreducible consti tuents, say, x> of 
G in P * has degree > 1. (In fact, it is easy to see t ha t they are all of the same 
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degree.) Since â3 is in the centre of G, â3 is represented by a scalar matrix in 
the representation %• It follows at once that <£3 is represented in P* by a 
diagonal matrix whose characteristic roots are not all distinct. This is a contra
diction, and hence n > 1. 

Now the order d of 4> on Q is either 3 or 6, and it follows as in Lemma 5.3 
that the </>-index r\ of P is a multiple of 3. Since one of the inequalities 
h2 > fio(P) or hp > o(P) must hold and o(P) = ptn, it follows at once from 
(21) that n ^ 2, whence n = 2. 

Let g = gig2 be a ^-generator P , where g< £ Pt, i = 1, 2. If g G P*, say 
g Ç Pi, the elements <£3*([g]^) a r e a ^ m ^Pi since P i is invariant under </>3 

and 3 | r±. Hence there are at most 3(pl — 1) elements different from 1 of 
the form $*([g]^ ) in P , and consequently 

(22) 3(p' - 1) è P2t ~ 1, 

and this is impossible since p ^ 2. 
We may therefore assume that gi 9e 1, g2 ^ 1. To reach a contradiction, 

we shall show that (22) holds. It clearly suffices to prove that there are at 
most pl — 1 distinct elements different from 1 of the form 4>*i:([g]3

n) 
= *8 i(ki]^)*3 i(k2];2) . Suppose </>u(\gi]'ri) = «^ (k i f t ) for some t,j,k,m. 
Since </>3 acts irreducibly on Pi , P 2 with the same minimal polynomial, the 
corresponding relation with gi replaced by g2 must hold, and we conclude at 
once that there are at most pl — 1 elements of the required form. 

6. Exceptional ABA -groups of types I, II, and III. We have seen in 
§4 that there exist ABA-groups G with N(A) = A in which A does not have 
a normal complement. In this section we shall determine two further classes 
of A BA -groups which have this property. We begin with the following lemma. 

LEMMA 6.1. Let G = ABA = AT, where T <\ G. Assume that T = MQ, 
where M is nilpotent and normal in G, Q is a q-group for some prime q, and if 
G = GIM = ÀQ, then N(Â) = Â. Then if L C M is normal in G and G 
= G/L = ABA, we have N(Â) = Â. 

Proof. The proof is by induction on o(G). It clearly suffices to prove the 
lemma under the assumption that L is a minimal subgroup of M normal in G. 
Since this implies that L is abelian, the lemma will follow at once from Lemma 
2.3 if we can show that every subgroup of A lies in the centre of its normalizer. 

Let Ao (Z A and Go = N(A0). If Go C G, we may assume by induction 
that AQ Ç Z(Go). Thus we need only consider the case in which A0<\ G. 
Let P be a ^-Sylow subgroup of M. Since M is nilpotent, P <| G. If p §; 5, 
it follows from Theorem 2 that Gv = AP = .4P*, where P* <\ Gv and 
A n ? * = l. The hypotheses of Lemma 2.1 are satisfied if we take AQ for H 
and ,40P* for G. Thus A0 C Z(A0P*) and hence A0 Ç Z(GP). On the other 
hand, if p = 2 or 3, Lemma 4.1 and Theorem 4 imply that A0 ÇZ Z(GV). 
Thus A0 Q Z(AM). 
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I t follows t h a t G = AQ acts as a group of automorphisms of A 
N(A) = A, we can again apply Lemma 2.1 to conclude t h a t the elements of 
Q induce the ident i ty automorphism of A0. Thus Q centralizes A0l and Ao 
QZ(G). 

The preceding argument can easily be adapted to give the following 
corollary : 

COROLLARY. Let G = ABA, and assume A contains a subgroup A$ which is 
normal in G such that G = G/A0 satisfies the hypotheses of the preceding lemma. 
Then A 0 is in the centre of G. 

Remark. The lemma also obviously holds if Q C A. 

T H E O R E M 5. Let G = ABA = AT, where T< G. Assume that T = MQ, 
where M 9e 1 is nilpotent and normal in G, Q is a q-group for some prime q, 
Z{T) = 1, A Pi P C M, and no normal subgroup of T lies properly between 
M and T. Then either 

(a) M is a 2-group of order 23*, o(A r\ M) = 2s and o(Q) = 7; or 

(b) M is an abelian group of type (t, t), where 2 Jf t, 3 K t, o(A Pi M) = t 
and o(Q) = 3. 

Furthermore, if $ denotes the image of <t> on G = G/M = ÂQ, then 

(c) <t> has order 3 -2 s on T and </> has order 3 onQ in case (a ) ; and <j> has order 
2t on T and 4> has order 2 on Q in case (b) ; in either case Q does not have 4>-index 0. 

(d) There exists a q-Sylow subgroup Q* of T such that <£((?*) = uQ¥u~l, 
u Ç A C\ M, and no q-Sylow subgroup of T is A-invariant. 

(e) In case (a) 12i(Z(ikf)) has order 8. 

(f) For any proper subgroup L of M normal in G, G/L satisfies the hypotheses 
of the theorem. 

Proof. Since M is nilpotent and Z(T) = 1, (o(M), q) = 1. If P is a minimal 
subgroup of Z(M) normal in G, then P is elementary abelian of order pm for 
some prime p. Fur thermore A C\ P 9^ 1, for otherwise by Lemma 5.3 PQ 
is nilpotent which is not the case. Also P <£ A, for by Lemma 6.1 N(Â) = Â 
and then Lemma 2.1 forces Q to centralize P. Thus m > 1. Since P Ç Z(M), 
G can be regarded as a group of linear transformations on P\ and since A C\ P 
is cyclic, the hypotheses of Lemma 5.2 are satisfied. Hence if 0 has order h 
on P and </> has order d on Q, d = m = h. 

By Lemma 2.2, P = (A Pi P) X Po where P 0 is a regular 0-group of order 
pm~l. Since 4> has order m on P 0 , mp > pm~l if P 0 is of </>-index 0. The only 
solutions of this inequality are m = 2 or m = 3 and p ^ 2. On the other 
hand, if Po is of </>-index r0 5* 0 and if <f> acts irreducibly on P 0 , then 

(23) m2 > r0p
m-\ 

which implies p = 2, m ^ 6 or p = 3, m = 2. An even stronger inequali ty 
holds if 0 does not act irreducibly on P 0 . 
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It follows readily from the proof of Lemma 5.2 t h a t / ( X ) = Xm~l + Xm~2 

+ . . . + X + 1 is the characteristic polynomial of <j> on P0 . Hence if p = 2 
and m is even, 1 is a characteristic root of $ on P0 . Since this leads at once to 
the contradiction N(A) D -4, the cases p = 2, m = 2, 4, or 6 are excluded. 
Lemma 1.7 shows that p = 2, m — 5 is also impossible. Thus p = 2, m — 3 
or w = 2, and hence o(P) = 8 or £>2. If o(P) = p2

} then p ^ 2, for otheriwse 
0 leaves the generator of P 0 fixed. In particular, it follows that (m,p) = 1 
in all cases. 

Since N(A) — A by the preceding lemma, Q is a regular 0-group. Our 
hypotheses imply that 0 acts irreducibly on Q, and hence one of the inequalities 
dq > o(Q) or d2 > o(Q) necessarily holds. Since m = d = 2 or 3, we conclude 
that o(Q) = q except possibly in the case d = 3, q = 2. But £ = 2 if m = 3, 
whence p = q, a contradiction. Thus o(Q) = g. 

We next establish (f). We may assume P C M, since otherwise (f) holds 
trivially. If G = G/P = AT = ÂMQ, it clearly suffices to show that G 
satisfies the conditions of the theorem. Since N(A) = A by the preceding 
lemma, we need only show that Z{T) = 1; so assume the contrary. Let K 
be a minimal A -invariant subgroup of Z(T) C\ M and let K be the inverse 
image of K in G. We may clearly assume K is a £>-group, for otherwise 
Z{T) * 1. 

Now if (y) = Q and x G K, we have 

(24) [x, y] = z,z£ P . 

Since 2 G Z(ikf), [xp, y] = 1. But xv G P Q Z(M), and hence xp = 1. 
Consider first the case p = 2. Then clearly K is elementary abelian. If the 

order of </> on K is odd, then the holomorph of Q and 0 is completely reducible 
on K, so that K = P X H where H is invariant under Q and 0. Clearly Q 
centralizes H. To obtain a contradiction, we need only show that H is in the 
centre of M. Since M is nilpotent, it suffices to show that H is in the centre 
of the 2-Sylow subgroup 5 of M. 

Since 5 contains at most one A -invariant abelian subgroup of type (2, 2), 
H is not of type (2, 2) and <j> does not have order 3 on H. Furthermore H C\ A 
= 1, since A C\P j*l. Now by Theorem 3, AS = A (Si X 52), where Si, S2 

satisfy the conditions of Theorem 3. Our conditions imply that / / C S2. 
Since S2 is a regular </>-group and H is a ^-invariant abelian subgroup of S2, 
HQZ(S2) and hence H C Z(SX X S2). Now S = (,4 Pi S)SiS2 and it 
follows from the minimality of X that A C\ S centralizes H. Thus H Ç Z(S), 
a contradiction. 

If </> has even order on i£, i£ must be of type (2, 2). By the proof of Theorem 
3, S contains such a normal subgroup K only if ^4Shas a normal A -complement. 
But then if S were non-abelian, P 0 = [s, s] P\ P would be Q-invariant, which 
is not the case. Thus S is abelian, and we conclude that Z(T) 9e 1, a contra
diction. Thus (/) holds if £ = 2. 

Suppose then that p ^ 2. If Xi, x2 G X, it follows readily from (24) that 
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[[xi, %2],y] = 1. Since [xh x2] € P , we conclude that K is abelian, and, as 
above, K is elementary abelian. The balance of the proof now parallels the 
case p = 2. Thus (f) holds in all cases. 

We next prove that T contains a g-Sylow subgroup Q* satisfying (d). By 
induction T possesses such a g-Sylow subgroup and hence for some g-Sylow 
subgroup Qi of T we have </>((?i) = vQiV~l, where v £ {A P M)P. Since </> 
has order m on P and (w, p) = 1, it follows that (A P i f )P = (A P M) X P 0 . 
If ^ = w ô, where u £ A C\ M and z;0 G Po, there exists an element w in P 0 

such t ha t w<j>(w~l) = ZJ0, whence <£(w<2iW_1) = <J>{W)UVÇ)QIVQ~1U~14>(W~1) 
= uwQiW~lu~l. The subgroup Q* = wQiW~l thus has the required property. 
Without loss of generality we may assume Q* = Q. 

This result will now be used to establish (a) and (b). Consider first the case 
P = M. Since o(Q) = q, Q acts regularly on P . If p = 2, o(P) = 8, and we 
must have q = 7. Suppose then that o(P) = p2. Now AT is an ABA -group 
so that there exists a fixed element g in T and an integer r such that the 
elements <£*([#]J) include a set of coset representatives of A P P in P. Write 
g = xyy where x £ P and (3/) = Q. Since d = 2, <j>(y) = uy~lu~l, where 
u e AC\ P by (d). li d f r, 0*([g]£) is of the form W or zery*1, w £ P, for all 
,̂ j ; and this gives immediately q = 3. On the other hand, if d | r, [g]̂ ' £ P if 

and only if q \ j . But now since <j> has order 2 on the abelian group P, 

(25) [g]« = (xy) (xuyu~l) (xu2yw~2) . . . (xwff_1yw~((Z_1)) 

Since 3; acts regularly on P, (xuy)Q = 1, and hence [g]£ = u~Q. Thus . 4 P P 
itself is the only coset of A P P in P which is of the required form. Thus 
q = 3, as asserted. Since p 9^ q, q = 3 implies p 9e 3. The remaining conditions 
of (a) and (b) have been established above in the case P = M. Furthermore, 
we have shown, when d = 2, that d \ r and hence that Q does not have 
0-index 0. The argument applies equally well if d = 3 and q = 7. 

Assume next that PCM. By induction M is either a 2-group of order 
23(»-D, 0 ( 1 P M) = 2 s-1 and g = 7 or Af is abelian of type (/', / ') , 2 f /r, 
3 | f , o ( l n i ) = *' and q = 3. In the first case o(P) = 8, M has order 
23s, o(A r\M) = 2s. In the second case o(P) = p2 with p 7* 2, 3, o(M) = /2, 
where £ = pt' and o(^4 P Af) = t. Furthermore, [ikf, Af] is cyclic, normal in 
G, and contained in P . But P is a minimal normal subgroup of G and is of 
type (p, p). Thus [P, P] = 1 and M is abelian. To prove M is in fact of type 
(t, /), we need only show that the ^-Sylow subgroup of M is of type (pc, pc), 
and this follows at once from the fact that A is cyclic. 

It follows for the same reason that 12i(Z(Af)) = P in case (a). Thus (e) holds. 
To prove (c) let k be the order of ^ on T and set t = 2s in case (a). Then in 

both cases (a) and (b), it follows from (d) that k \ mt. On the other hand, we 
clearly have m \ k and (m, /) = 1. Now o(^4) = mte, for some integer e. If 
k < mt, it follows at once that y = <t>ke(y) = alieya~1<'e, and hence that Q 
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centralizes ake. Bu t clearly ake ^ 1 and lies in A Pi M, a contradict ion. T h u s 
k = mt. Since the final assertion of (c) has already been established, (c) holds. 

T h e same a rgument shows t h a t no g-Sylow subgroup of T is invar iant under 
A, thus completing all par ts of the theorem. 

Theorems 3, 4, and 5 will serve to mot iva te the definitions of exceptional 
ABA-groups which we shall now make. In view of wha t is to follow, it will 
be necessary to include a slightly larger class of groups than those satisfying 
the conditions of these theorems. 

D E F I N I T I O N . Let G = ABA = AT, where T<\ G. Then G will be called 
an exceptional ABA-group 

(a) of type / i f T is a 2-group and G satisfies the hypotheses of Theorem 3 
with T = Tx •£ 1 ; 

(b) of type II if T = MQ, M is a 2-group normal in G, Q is a 7-group, 
i n r C t f , C{M)C\ Q = Qo is cyclic, G = G/Qo = AT satisfies the hypo
theses of Theorem 5; 

(c) of type III if T = MQ, M is abelian of type (t, t), (t, 3) = 1, Q is a 
3-group; if Qo = C(M)C\ Q, then G = G/Qo = AT satisfies the hypotheses of 
Theorem 5; either AC\ T C M and Ço is cyclic or G = G/M = ÂQ, satisfies 
the hypotheses of Theorem 4 with Q = 7 \ . 

Fur thermore if Qo is cyclic and disjoint from A, we require the following 
addit ional conditions in (b) and (c) : if G = G/M = AQ, then $ has order 
m - qs on Q, where m = 3 if a = 7 and m = 2 if a = 3, and Q is not of 0-index 0. 

Remarks. For exceptional groups of type I I I , we shall also allow the possi
bility t h a t M = 1 and G satisfies the conditions of Theorem 4 with Q = T\. 
T h e complexity of the definition of exceptional groups of types II and I I I 
arises from the need for T to be A - invariant . T h e problem is t h a t the image 
Qo of Qo does not possess an A-invar iant complement in Q. If Q = RK, where 
i? , K satisfy the conditions of Lemma 1.3, our requirements force Q = H and 
S D F, where F is the </>-nucleus of Q. Lemma 6.3 will give further clari
fication of this point . 

We shall also call an A - invariant subgroup T of an A BA -group G an excep
tional subgroup of G (of type I, I I , or I I I ) if G* = AT = AB*A is an excep
tional AB*A-gro\\p (of type I, I I , or I I I ) . 

We next prove 

L E M M A 6.2. Let G = ABA = AT, where T <\ G. Assume that T — MQ, 
where M is nilpotent and normal in G, Q is a q-group for some prime q, (o(M), q) 
= 1, and AC\ T C M. Let Q\, Qi be two disjoint subgroups of Q such that 
MQi <| G,i = 1,2. Then either Qi or Q2 centralizes M. 

Proof. Let 5 i be a minimal subgroup of Qi such t h a t MS\ <\ G. If S\ central
izes M, MSX = M X Si and since o{M) is prime to q, Sx < G. If Gf = G/Si = 
A'T' = A'M'Qf, N(A') = A' since 4 H 5 i = 1, and the lemma follows a t 
once by induct ion. We m a y thus suppose t h a t 5 i does not centralize M. 
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Let L be a maximal subgroup of M normal in G such t ha t LS\ = L X Si 
and set G = G/L = AT = ÂMQ, Si denoting the image of Si in Q. If P is a 
minimal subgroup of M normal in G, it follows from the maximali ty of L and 
the nilpotency of M, t h a t Si does not centralize P . But then by the first pa r t 
of the proof of Theorem 5, o(Si) = q, and if G = G/M = ÂQ, $ has order m 
on the image Si of 5 i in Q, where m = 3 if q = 7 and m = 2 if q = 3. 

If 5*2 is a minimal subgroup of Ç2 such t h a t MS2 <| G and S2 its image in Q, 
we may similarly assume t h a t 0OS2) = q and t h a t </> has order m on S2. Bu t 
S iS 2 = Si X S 2 mus t be a regular 0-group, which is impossible by Lemma 1.2 
since $ has the same order on each factor. This contradiction establishes the 
lemma. 

LEMMA 6.3. Let G = ABA = AT, where T < G. Assume that T = MQ where 
M is nilpotent and normal in G, Q is a q-group for some prime q, A O T C M> 
and M C\ Z{T) = 1. Then T = r * X (?*, where T* us an exceptional sub
group of type II or III, ()* C Q, and Q* < G. 

Proof. We may suppose M 9e 1 since otherwise the lemma holds trivially 
with T* = 1. Our conditions imply t h a t M has order prime to q. Let now 5 
be a minimal subgroup of Z(Q) such t h a t MS <| G. We distinguish two cases. 

Case 1. For any minimal subgroup P of M, normal in G, PC\ C(S) = 1, and 
only the ident i ty element of Q centralizes M. 

I t follows as in the proof of Theorem 5 t h a t o ( P ) = pm, where m = 3, 
q = 7 if £ = 2 and m = 2, g = 3 if p 5* 2, t h a t o ( i H P ) = £, and t h a t 
o(5) = q. Fur thermore , as in the proof of (f) of Theorem 5, MC\ Z(MS) = 1. 
T h e minimali ty of S implies t h a t Z(MS) = 1. Hence P* = MS is an excep
tional subgroup of type II or I I I . 

If Si C Q is such t ha t SHSi = 1 and MS! < G, then MSi = ¥ X 5 i by 
Lemma 6.2. Our present assumption implies t h a t the image S of S in G = 
G / M = ÂQ is the unique minimal subgroup of Q, normal in G. 

Since Q is represented faithfully on P and o (P ) = 8 or p2, Q must be abelian 
and hence cyclic. If P* is of type I I , o(Q) = 7, or else £2i(Q) centralizes ikf. 
If P* is of type I I I , the a rgument in Theorem 5 which showed t h a t q = 3 
can be repeated to show tha t o(Q) = 3. T h u s S — Q, and the lemma follows 
with P = T*. 

Case 2. Ei ther 5 centralizes some minimal subgroup of M normal in G or 
C(M)r\Q ^ 1. 

Now C(M)r\T <\ G. Since (o(M), q) = 1, Ço = C ( M ) n Ç is characteristic 
in C(M)C\ T and hence is also normal in G. T h u s if Q0 ^ 1, Q contains a sub
group 9e 1 which centralizes M and is normal in G. We shall show tha t the 
same assertion holds if S centralizes P . We may clearly assume C(M)(~\ Q = I. 

Let L be a maximal subgroup of M normal in G which is centralized by 5 
and assume LCM. Set G' = G/L = A'T = .4'ilP<2', 5 ' denoting the image of 
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5 in Q'. If P' is any minimal subgroup of M' normal in G', then C(P') P\ S' = 1. 
If ( V = C{M')r\ Qf and Qo denotes the inverse image of ( V in Q,S Pi ( V = 1 
and it follows from Lemma 6.2 t h a t Ço centralizes M. T h u s Ço = 1 and con
sequent ly ( V = 1. I t follows now by Case 1 applied to Gf t h a t Qf = Sr and 
hence t h a t LC\ Z(T) ^ 1, cont rary to hypothesis . T h u s L = M and 5 central
izes M. 

I t remains therefore to prove the lemma under the assumption t h a t 5 
centralizes M. Let G = G/S = AT = ÂMQ. Since A C\ S = 1, N(Â) = Â. 
Since M has order prime to q, M C\ Z(T) ^ \ implies M C\ Z(T) ^ 1. T h u s 
MnZ(T) = 1, and it follows by induction t h a t T = T* X <2", where f* 
is an exceptional subgroup of type II or I I I , Q" C Q and Q" <\ G. 

If f * = MQf with (5' C Q, and if ()', <2" are the inverse images of Q', Q" in 
JT, then Q'C\ Q" = S and Q" centralizes M. T o complete the proof, we must 
show t h a t one of the following two possibilities necessarily holds: 

(a) Q' = <2i X 5 and MQx < G; 
(b) Q" = (?2 X 5, Q2 <] G, and AfQ' is an exceptional subgroup. In the 

first case the lemma will follow with T* = MQi and <2* = Q"; and in the 
second case with T* = MQ' and Q* = Q2. 

Now Q is a regular 0-group and hence has the form Q — HK, where H, K 
satisfy the conditions of Lemma 1.3. Suppose first t h a t Q' Ç H. Since Q' does 
not have </>-index 0, Q' Çf F, where F is the 0-nucleus of Q. Bu t then Qf = 
H D F; and it follows from Lemma 1.3 t h a t K is abelian and hence tha t 
Q = Q' X Q2, where Q2 is 0-invariant . T h u s (b) holds. 

Suppose then t ha t Q' Cf. H. If Q' = Qf/S has order greater than q, it follows 
from the s t ructure of Q' t h a t Q' = H X S and t h a t H D F. Bu t then Q" C # 
and Q = H XQ"; and (a) holds. Finally if o(Q') = 9, we mus t have Q' = 
/S X Q b where Qi i s ^ - invar iant ; otherwise o(S) = q, <j> has order w^ on Q', 
where m = 3 if g = 7 and m = 2 if g = 3 , a n d Q ' = / / , cont rary to assumption. 

7. S o m e propert ies of except iona l ABA - g r o u p s . T o help i l luminate 
the discussion we shall give an example of an exceptional ABA -group G of 
type I I I and of order ftp2. T h u s G = A T = AMQ, where M is abelian of type 
(P>P)> ° (<2) = 3, and o(A) = 2p. If (xu x2) is a basis for if , (y) = Q, and 
(a) = / l , we may assume, in view of Theorem 5, t h a t 

(26) Xi = a2, <j>(x2) = ax2a~l = xj1 and <j>(y) = x\y~lxïk 

for some integer k. First of all, we must have k = \{p + 1) since otherwise 
y centralizes A C\ M. 

Fur thermore 

(27) yxiy l = Xix2, yx2y
 1 = Xix2 

for suitable integers a, (3, 7, 6. 
Applying (j> to (27) gives 

(28) y~lX\y = XiX^, y~lx2
ly = x\x2

b. 
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From (27) and (28) together we deduce t ha t 

(29) a = b and a2 - fiy = 1. 

T h e condition t ha t y induce an automorphism of M of order 3 gives in 
addit ion 

(30) * = HP- 1). 

Conversely conditions (26)—(30) with k = \(p + 1) are sufficient to define 
a group G of the form AT = AMQ such t h a t T < G, Z(T) = 1, and N(A) = 
A. Fur thermore , the elements [y]\j are in the coset (AC\ M)xfj of A C\ M, 
while the elements [ j ] ^ + 1 are in the coset (AC\ M)x~^kjy. I t follows t h a t the 
elements </>*(Ly]i) include a set of coset representatives of AC\ M in T . T h u s 
G is in fact an ABA -group with B = (ya). Exceptional ABA -groups of type 
II can be similarly constructed. 

We shall now determine a few of the properties of ABA -groups which 
contain exceptional subgroups of types II or I I I . 

L E M M A 7.1. Let G be an ABA-group containing an exceptional subgroup 
T j * 1 of type II or III. Then 2\o(A), 2\o(B), 6 | o(G), and if B2 denotes 
the 2-Sylow subgroup of B, B2 (Z A. 

Proof. By assumption G* = AT = AB*A, J3* C B, is an exceptional 
AB*A-group. I t clearly suffices to prove the lemma for G*, and hence wi thout 
loss of generality we may assume G* = G. If T = MQ with M ^ 1, we may 
also assume t h a t Qo = 1, and t ha t no proper subgroup of M is normal in G, 
for otherwise the lemma follows by induction on o(G). 

T h u s M is elementary abelian of order pm, where m = 3 if p = 2 and m = 2 
if p 9^ 2. Fur thermore o(Q) = q, where correspondingly q = 7 or 3. In either 
case 2 | o(^4), 6 | o(G) by Theorem 5. If p = 2, (a6) <\ G and by induction 
we may assume o(^4) = 6. Thus o(G) = 168. Since G is an A BA -group, there 
must exist an element y in T and an integer r such t h a t the elements ^([y]*) 
include a set of coset representatives of AC\ M in T. By Theorem 5, we may 
take r = 1, and hence the element b = ya will be a generator of B. Now Z>3 = 
(ya)3 = y4> (y)<t>2 (y)a\ so t ha t by the s t ructure of T, ¥ G M. If ¥ G A C\ M, the set 
ABA will contain less than 168 distinct elements. T h u s o(J5) = 6 and B2 (£_ A. 

Similarly, if T is of type I I I and M 9^ 1, we may assume o(G) = 6^>2, 
o(/4) = 2p. Again we have B = (b), where b = (ya) for some element y in T, 
a n d £ 2 = (ya)2 = y<i>(y)a2 e M.Thusb™ = 1. Since bv = (b^b and bv~l G M 
since p is odd, bv £ A would imply tha t b Ç AM and the set ABA would be 
contained in AM, which is not the case. Hence o(B) = 2p and B2 = (bp) ÇL A. 

Suppose finally t ha t M = 1 and T is an exceptional 3-group. Then by 
Theorem 4, G = G/Z(T) = AT = ABA, where T is an elementary abelian 
$-group of order 9 on which <j> has order 6. Again we may assume o(À) = 6. 
Now B = (5), where b = yd, ye f. Thus W = 1. If 53 £ i , then 
[£]3 Ç i n Î1 = 1, which is not the case. T h u s 2\o(B) and B2 Çf A, com
pleting the proof. 
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T H E O R E M 6. An ABA-group G cannot contain exceptional subgroups of both 
type II and III. 

Proof. Suppose G contains an exceptional subgroup T\ of type II and an 
exceptional subgroup 7"2 of type I I I with Tt ^ 1, i = 1, 2. Then Gt = ATt = 
ABtA, Bt C B, is an exceptional ABtA-group of type II if i = 1 and of type 
I I I of i = 2. If B\ denotes the 2-Sylow subgroup of Bu it follows from the 
preceding lemma t h a t B\ (£_ A, i = 1, 2. Since B is cyclic, this implies 
B\ r\ B* (£_ A and hence t h a t G\C\ G2 ÇL A. We shall derive a contradict ion 
by showing tha t , in fact, G\C\ G2 = A. 

By Theorem 5 and the definition of exceptional subgroups, </> has order 
3.2S7* on T\ for some 5 and k. Hence if p ^ 2, 3, 7, the £>-Sylow subgroup Av 

of A is normal in G\ and is the ^>-Sylow subgroup of G\. Now M2 is abelian 
of type (t, t), where 2 \ t, 3 \ t. Let Sp be the ^-Sylow subgroup of M 2 for 
some prime p \ t. If p 9^ 7, it follows a t once t h a t Sp C\ G\ C Av. 

Suppose t h a t p = 7 and 5 ^ n Gi (^ -4P. 5 P = (AVC\ M2) X Lp , where Lp 

is cyclic, invar iant under A, and the order of </> on Lp is 2. Our assumptions 
imply t h a t LVC\ Gx ^ 1. On the other hand, if Hi = C(Mi)C\ Qu APUX is 
the unique maximal A - invariant ^-group in G\. Since LVC\ G\ is A - invariant 
we mus t have LVC\ G\ C ApHi. Bu t by the s t ructure of Gi, <£ has order 3.7C 

on H1 and hence on APHU cont rary to the fact t h a t <j> has order 2 on LPC\ GL. 
T h u s Spr\ GiC Apiî p = 7, and we conclude t h a t ikf2H Gi C A. 

UM2 ^l,setH2 = C(M2) r\Q2; while if M2 = l , s e t # 2 = Z(Q2). In either 
case H2 is A - invariant and hence so is H2 P \ Gi. But , by the s t ruc ture of Tu 

A% is the only A - invariant 3-Sylow subgroup of TV, and hence H2 C\ Gi C Az. 
Thus M2H2r\G1 CA. 

Suppose finally t h a t x Ç 7"2 (~\G\, x $ M2H2. Now 2"2 P \ Gi is ^4-invariant and 
contains 4̂ Pi M2H2. Bu t by the s t ruc ture of T2, any ^4-invariant subgroup of 
2"2 which contains x and A P \ M2H1 necessarily contains a subgroup of M2H2 
which properly contains A C\ M2H2. In part icular , this mus t be t rue of TÎC\ G I , 
cont ra ry to the fact t h a t M2H2n Gx = AC\ M2H2. T h u s T2C\ GiCA. Since 
G2 = AT2, G 2P\ Gi = Ay and the theorem is proved. 

We shall also need an analogous result for ABA -groups which contain 
exceptional subgroups of types I and I I I . 

L E M M A 7.2. If G = ABA contains exceptional subgroups T±, T2 of types I 
and III respectively, then Z(Ti) C A and a 3-Sylow subgroup of JH2 has order 3. 

Proof. If Gi = ATX = ABXA and G2 = AT2 = AB2A, it follows as in 
Theorem 6 t h a t GXP\ G2 = A. Fur thermore , by Lemma 7.1 the 2-Sylow sub
group B* of B2 does not lie in A. 

Now T\ = QQ', where Q, Qf satisfy condition (e) of Theorem 3. If G0 = AQ 
= ABQA, BO = (bo), where bo = yar, y £ Q. If k is the least integer such t h a t 
\y]* = 1, then bok G A. Fur thermore , since <£ has order 3 -2 s on Q, k = 3-2m 

or 2m according as 3 \ r or 3 | r. Now the 2-Sylow subgroup B\ of B0 mus t 
lie in A ; otherwise B* H B* (Z A and GXC\ G2 D A. I t follows t h a t b0

z G A. 
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If if is a maximal A -invariant normal subgroup of Q, we may assume without 
loss that AK C A Q, for otherwise we can replace Q by K in Theorem 3. It 
follows that AK = A(b0

z)A = A, and hence that K C A. Since Q/K is 
elementary of order 4, tii(K) is a quaternion group and Z(Q) C.A. Now 
A r\ Qr = 1 and il Qf ^ 1, the proof of Theorem 3 shows that Q C\Qf contains 
an abelian subgroup of type (2, 2). Since Q contains no such A -invariant 
subgroup, Qf = 1 and Z(Ti) C A as asserted. 

The preceding argument shows that the 3-Sylow subgroup of Bi( = B0) 
does not lie in A. This forces the 3-Sylow subgroup of B2 to lie in A, 
otherwise Gx C\ G2 D A. If T2 = M2Q2, we consider G2 = G2/M2(A Pi Q2) 
= AB2A = ÂQ2. Q2 is a regular 0-group and <f> has order 2.3s on 
Q2. If B2 = (52), where b2 = y2â

r2, y2 Ç Q2, it follows as above that b2
2 G Â. 

But then [y];2 = 1, and hence o(Q2) = 3, forcing A C\ Q2 = 1 and o((?2) = 3. 

8. Strongly factorizable ABA «groups. We shall call an ^4£^4-group G 
strongly factorizable if G = A T, where T = Ti X T2 X T$, each Tt is normal 
in G; and if T\9^ 1, then 7\ is an exceptional subgroup of type I, if T2 7^ 1, 
then 7"2 is an exceptional subgroup of type II or III, and AC\ Tz = 1. 

A number of consequences of this definition follow immediately from our 
previous results. First of all, 7"3 is a regular 0-group and hence is nilpotent of 
class ^ 2. Furthermore since A is cyclic, 7\ ^ 1 implies that either 2"2 is of 
type III or T2 = 1. 

The definition also implies that G is solvable and that T = [G, G]. Finally, 
if G = ABA = AM, where M is nilpotent and normal in G, it follows from 
Theorems 2, 3, and 4 that G is in fact strongly factorizable. 

Theorem B is an immediate corollary of the following theorem, which has 
been our main objective in Part I. 

THEOREM B'. If G = ABA and G is solvable, then G is strongly factorizable 

The proof will be broken up into a sequence of lemmas. 

LEMMA 8.1. / / G = ABA is strongly factorizable, then so is every subgroup 
of G containing A and every homomorphic image of G. 

Proof. If G' is a subgroup of G containing A, G' = AT', where T' = G' C\ T, 
V < G'. Clearly V = TV X TV X 7Y, where Ti Q Tt, i = 1, 2, 3, and 
i H J / = 1. If T2 = MQ, Q contains a maximal subgroup Ço which is 
A -invariant such that MQo is nilpotent and [T2: MQo] = q. It follows from 
Theorem 5 and the definition of exceptional subgroups of type II and III 
that either T2 = T2 or T2 C MQ0. In the latter case A T2 possesses a normal 
2-complement. Similarly either Ti is an exceptional subgroup of type I or 
AT 1 possesses a normal 2-complement. It follows at once that G' is strongly 
factorizable. 

If G = A'B'A' is a homomorphic image of G, we need only show that 
N(Af) = A', for the remaining parts of the definition of strong factorizability 
follow as above. Now M* = Tx X MQQ X Tz is nilpotent and [T: ikf*] = q. 
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If G = G/M* = ÀQ, N(Â) = À, so that the hypotheses of Lemma 6.1 are 
satisfied. Hence if G = G/L and L Q M, N(A') = A'. If L C T, but L <£ M*, 
then necessarily T2 Q L. 

Since G = G/M/L/M, it follows readily that N(A') = A'. If L C A, this 
conclusion is obvious. Since L = (A C\ L) (TC\ L), N(A') = A' in all cases. 

LEMMA 8.2. Let G = ABA = AT, T <\ G, T = PQ, P a p-group normal in 
G, Q a q-group with q ^ p, and assume that G contains no normal subgroups 
which lie properly between P and T. Then G is strongly factorizable. 

Proof. The proof is by induction on o(G). If G = G/P = Â, G = AP and 
G is strongly factorizable. The lemma also holds, as remarked above, if T is 
nilpotent; and it follows from Theorem 5 if Z(T) = 1. Hence we may assume 
that none of these conditions prevail. 

Let P i be a minimal subgroup of Z(T), normal in G. Since T is not nil-
potent, P i C P . If G = G/Ply N_(Â) =_Â by Lemma 6.1, and hence by 
induction G = A T, where T = T\ X T2 X T% satisfies the required con
ditions. 

If T is nilpotent, then so is T. We must therefore have T2 = MQ, with 
M 9^ 1. In particular, this implies T\ = 1 ; otherwise p = 2 and T2 if of 
type II, which is not possible for strongly factorizable groups, as pointed out 
above. 

If Tz 9^ 1, it follows by induction that the inverse image H2 of 7\ is of the 
form P i X T2, where T2 is an exceptional subgroup of type II or III. Further
more if Hz is the inverse image of fz in G, Hz<] G and H^Q = Hè X Q. If 
T2 = MQ, we have, for any x in M and any z in 11%, [x, z] = z, z' 6 Pi . 
Conjugating this relation by y in Q, it follows that [x, y] commutes with z. 
But y acts regularly on M if y ^ 1, and hence MH% = M X Hd. Thus 
G = A (T2 X #3). Since >̂ ^ 3, the lemma now follows from Theorems 2 and 
3. We may thus assume that 1\ = 1 and hence that G = AH2. 

Now by the minimality of P i either P i C A or PiPi A = 1. Assume first that 
P i C A. Let K = Qi(M) and let i£ be its inverse image in H2. By Theorem 5 
K is elementary abelian of order 8 of p2 and 1 H i V 1. But this implies 
P i C L C K, where L is Q-invariant, contrary to the fact that Q leaves no 
proper subgroup ^ 1 of K invariant. Thus P\ C\ A = 1. 

Suppose first that M is a 2-group. Since o(A Pi K) = 2 we must have 
K = tii(K), otherwise we reach a contradiction as above. A similar argument 
shows K is abelian, whence K = (A P\ K) X K\, where Ki is A -invariant. 
Suppose Ki were not of the form P i X L, where L is A -invariant. Then 
o(Pi) = 4, o(Xi) = 16 and 4> has order 6 on Ki. But the image Ki of Kx in M 
is a regular </>-group, and by the structure of f2, its ^-index is a multiple 
of 3. Therefore Ki is of 0-index 0 and 0 acts irreducibly on Qi(i^i) = Xi, a 
contradiction. Thus Kx = Pi X L, where L is ^4-invariant. Furthermore, by 
Lemma 1.2 P i contains no A -invariant subgroups of type (2, 2). Hence if M' 
denotes the inverse image of M in G, Theorem 3 implies that M' = P i X M, 
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where M is ^4-invariant. Now Oi(Af) = {AC\K)L and fii(M) is clearly 
Q-invariant. Thus Qi(M) <| G, and it follows a t once by induction applied to 
G/Qi(M) t h a t H2 = PXX MQ. Hence the lemma holds if f2 is of type I I . 

Essentially the same argument applies if T2 is of type I I I , provided we 
can prove t ha t K is abelian. Since [K, K] is cyclic and tii(K) = K, this will 
necessarily be the case unless o (P i ) = p and K = (AC\ K)K\, where 
AC\ Ki = 1, Ki is elementary abelian of order £2, and 0 has order 2p on i£i. 
Bu t this leads to a contradiction since again K\ is of 0-index 0. 

LEMMA 8.3. Let G = ABA = AT, T < G, T = PQ, P a p-group normal in 

G, Q a ([-group with q 9e- p and A Pi T C P. Then G is strongly factorizable. 

Proof. Let G — G/P = AQ, let Qi be a minimal subgroup of the centre of 
Q invar iant under A, and let Q\ be its inverse image in Q. We may assume 
Qi d Q since otherwise the lemma follows from the preceding lemma. 

If Qi < G, we set G = G/Çi = AT. S i n c e ^ H & = 1, iV(A) = A by the 
corollary of Lemma 2.3. Hence by induction G is strongly factorizable, whence 
G = A(Ti X T2 X Ts) where the subgroups Tt satisfy the required con
ditions. Let Hi be the inverse image of Tif i = 1, 2, 3, and let P i be the 
^>-Sylow subgroup of H\Hz. Since Qj is normal in PQi , Ci is in the centre of 
H2Hz, and it follows a t once tha t H1H3 is nilpotent. Thus H^H3 = P1 X S, 
where 5 is the g-Sylow subgroup of HiH%. 

We may assume T2 9^ 1 since otherwise the lemma follows immediately. 
Now the group H2S satisfies the hypotheses of Lemma 6.3 and consequently 
H2S = T2 X Q', where T2 is an exceptional subgroup of type II or I I I , 
Q' C S, and Qf is A - invariant. Our conditions also imply t h a t P1P2 = P i X T2j 

and it follows a t once tha t G is strongly factorizable. 
We may therefore assume tha t Qi <l G. By induction G\ = APQi is strongly 

factorizable, and hence G\ = A(Ti X T2 X P3) where the subgroups Tt have 
the appropria te properties. If T2 = 1, Qi is in the centre of the nilpotent 
group P1P3. Since Qi is a g-Sylow subgroup of TiJ\, it is A - invariant and hence 
normal in G, contrary to assumption. T h u s T2 9^ 1. 

Now Ti j* 1 implies p = 2. But this is impossible since then T2 would be 
of type I I . T h u s P i = 1. Fur thermore T2 = MQi, and o(Qi) = q by the 
minimali ty of Q,. Fur thermore P = {AC\P)MTZ. If x £ P 3 and y e Q, the 
normali ty of P implies yxy~1 = sx', s £ (^4P\P)7kT, x' £ P3 . Conjugating 
this relation by yi 9^ 1 in Ci w e conclude immediately t h a t yi and s commute . 
But M is ^4-invariant and AC\M 9^ 1. Since yl is cyclic, it follows if z ^ 1 
t ha t 2* G M" for some integer i, with 2f ^ 1. But this is a contradiction since 
T2 has a trivial centre. T h u s z = 1 and hence P 3 <] G. 

If r 3 = 1, P = (A r\ P)M. If AC\P D 4̂ H M, it follows readily from the 
s t ructure of M t h a t Qi normalizes A Pi M, which is not the case. T h u s 
AC\P = AC\M. If P 3 ^ 1, we can obtain the same conclusion by con
sidering G/T^ since AC\ P 3 = 1. T h u s P = M X T3. 
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Finally, if z £ M, and y £ Q, we have 3/23;""1 = s'x, 2' G I , x G 7Y Conju
gating this relation by yi ^ 1 in (?i, we readily obtain y[z, yi]y~l = [s', 3/1]. Since 
Qi acts regularly on M, it follows that M <\ Q, and hence by Lemma 6.3 
MQ = MQ2 X Q' where each factor is ,4-invariant. Thus G = .4 (M(?2 X <2'P3), 
and since A C\ Q' P3 — 1, G is strongly factorizable. 

LEMMA 8.4. Let G = ABA and assume that G contains a normal subgroup 
P of prime power order such that G = G/P = ÂBÂ, is an exceptional ÂBÂ-
group. Then G is strongly factorizable. 

Proof. The proof will be made by induction on o(G). Let o(P) = pm and 
G = AT, where T is an exceptional subgroup. We first consider the case in 
which no proper subgroup of P is normal in G. 

Assume K <| G, where K is a g-group. If G = G/K = ABA, we first show 
that N(A) = A. By the minimality of P , either K D P or KC\ P = 1. If 
i£ D P , (3 is a homomorphic image of G, whence N(Â) = Â by Lemma 8.1. 
If Kf~\ P = 1 and P denotes the image of P in G, G/P is a homomorphic image 
of G and hence N (Â) C A P. But i£P is nilpotent and hence G0 = ^4i^P is 
strongly factorizable. If Go = Go/K, it follows that NàQ(Â) = A, whence 
N(Â) = Â, as asserted. 

Let H be the inverse image of f in G. We distinguish three cases. 

Case 1. JT of type I. We may assume p 7^ 2 since otherwise the lemma follows 
immediately from Theorem 3. Thus H — PQ, where Q is a 2-Sylow subgroup 
of H. We may assume Q contains the inverse image of A P\ T. (Since A C\ H 
need not be contained in P , the lemma is not a consequence of the preceding 
lemma.) We may assume G{P)C\Q = 1, otherwise the lemma follows by 
induction or from the preceding lemma by considering G/C(P)(~\ Q. Let K 
be a maximal subgroup of f normal in G. Then ÂK = ÂKi, where Ki is 
A-invariant and either APi K\ = 1 or Ki is an exceptional subgroup. If K\ 
denotes the inverse image of K\ in Q it follows either from the preceding 
lemma or by induction that PK\ = P X Kiy whence K\ = 1 and K C A. 
Thus Q = (AOQ)Qi, where AC\Q = Z(Q) and Qi is a quaternion group. 
Without loss we may assume Q = Qi- Since A C\ Q centralizes A f~\ P and 
AC\ Q Ç Z(Q), the minimal nature of P implies that 4 n ? = l . But then 
the conditions of Lemma 5.4 are satisfied, and hence PQ is nilpotent. 

Case 2. T = MQ is of type II. We assume p ^ 2, otherwise the lemma 
follows from Lemma 6.3. If M denotes a 2-Sylow subgroup of the inverse 
image of M in G, Go = APM is strongly factorizable by induction. Hence 
Go = A(P X Mo), where M = (AH M) M*. Since C ( P ) n i M <^G, it follows 
from the structure of T that M = M0. If G = G/ikT = APQ, PQ is nilpotent 
by Lemma 6.3, and the lemma follows at once. 

Case 3. f = MQ is of type III. M is_ abelian of type (/, t) with (t, 6) - 1; 
and Q is a 3-group. Assume first that M ^ 1. If p \ t,\t follows as in case 2 
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that the inverse image of AM in G has the form G0 = A(P X M), where 
M <\ G, except possibly if p = 2 and 7 | L In this case, it may happen that 
Go = A(T2 X M), where T2 is an exceptional subgroup of type II. But then 
the 7-Sylow subgroup So of C{P)r\ G0 has index 7 in a 7-Sylow subgroup 5 
of Go and is normal in G. It follows that [SC\ M : S0r\ M] = 7 and S 0 H i l f < T, 
contrary to the structure of T. Thus Go = A(P X M), where M < G. By 
induction G = G/M = ÂPQ is strongly factorizable. By the minimal nature 
of P , either PQ is nilpotent or PQ is an exceptional subgroup of type III. 
In either case the lemma follows at once. 

If p | t, p ^ 2, 3. In this case G0 = A (P0 X M0), where P0, M0 < G and 
Po is a ^>-group containing P. If ilf 0 ^ 1, the lemma follows easily by induction ; 
hence we may assume Mo = 1 and hence that M is a ^>-group. Furthermore 
we may assume that ÂC\Q ^ 1; otherwise the lemma follows from the pre
ceding one. Thus G = APQQ, where Q is a 3-group of class 2 and AC\ Q 9e 1. 
We may also assume Z(Q) does not centralize P 0 ; otherwise the lemma follows 
by induction. Now [Po, Po] is cyclic, and hence either P 0 is abelian or [P0, Po] = 
P has order p. But in this case Z(Q) centralizes P and consequently P0 . Thus 
Po is abelian. It follows now exactly as in the proof of Lemma 8.2 that P 0 = 
P X Pi , where P i is normal in G and AC\ P = 1. The lemma follows at once 
by induction by considering G/P\. 

There remains the case M = 1. Thus G = APQ, cl(Q) = 2, and AC\Q^\. 
As in case 1 we may assume C{P)C\ Q = 1. Since AC\Q Ç1 Z(Q) and AC\ Q 
centralizes A C\ P , it follows from the minimality of P that A Pi P = 1. Hence 
if i l , -K, and i£x are as in case 1, we must have Kx = 1 and f ç l . But by 
the structure of Q, a maximal Â-invariant subgroup of Q does not lie in Â. 

This completes the induction when no proper subgroup of P is normal 
in G. 

Case 4. P is not a minimal normal subgroup of G. Let Po be a minimal sub
group of Z(P) normal in G. If G = G/P0 = ABA, G is strongly factorizable 
by induction. Thus G = A (7\ X P2 X P3), the subgroups 7\ having the 
required properties. Let Ht be the inverse image of Tt in G, i = 1,2, 3. Under 
the hypotheses of the lemma, if Pi ^ 1 and P2 ^ 1, then p ^ 2. 

Assume first that P2 ^ 1. Then i7ii?3 is a ^-group and P 0 is in its centre. 
Po must therefore be a minimal normal subgroup of AH2, and it follows from 
Case 2 or 3 that AH2 is strongly factorizable. 

If AH2 = A (Po X P2) where T2 is an exceptional subgroup, then 
G = A(T2HiHz) and H1H3 commutes elementwise with all elements of T2 of 
order prime to p. The lemma follows immediately if p \ o(T2). Let T2 = MQ, 
and suppose next that Q is a ^-group, in which case p = 3 or 7 and HiHz = Hd. 
li M 9^ 1, the lemma follows by considering G/M; while if M = 1, it follows 
from Theorem 4. Assume next that p | o(M). If p = 2, MHiHz is a 2-group, 
4̂ P\ Q = 1, and Lemma 6.3 applies. If p ^ 2, we may assume M is a ^-group, 

or else the lemma follows by induction. Since p 9^ 2, 3, A possesses a normal 
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complement P * in AH%, which is normal in G, and centralized by Q. Fur ther 
more M = (A KM) X M*, where M* is 4 - inva r i an t . T h u s P*i f* is a 
regular </>-group, whence by Lemma 1.6, P*M* = P * X M*. Since C(P*) < G, 
we mus t have P*ikf = P* X M, and the lemma follows. 

On the other hand, if AH2 9^ A ( P 0 X T2), H2 is necessarily an exceptional 
subgroup and H\Hz = Hz. T h u s G = AH2Hz, H2r\ H% = P 0 , and Hz com
mutes with all elements of H2 of order prime to p. 

If H2 = ikfQ, Po Ç M. As above, we may assume M is a ^-group and p 9^ 2. 
li AC\ Q = 1, the preceding lemma applies; so assume 4̂ Pi Q ^ 1. I t follows 
now as in case 3 t h a t C(MHz)C\ Q 7^ 1, and the lemma follows by induction. 

Finally, if P 2 = 1, G = AH\Hz. Up = 2, i^i-H^ is a 2-group and G is strongly 
factorizable. If /> ^ 2, it follows readily t h a t AHt = A(P0X P i ) , where Tx 

is an exceptional 2-group and T\ centralizes Hz. Again G is strongly factoriz
able, and the lemma is proved. 

Wi th the aid of the preceding lemmas we shall now establish Theorem B''. 
T h e proof will be by induction on o(G). Let P be a minimal normal subgroup 
of G. If Ao C A and G0 = N(AQ), Go/Ao is strongly factorizable by induction. 
I t follows a t once from the corollary of Lemma 6.1 t ha t A0 Ç Z(Go). Since P is 
an abelian ^-group, Lemma 2.3 now yields N(A) = A, where G = G/P = ABA. 
T h u s by induction G is strongly factorizable so t h a t G = Â(f1 X fi X P3), 
where the subgroups f t satisfy the required conditions. Let Ht be the inverse 
image of Tt in G, i = 1, 2, 3. 

We shall distinguish three cases. 

Case 1. P C A. By Lemma 2.1, P ÇZ Z(PT3), whence Hz is ni lpotent . 
If p 5* 2, Lemma 8.4 implies Hx is nilpotent, while if p = 2, P (= Z(i7i) 
since o ( P ) = 2. T h u s i^i i73 is ni lpotent and it follows from Theorems 2 and 3 
t h a t AHiHz = A(TX X P 2 X P3) is strongly factorizable. If P 2 ^ 1, then 
p = 3 and 7"2 is an exceptional 3-group of type I I I . Fur thermore , by Lemma 
8.4, either H2 = P , H2 = P X P*, where P * is an exceptional subgroup of 
type II or I I I , or p = 3 and iT2 = P * is an exceptional subgroup of type I I I . 

If P 2 ^ 1, then by Theorem 6, either H2 = P or P * is of type I I I . Bu t in 
the la t ter case, it follows t h a t a homomorphic image G of G contains two 
(^-invariant subgroups of order 3, each disjoint from A ; and this is impossible 
by Lemma 1.2. T h u s H2 = P and G is strongly factorizable. We may therefore 
assume T2 = 1 and H2 7+ P. 

Suppose P1P3 is not a /?-group and let S be an r-Sylow subgroup of P1P3, 
r ^ p. If x Ç 5 , 3/ Ç i72 , we have [x, 3/] = 2 Ç P . Since P centralizes S and 
-^2, [xp, 3/] = 1 and it follows t h a t 5 centralizes H2. Bu t then we conclude t h a t 
G is strongly factorizable by considering G/S and applying induction. Hence 
we m a y assume P1P3 is a ^>-group, in which case the theorem follows from 
Lemma 8.4. 

Case 2. A C\ P = 1. This t ime Lemma 8.4 gives H2 = P or H2 = P X P2 , 
where P 2 is an exceptional subgroup of types II or I I I . Fur thermore HiHz is 
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nilpotent and AHiHz = A(Ti X TV) is strongly factorizable. It follows as in 
the preceding paragraph that G is strongly factorizable. 

Case 3. P ÇLA, A C\ P ^ 1. We may suppose that no minimal normal 
subgroup of G lies in A or is disjoint from A. 

Assume first that f 2 5e 1. Then G' = AH1H3 is strongly factorizable by 
induction. Suppose G' contained a normal subgroup L of order prime to p 
such that A C\ L = 1. Then L centralizes P and the image L of L in G centra
lizes T2J whence L centralizes H2. Thus L <] G, contrary to assumption. 
Suppose next that G' contains an exceptional subgroup T' of type II or III. 
By Lemma 8.4 and Theorem 6, Il2 also contains an exceptional subgroup of 
the same type; and this leads to a contradiction as in case 1. We conclude that 
G' has the form A(T\ X Ts), where 7\ is a ^-group. If p = 2 or T\ = 1, 
PTiTz is a ^-group and the theorem follows from Lemma 8.4. In the remaining 
case AH2J\ is strongly factorizable by induction, and the theorem follows 
at once. 

Assume finally that f2 = 1. If p ^ 2, then Lemma 8.4 implies that Hi 
= P X Ti, where either J\ = 1 or 1\ is exceptional of type I. Furthermore, 
it follows as in case 1 that H* centralizes 7Y This forces 1\ = 1, otherwise G 
contains a minimal normal subgroup which lies in A or is disjoint from A. 
Let Q be a g-Sylow subgroup of ? 3 with q 9^ 3 or p and suppose Q ^ 1. By 
Lemma 8.4 the inverse image of Q in G is nilpotent and again G contains a 
minimal normal subgroup which lies in A or is disjoint from A. Thus o(T-s) 
= pcir,d and the theorem follows from Lemma 8.3 if p ^ 3 and from Theorem 4 
if p = 3. 

On the other hand, if p = 2, it follows as in the preceding paragraph that 
o(7T

3) = 2c7rf. In this case Lemma 8.3 and Theorem 3 show that G is strongly 
factorizable. This completes the proof of Theorem B''. 

Theorem B' has the following corollary. 

COROLLARY. Let G = ABA be a non-strongly factorizable ABA-group of 
lowest possible order. Then G does not possess a non-trivial normal subgroup of 
prime power order. 

PART II 

T H E SOLVABILITY OF ABA-GROUPS 

Having determined the structure of solvable A BA -groups, we turn now 
to the proof of Theorem A. In view of Theorem B\ this is equivalent to show
ing that every A BA -group is strongly factorizable. Throughout Part II G will 
denote an A BA -group of least order which is not strongly factorizable. Hence 
all proper subgroups and homomorphic images of G which are themselves 
ABA -groups will be strongly factorizable. Furthermore, by the corollary of 
Theorem B\ G contains no non-trivial normal subgroups of prime power order. 
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9. ABA -groups which possess a normal A-complement. Let G = ABA 
and let p be a prime dividing o(^4). We shall call p non-exceptional if 

(a) G contains an A - invariant £>-Sylow subgroup P * ; 
(b) If Av is a ^-Sylow subgroup of A, then P * = APP, where P <\ P* and 

Ap H P * = 1; 
(c) N(X) possesses a normal ^ - c o m p l e m e n t for every A - invariant normal 

subgroup X ^ 1 of P* . 
Otherwise we call p exceptional. 

T H E O R E M 7. If p is non-exceptional, then G contains a normal subgroup Kp 

such that G = APKP, Av C\ Kp = 1. 

Proof. Let P* , P be as above. If p is odd, it will suffice by the Hal l-Wielandt 
theorem (6, Theorem 14.4.2) to find a weakly closed subgroup P 0 of P * such 
t h a t either P 0 Ç Z^_i(P*) or P 0 is abelian, since AT(Po) possesses a normal 
/Ip-complement. 

Now P is a regular 0-group. Let F be its ^-nucleus and set AP = AP/F. 
We know t h a t P is e lementary abelian and </> has order prime to p on P . 
Hence Âp centralizes P and P * = P*/F is abelian. In part icular , P * is abelian 
if F = 1, and we may take P 0 = P* . If F is e lementary abelian, cl(P*) ^ 2 
and we again may take P 0 = P* . If P is cyclic or abelian on two generators, 
we write P = HK, where H, K satisfy the conditions of L e m m a 1.3. I t follows 
readily t h a t K and Q^H) lie in Z2(P*) and hence Qi(P) C Z 2 (P* ) . Fur ther 
more by the s t ructure of ff, ^ i ( ^ ) Q Z2(P*); thus Oi(P*) C Z2(P*) and 
we may take P 0 = 12i(P*). 

This a rgument breaks down for p = 2. In this case we can apply the Hall-
Wielandt theorem only if P 0 is a weakly closed subgroup of Z(P*). We shall 
show in fact t ha t either Pi is a weakly closed subbroup of P * or 

Ûi(P*) £ Z ( P * ) . 
Suppose F\x C P* . Since x — albsaj for suitable i, s,j and P * is Y!-invariant, 

Fibs C P* . Since Pi is A - invariant , it suffices to prove t h a t Fib* = F±. Suppose 
first t ha t for some z in Pi, 

(31) bszb-s = alZ
f, 

where (ai) = &i(Ap) and z' £ P . 
Now ^4P = ABPA with P p = (^) Q B. T h u s &p = yar, for some 3/ in P 

and some integer r, so t h a t P is of 0-index r and 3/ is a ^-generator of P . Con
sider first the case t h a t 4>r leaves only the ident i ty element of Pi fixed and let 
k be the order of 4>r on Pi . Conjugat ing (31) by bp

l for i = 0, 1, . . . , k — 1, 
we obtain 

(32) bs<t>ri{z)b~s = a&'u 

where z[ Ç P , i = 0, 1, . . . , k — 1. 
Mult iplying these relations together for i = 0, 1, . . . , k — 1, we obtain 

1 = aikz*, where s* £ P . Bu t this is impossible since k is prime to p and 
A r\P = 1. 
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On the other hand, if <t>r is the identity on Fh bv = yar centralizes z and 
consequently also a,\Zf. Since <f>T leaves only the identity element of P = P/F 
fixed, zf G F, and hence a,\z' G Z(A2F) by Lemma 4.2. Thus bv centralizes z' 
and consequently also a,\. We conclude that a\ centralizes the </>-generator 
y of P and hence lies in Z(P*). Now P = UK. If HZ) P, 0 has order k on 
H = H/F and 4>r leaves only the identity element of H fixed. But since 4>r 

acts trivially on Pi, k\r and </>r acts trivially on H, a contradiction. Thus 
H = F. But then it follows that Qi(P*) = (a^Q^K) Ç Z(P*) and we may 
takePo = Oj(P*). 

Therefore we may assume that Pi6s C P . Hence for any z in p l f we have 

(33) bszb~s = zr, 

where z' G fii(P). 
If </>r leaves only the identity element of Pi fixed, then it follows as in the 

preceding case that [z']k
r = 1, where k is the order of </> on Pi. If P = P/H 

= K, it follows from (d) of Lemma 1.3 that 4>k leaves only the identity 
element of K fixed and hence the same is true of 4>kr. But [z']k = 1, and this 
implies that 4>kr{z') = z\ Thus z' = 1 and z' G Qi(H). 

We may assume that Zf $ Pi since otherwise Pi&s = Pi and Pi is weakly 
closed in P*. But then Qi(H) is elementary abelian and 4> has order 2k on 
Qi(H). Let kf be the order of 4>r on K = K/Fx and set y' = \y]*'. Then y' 
is a (^-generator of / / of 0-index r' = rk'. Furthermore, kf is not a multiple 
of k and hence <//' leaves only the identity element of Pi and consequently of 
P fixed. We first prove that r' is odd. 

If we set k\ = k/(rf, k), then yx = [y']k
r) is a ^-generator of P. Suppose 

2 | r', and assume first that P = Pi. Then H is abelian and <j> has order 2k 
on ff. Thus 0 ' ' (y i) = $r'([y']k)) = V'WViy') . . . 0r/(fcl-1}(y)) = yi. con
trary to the fact that 4>r' leaves only the identity element of Pi fixed. If 
P C Pi, we obtain the same contradiction by considering H/Ui(F). Thus 
r' is odd, as asserted. 

Now bp
k' = y'ar'. Hence if we conjugate (33) by bp' = bp

k'k\ we see that 
bp

f centralizes bszb~s and hence centralizes z'. Suppose first that P = Pi. 
Since bv' — yiar'kl, we conclude t h a t (f>i(z') = z\ where 4>i = <j>T'kl. Since 
k | r'ki, 4>i acts trivially on Pi. Since the subgroup of H left elementwise fixed 
by 0i is invariant under 0, it follows, if z' $ Pi, that 4>i acts trivially on H. 
Since r'k\ is odd, we conclude that </> has order k on H, contrary to the fact 
that 0 has order 2k on H. On the other hand, if P D Pi, we obtain the same 
contradiction by considering H/Ul(F). 

Suppose finally that </>r is the identity on Pi. Then as above H = P and 
Oi(P) = Qi(K) Ç Z(P). But then conjugating (33) by bpj we conclude that 
(j>r(zf) = z'. Since z' G K and </>r leaves only the identity element of K fixed, 
z' G Pi; and it follows that Pi is weakly closed in P*. 

LEMMA 9.1. If p \ o(A), but p /To(P) for any exceptional subgroup T of G, 
then p is non-exceptional. 
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Proof. Let P * be a maximal A - invariant ^-subgroup of G containing Av. 
Since G contains no normal ^-subgroups, N(P*) C G and hence N{P*) is 
strongly factorizable. T h u s N(P*) = AT* = A(T* X P * X T*). By our 
hypothesis a p-Sylow subgroup P of 7"* necessarily lies in the ni lpotent group 
P*, which is disjoint from A. By the maximali ty of P* , we mus t have P * 
= AVP. T h u s P * is a pSylow subgroup of N(P*) and hence of G. Fur thermore , 
P is A - invariant , normal in P* , and Ap C\ P = 1. 

Finally if X ^ 1 is any ^4-invariant normal subgroup of P* , then N(X) is 
strongly factorizable and hence N(X) = . I T , P ' < ,V(Z) and / l p H V - 1. 
Since .4 is abelian, N(X) possesses a normal /-lp-complement. T h u s P is non-
exceptional, as asserted. 

T H E O R E M 8. Let G = ABA, and assume that every prime dividing o(A) is 
non-exceptional. Then [G, G] is a normal complement of A in G and is nilpotent 
of class 1 or 2. In particular, G is solvable. Furthermore the hypotheses are 
satisfied if 2 { o(A) or 6 <f o(G). 

Proof. I t follows readily from the preceding lemma t h a t the assumptions 
of the theorem are satisfied if and only if G contains no exceptional subgroups. 
In particular, Theorem 3 and Lemma 7.1 show t h a t this is the case if 2 \ o(.-l) 
or 6<To(G). 

If G is solvable, Theorem B' implies t ha t G = A T, T <\ G, and A C\ T — 1. 
Since N{A) = A, we mus t have T = [G, G]; and since T is a regular 0-group, 
it is ni lpotent of class 1 or 2. 

Let then G be a non-solvable ABA -group of least order satisfying the 
conditions of the theorem. By Theorem 7, G = ApKp} where Kp <] G and 
Ap r\Kp = 1. If 

T = n KP, 
p\o(A) 

then T <] G, G = AT, and A r\ T = 1. T h u s T is a regular </>-group, whence 
T and G are solvable, a contradict ion. 

10. Proof of T h e o r e m A. In view of Theorem 8, G mus t contain an 
exceptional subgroup T. Suppose T = MQ if of type II or I I I with M ^ 1. 
Let Mi be a minimal normal subgroup of AT and set G* = 2V(M"i). Then 
we have 

LEMMA 10.1. G* contains a q-Sylow subgroup Q* such that N(Q*) C G*. 
In particular, Ç* is a q-Sylow subgroup of G. 

Proof. By Theorem 5 we may assume </>((?) = uQur1, where u ^ A C\ M. 
T h u s if o(^4 Pi M) — t, <t>%{Q) = Q and since {t, q) — 1, Q is invar ian t under 
the g-Sylow subgroup Aq of A. Since G* is strongly factorizable, G* = .4P* , 
where P* < G* and P* = T* X P * X P3*. Clearly P Ç P2*, and wi thout 
loss we may assume P = T*. If Qf denotes a ç-Sylow subgroup of P3 , Q' is 
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A -invariant and Q* = AqQQ' is a g-Sylow subgroup of G*. Let Ço = C(M) H Q. 
Then if y £ Q M Ço, we have 

(34) 0(y) = ; yV , s ' € MQ0, 

and c = 2 if g = 7, c = 1 if q = 3. 
If now x G iV ((?*), we can write x = albsaj. Since <£((?*) C MQ* 

bsajQ*a-jb-s C MQ*. In particular, bs<t>j(yd)b~s Ç MÇ* for all d. By (34) we 
can choose d so that <t>j{yd) = yz, z £ MQo, and hence 

(35) i*yzô-* 6 JkfQ*. 

Now .4Mi = ^451^4, where £ x = (£>i) C B, bi = var for some » in Mi and 
some integer r. By the structure of T, m divides r, where m = 3 if g = 7 
and m = 2 if g = 3. Furthermore, <j> has order m on M\ and Mi Ç Z(M). 
By our minimal choice of Mi, M\ is an elementary abelian /?-group for some 
prime p and hence 6ip = {var)v = vvarv = aTp. Since G contains no normal 
subgroups of prime power order, A Pi B = 1 and consequently arp = 1. 
We conclude that a7" Ç .4 O Mi and hence that èi G I i Ç Z(M). 

It follows now from (35) that [bu bs{yzYb-s] = b°[bi, y']b-s £ MQ* for all i. 
But Q acts irreducibly on Mx and hence 6sMiè~s Cj MQ*. Thus xMiX"1 

C MQ*. But Mi contains all elements of order p in MQ*; therefore xM\x~l 

= Mi and x Ç G*. Thus iV(Q*) C G*, as asserted. Since Q* is a g-Sylow 
subgroup of N(Q*), Q* is a g-Sylow subgroup of G. 

From this lemma we can derive the following extension of Theorem 7. 

LEMMA 10.2. If G contains an exceptional subgroup T = MQ of types II 
or III such that A O T C M, then G contains a normal subgroup Kq such that 
G = AqKQ and AqC\Kq = 1. 

Proof. Let Q* be as in Lemma 10.1 and let iQ* = AMQ*/M. Then Q* 
= ÂJQQ' and QQ' is a regular 0-group. If cl(Q*) g 2, then cl(Q*) ^ 2. Since 
N(Q*) C G* and q is prime to o(M), N(Q*) contains a normal ^-complement, 
and hence by the Hall-Wielandt theorem, so does G. 

But now by the proof of Theorem 7, either cl(Q*) ^ 2 or Oi(Q*) C Z2(Q*) ; 
and hence we may assume that fli(Q*) ^ Z2(Q*). If fii((?*) centralizes M, 
then Oi(Q*) is A -invariant and it follows that G = N(Qi(Q*)) is strongly 
factorizable and contains T. If G' = 4̂ 7"', where T' = TV X TV X T%', we 
must have J1 C TV and hence G' possesses a normal ^-complement. Again 
the lemma follows from the Hall-Wielandt theorem. 

On the other hand, the proof of Lemma 10.1 applies equally well to any 
subgroup of Q* which does not centralize M. Hence in the remaining case, 
À7(Œi(Q*)) C G* and the lemma follows as above. 

LEMMA 10.3. G does not contain an exceptional subgroup of type II. 

Proof. Suppose G contains an exceptional subgroup T = MQ of type II. 
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T h e n by Theorem 6, G does no t contain an exceptional subgroup of type I I I , 
and hence no exceptional subgroup of G has order divisible by 3. Bu t 3 | o(^4) 
by Theorem 5 and hence 3 is non-exceptional by Lemma 9.1. T h u s by Theorem 
7, we have G = AZK3, where Kz < G and Az C\KZ= I. Since A C\ T C M, 
the preceding lemma implies t h a t G = A 7K7, where K7 <| G and A 7 C\ K7 = 1. 
If L = Kz r\ K7, then L <\ G and A,A7 C\L=l. 

Let Mi , G*, and Q* be as in Lemma 10.1, and let .4* be the subgroup of A 
generated by the elements of order prime to 3 and 7. Then G* = AT*, where 
T* = [G*,G% and Q* = A7(Q X (?')• Now Q<2' is a 7-Sylow subgroup of L 
and since N(QQ') C G*, #((?(?') H L C ^ * . Bu t 0 has order 3.7s on 
Q = MQ/M; hence A* centralizes Q and A*T* possesses a normal ()-comple-
ment . Since c\(QQ') ^ 2, we conclude t ha t L = QH, where H<\ L and 

Q r\H = 1. 
Now clearly <t>(x) £ H for any element x of I f of order prime to 7. Since 

Q' is a 7-Sylow subgroup of H, <t>(x) Ç II if x Ç (7. If x is any 7-element of 
H, then x = ux'u~l, x' £ Q' and z/ Ç / / . Bu t then </>(x) = <j>(u)(j)(x')<j)(u~l), 
where 0(* ' ) Ç (?'. Since 4>{u) d L and H <\ L, it follows t h a t (/>(x) G # • 
We conclude t h a t / / is A - invariant . Since A7Q

f is a 7-Sylow subgroup of AH 
and ^ Q ' C (?*, -4i7 C G, and consequently H is solvable by induction. T h u s 
L and consequently G is solvable, a contradict ion. 

L E M M A 10.4. G does ?Z0£ contain an exceptional subgroup of type III. 

Proof. Suppose G contains an exceptional subgroup T = MQ of type I I I . 
Assume first t h a t 2 is exceptional. Since G does not contain an exceptional 
subgroup of type I I , it mus t then contain an exceptional subgroup 1\ of type I. 
We may therefore apply Lemma 7.2. First of all, this yields A C\ T = A C\ M, 
and hence by Lemma 10.2, G = AzK-h where Ks <\ G and A 3 P 1 Z 3 = 1. 
Secondly we have tii(Ti) Ç ^4. Now it is easy to see t h a t G possesses an 
A - invariant 2-Sylow subgroup R containing Ti, and hence by Theorem 3 
tti(A2) Ç Z(R). In the next lemma we shall show t h a t this forces tii(A2) to 
be weakly closed in R, so assume this. Now G' = N(Qi(R)) is strongly factori-
zable. I t follows a t once t h a t G' C\ Kz possesses a normal /4 27Vcomplement . 
Bu t then by the Hall-Wielandt theorem applied to Kz, we have Kz = (A 2Ti)II, 
where H <\ Kz and A2TX r\ H = 1. As in the preceding lemma, II is 
A - invariant and AH C G. T h u s H and hence G is solvable, a contradict ion. 

Hence 2 is non-exceptional. Therefore by Theorem 7, G = A2K2, where 
K2 < G and / 1 2 H X 2 = 1. Suppose next t h a t M 9* 1. If Q* = 4 3 ( ( ? X (?') 
and G* are as in Lemma 10.1, Q* is a 3-Sylow subgroup of G. If A O T 
= A r\M, Lemma 10.2 yields G = .43i£3, X 3 < G and ^ s H ^ = 1. Let 
L = K2 r\Kz. Since </> has order 2 - 3 s on Q = MQ/Q, it follows as in the 
preceding lemma t h a t L = QH, where H <] L, His A - invariant , and AH C G; 
again we reach a contradict ion. 

On the other hand, if A C\ Q 9^ \, it follows from Theorem 4 t h a t 
Gi((?*) £ £2 ((?*). But then the Hal l -Wielandt theorem gives K2 = (AZQ)H, 
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where H <\ K2. Once again H is A - invariant and AH C G, which leads to a 
contradiction. 

Finally, if M = 1, G contains an A - invariant 3-Sylow subgroup Q* con
taining Q, which by Theorem 4 has the form As(Q X (?')> where Q' is abelian 
and ^4-invariant. Since N(Qi(Q*)) is strongly factorizable, we reach a contra
diction as in the preceding case. 

Finally we prove 

LEMMA 10.5. G does not contain an exceptional subgroup of type L 

Proof. Suppose G contains an exceptional subgroup T\ of type I. We may 
assume tha t a 2-Sylow subgroup R of G has the form A2(Ti X 7^), where 
Ti, T2 satisfy the conditions of Theorem 3. By the preceding lemma, 3 is 
non-exceptional and hence G = AzK-s, K$ <] G, A% C\K% = 1. I t will suffice 
to show t h a t Z(R) contains a weakly closed subgroup, for then we shall reach 
a contradiction as in the first par t of the proof of Lemma 10.4. 

Now AR = ABpA with Bp = (bp) Q B. Thus bp = yar with y in R. 
Let T\ = QQf, where Q,Q' satisfy the conditions of Theorem 3 and let 
Zj = fii(Z(Q)). Then Z1 C Z{R) and Zx = (A H Z±) X Flf where Fx is 
A - invariant of order 1 or 4. Suppose first t ha t F\ ^ 1 and <t>r is the ident i ty 
on FL If Z / - Z\s C R for some s, it follows as in Theorem 7 t ha t Z / C Q 
and [ Z / , Bp] = 1. Bu t then Z / = Zi by Lemma 4.2, and this implies t h a t 
Z\ is weakly closed in R. 

Suppose next tha t F± ^ 1, 4>r leaves only the identi ty element of Fi fixed, 

and Fi = F\s C R- Again as in Theorem 7 we have F / Ç Q and 

(36) 2V(* ' )* 2 r ( s ' ) = 1,2' G F / . 
We shall prove by induction on o(Q) t ha t (36) forces F\ = 7% from which 
it will follow tha t Fi is weakly closed in R. By induction we may assume tha t 
FÎ Q Qu where Qi <1 AQ, and (A Pi Qi)Fi is normal and of index 4 in Qj. 
Set AQi/Fi = ÂQi. If Qi is the central product of Â C\ Qi and a quaternion 
group, it is easy to see t ha t (36) forces Fi = 1. Hence we may assume 
Qi = ( A H Qi) X ^ is elementary, where F is Â-invariant and o(/y7) = 4. 
Let F be the inverse image of F in Q.i Since Q does not possess a normal 
/I-complement, F is ol <£-index 0 and hence abelian of type (4, 4). But clearly 
(36) implies F\ CI F, whence F± = F^ 

Suppose finally t ha t Z\ C A and Z is not weakly closed in R. Then for some 
s, Z / = ZJa C R and Z / ^ Zi. As in the first case, Z / Ç Q and [ Z / , Bp] = 1. 
Lemma 4.2 now implies tha t Z / C Z ^ ' , where Br Ç, B C\ Q and o ( £ ' ) = 2. 
Since 5 is abelian, it follows t ha t bs normalizes H = ZiB' and t ha t b2s central
izes H. Thus bs G C*(H), where C*(H) denotes the extended centralizer of 
H in G. Bu t C*(H) Q C(Zi) and hence Z / = Zi, a contradiction. The lemma 
is proved. 

Lemmas 10.3, 10.4, and 10.5 show tha t G contains no exceptional subgroups. 
Bu t then every prime dividing o(.4) is non-exceptional, and Theorem 8 shows 
t ha t G must be solvable. This completes the proof of Theorem A. 
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