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#### Abstract

We consider the weighted $L_{p}$ solvability for divergence and nondivergence form parabolic equations with partially bounded mean oscillation (BMO) coefficients and certain positive potentials. As an application, global regularity in Morrey spaces for divergence form parabolic operators with partially BMO coefficients on a bounded domain is established.
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## 1. Introduction

We are concerned about the parabolic divergence and nondivergence equations of the form

$$
\begin{equation*}
L u(t, x)=-u_{t}(t, x)+a^{i j}(t, x) u_{x_{i} x_{j}}(t, x)+b^{i}(t, x) u_{x_{i}}(t, x)+c(t, x) u(t, x), \tag{1.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{L} u(t, x)=-u_{t}(t, x)+\left(a^{i j}(t, x) u_{x_{i}}(t, x)+a^{i}(t, x) u(t, x)\right)_{x_{j}}  \tag{1.2}\\
&+b^{i}(t, x) u_{x_{i}}(t, x)+c(t, x) u(t, x) .
\end{align*}
$$

We assume that the coefficients of these operators are bounded and measurable, and $a^{i j}$ are uniformly elliptic, i.e. for some $K>0$ and $\delta \in(0,1]$,

$$
\begin{equation*}
\left|b^{i}\right|+|c| \leq K, \quad\left|a^{i j}\right| \leq \delta^{-1}, \quad \delta|\xi|^{2} \leq a^{i j} \xi_{i} \xi_{j} \leq \delta^{-1}|\xi|^{2} \tag{1.3}
\end{equation*}
$$

For equations with uniformly continuous leading coefficients, the solvability is classical. The $L_{p}$ theory of second-order equations with discontinuous coefficients was studied extensively in the last two decades. One important class of discontinuous coefficients contains functions with vanishing mean oscillation (VMO), the study of

[^0]which was started in [6] about 20 years ago and continued in [2, 7, 9]. On the other hand, the Morrey space theory of second-order equations with discontinuous coefficients was also studied in [11, 12, 20, 30]. In addition Dintelmann et al. [10] studied the mixed weighted inequalities for higher-order parabolic systems with VMO coefficients independent of $t$, and Munckenhoupt weights independent of $t$. Recently, Tang [32] studied $W_{\omega}^{2, p}$-solvability of the Cauchy-Dirichlet problem for nondivergence parabolic equations with bounded mean oscillation (BMO) coefficients and parameter $\lambda>0$.

Recently, Krylov [25, 26] gave a unified approach to investigate the $L_{p}$-solvability of both divergence and nondivergence form parabolic and elliptic equations with $a^{i j} \in \mathrm{VMO}$ in the spatial variables (and measurable in the time variable in the parabolic case). This result was later improved and generalized in a series of papers [15-17].

In contrast, the $L_{p}(p>2)$ theory of elliptic and parabolic equations with partially BMO coefficients is quite new, and was originated in [24]. Later, this result was improved and generalized in [13, 14].

The main purpose of this paper is to show the weighted $L_{p}$ solvability for divergence and nondivergence form parabolic operators with partially BMO coefficients and certain positive potentials. Furthermore, as an application, we establish global regularity in Morrey spaces for divergence form parabolic operators with partially BMO coefficients on a bounded domain.

We now give a brief outline of this paper. In the next section, we introduce some notation and some definitions. In Section 3, we establish the weighted $L_{p}$ solvability for divergence and nondivergence form parabolic equations with $\mathrm{VMO}_{x}$ coefficients and certain positive potentials. In Section 4, we establish the weighted $L^{p}$ solvability for divergence and nondivergence form parabolic equations with partially BMO coefficients and certain positive potentials by using the main results in Section 3. In Section 5, we further establish the weighted $L^{p}$ solvability for divergence and nondivergence form parabolic equations with hierarchically partially BMO coefficients and certain positive potentials by using the main results in Section 4. The weighted $L^{p}$ solvability on half spaces for divergence with partial BMO coefficients and nondivergence form parabolic equations with $\mathrm{VMO}_{x}$ coefficients are obtained in Sections 6 and 7. In Section 8, by using the main results in Sections 3, 4, 6 and 7, we establish global regularity in Morrey spaces for divergence and nondivergence form parabolic equations in a bounded domain. It should be pointed out that we only consider parabolic equations without potential in Sections 6-8, unless more technical assumptions need to be imposed on the potentials. Finally, in Section 9, we obtain the boundedness for some Schrödinger-type operators by using the main results in Section 5.

Finally, it should be pointed out that our proof in this paper follows from [15-19, 25, 26], and our results generalize the corresponding results in [15-18, 25, 26], and generalize and improve some well-known results in [10-12, 20-22, 30] in some ways. In addition, our results in the elliptic equation case are also true.

## 2. Preliminaries

Let $d \geq 1$ be an integer. A typical point in $\mathrm{R}^{d+1}$ is denoted by $(t, x)=\left(t, x^{1}, \ldots, x^{d}\right)=$ $\left(t, x^{1}, x^{\prime}\right)$. We set

$$
D_{i} u=u_{x^{i}}, \quad D_{i j} u=u_{x^{i} x^{j}}, \quad \partial_{t} u=u_{t} .
$$

By $D u$ and $D^{2} u$ we mean the gradient and the Hessian matrix of $u$, with respect to the $x$ variable. On many occasions we need to take these objects relative to only part of variables. We also use the following notation:

$$
D_{x^{\prime}} u=u_{x^{\prime}}, \quad D u=u_{x}, \quad D_{x^{1} x^{\prime}} u=u_{x^{1} x^{\prime}}, \quad D_{x x^{\prime}} u=u_{x x^{\prime}}, \quad D^{2} u=u_{x x} .
$$

For a function $f(t, x)$ in $\mathrm{R}^{d+1}$, we set

$$
(f)_{\mathcal{D}}=\frac{1}{|\mathcal{D}|} \int_{\mathcal{D}} f(t, x) d x d t
$$

and

$$
\|f\|_{L_{p, \omega}(\mathcal{D})}=\left(\int_{\mathcal{D}}|f(t, x)|^{p} \omega(t, x) d x d t\right)^{1 / p}
$$

where $\mathcal{D}$ is open subset in $\mathrm{R}^{d+1}$ and $|\mathcal{D}|$ is the $d+1$-dimensional Lebesgue measure of $\mathcal{D}$ and $\omega$ is a nonnegative function. For $-\infty \leq S<T \leq \infty$, we denote

$$
\begin{aligned}
& W_{p, \omega}^{1,2}\left((S, T) \times \mathrm{R}^{d}\right)=\left\{u: u, u_{t}, D u, D^{2} u \in L_{p, \omega}\left((S, T) \times \mathrm{R}^{d}\right)\right\}, \\
& \mathcal{H}_{p, \omega}^{1}\left((S, T) \times \mathrm{R}^{d}\right)=\left(1-\Delta+\partial_{t}\right)^{1 / 2} W_{p, \omega}^{1,2}\left((S, T) \times \mathrm{R}^{d}\right), \\
& H_{p, \omega}^{-1}\left((S, T) \times \mathrm{R}^{d}\right)=\left(1-\Delta+\partial_{t}\right)^{1 / 2} L_{p, \omega}\left((S, T) \times \mathrm{R}^{d}\right) .
\end{aligned}
$$

We also use the abbreviations $L_{p, \omega}=L_{p, \omega}\left(\mathrm{R}^{d+1}\right), \mathcal{H}_{p, \omega}^{1}=\mathcal{H}_{p, \omega}^{1}\left(\mathrm{R}^{d+1}\right)$ and so on. For any $T \in(-\infty, \infty]$, we denote

$$
\mathrm{R}_{T}=(-\infty, T), \quad \mathrm{R}_{T}^{d+1}=\mathrm{R}_{T} \times \mathrm{R}^{d}
$$

For any integer $k \geq 1$ and $x \in \mathrm{R}^{k}$, we denote by $B_{r}^{k}(x)$ the $k$-dimensional cube

$$
\left\{y \in \mathrm{R}^{k}: \max _{i}\left|y^{i}-x^{i}\right|<r\right\} .
$$

Set

$$
Q_{r}^{k}(t, x)=\left(t-r^{2}, t\right) \times B_{r}^{k}(x), \quad B_{r}^{k}=B_{r}^{k}(0), \quad Q_{r}^{k}=Q_{r}^{k}(0,0) .
$$

In case $k=d$ or $d=1$, we use the abbreviations

$$
\begin{gathered}
B_{r}(x)=B_{r}^{d}(x), \quad Q_{r}(t, x)=Q_{r}^{d}(t, x), \\
B_{r}^{\prime}\left(x^{\prime}\right)=B_{r}^{d-1}\left(x^{\prime}\right), \quad Q_{r}^{\prime}\left(t, x^{\prime}\right)=Q_{r}^{d-1}\left(t, x^{\prime}\right), \\
Q=\left\{Q_{r}(t, x):(t, x) \in \mathrm{R}^{d+1}, r \in(0, \infty)\right\} .
\end{gathered}
$$

For a function $g$ defined on $\mathrm{R}^{d+1}$, we denote its parabolic maximal and sharp function, respectively, by

$$
\begin{gathered}
M g(t, x)=\sup _{Q \in Q:(t, x) \in Q} \frac{1}{|Q|} \int_{Q}|g(s, y)| d y d s, \\
g^{\sharp}(t, x)=\sup _{Q \in Q:(t, x) \in Q} \frac{1}{|Q|} \int_{Q}\left|g(s, y)-(g)_{Q}\right| d y d s .
\end{gathered}
$$

We now introduce weight classes $A_{p}$ from [31]. We define the weight class $A_{p}\left(\mathrm{R}^{d+1}\right)$ $(1<p<\infty)$ as consisting of all nonnegative locally integrable functions $\omega$ on $\mathrm{R}^{d+1}$ for which

$$
\begin{equation*}
A_{p}(\omega):=\sup _{Q \in Q} \frac{1}{|Q|^{p}} \int_{Q} \omega(t, x) d x d t\left(\int_{Q} \omega^{-p^{\prime} / p}(t, x) d x d t\right)^{p / p^{\prime}}<\infty \tag{2.1}
\end{equation*}
$$

where $1 / p+1 / p^{\prime}=1$. The function $\omega$ is said to belong to the weight class of $A_{1}\left(\mathrm{R}^{d+1}\right)$ on $\mathrm{R}^{d+1}$ for which

$$
\begin{equation*}
A_{1}(\omega):=\sup _{Q \in Q} \frac{1}{|Q|} \int_{Q} \omega(t, x) d x d t\left(\sup _{(t, y) \in Q}[\omega(t, y)]^{-1}\right)<\infty \tag{2.2}
\end{equation*}
$$

In what follows, we will write $\lambda Q_{r}(t, x)=Q_{\lambda_{r}}(t, x)$ for any $\lambda>0$. Given a Lebesgue measurable set $E$ and a weight $\omega$, let $\omega(E)=\int_{E} \omega d x$.

Now, we recall some properties for the classical $A_{p}\left(\mathrm{R}^{d+1}\right)$ Muckenhoupt weights $\omega \in A_{\infty}\left(\mathrm{R}^{d+1}\right):=\bigcup_{p \geq 1} A_{p}\left(\mathrm{R}^{d+1}\right)$.
Lemma 2.1. If $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$, then there exists a positive constant $c_{\omega}$ such that
(i) if $\omega \in A_{p}$ for $1 \leq p<\infty$, then $\omega(2 Q) \leq c_{\omega} \omega(Q)$;
(ii) if $\omega \in A_{p}$ for $1<p<\infty$, then there exists $\epsilon>0$ such that $\omega \in A_{p-\epsilon}\left(\mathrm{R}^{d+1}\right)$ for $p-\epsilon>1$;
(iii) if $1 \leq p_{1}<p_{2}<\infty$, then $A_{p_{1}} \subset A_{p_{2}}$;
(iv) $\omega \in A_{p}$ if and only if $\omega^{-1 /(p-1)} \in A_{p^{\prime}}$;
(v) the Hardy-Littlewood maximal operator $M$ is bounded on $L_{p, \omega}$ if $\omega \in A_{p}$ with $p \in(1, \infty)$.
Lemma 2.1 was proved in [22, 31].

## 3. VMO $_{x}$ coefficients

We first give the definition of $\mathrm{VMO}_{x}$ function introduced by Krylov in [25, 26].
Denote

$$
\begin{gathered}
\operatorname{osc}_{x}\left(a, Q_{r}(x, t)\right)=r^{-2}\left|B_{r}(x)\right|^{-2} \int_{t-r^{2}}^{t} \int_{y, z \in B_{r}(x)}|a(s, y)-a(s, z)| d y d z d s, \\
a_{R}^{\sharp(x)}=\sup _{(x, t) \in \mathrm{R}^{d+1}} \sup _{r<R} \quad \operatorname{osc}_{x}\left(a, Q_{r}(x, t)\right), \quad a^{\sharp(x)}=a_{\infty}^{\sharp(x)} .
\end{gathered}
$$

This definition is either naturally modified if $a$ is independent of $t$ as in the elliptic operators or is kept as is.

Assumption 3.1. We assume that $a \in V M O_{x}$, that is

$$
\lim _{R \rightarrow 0} a_{R}^{\sharp(x)}=0 .
$$

For convenience of stating our results we take any continuous function $\eta(R)$ on $[0, \infty)$, such that $\eta(0)=0$ and $a_{R}^{\sharp(x)} \leq \eta(R)$ for all $R \in(0, \infty)$. Obviously, $a \in \mathrm{VMO}_{x}$ if $a$ depends only on $t$. In this section, we always assume that Assumption 3.1 holds.

Krylov [25, 26] obtained an $L_{p}$ theory of divergence and nondivergence form parabolic equations with the main coefficients belonging to the class $\mathrm{VMO}_{x}$. In this section, we will study the weighted $L_{p}$ spaces theory for parabolic type equations with VMO coefficients and certain positive potentials $V$ satisfying the following conditions

$$
\begin{equation*}
\left|\nabla_{x}^{2}\left(V(t, x)^{1 / 2}\right)\right|+\left|\nabla_{x} V(t, x)\right|+\left|\partial_{t} V(t, x)\right| \leq \frac{C_{0}}{\lambda^{\delta_{0}}} V(t, x) \tag{3.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|\nabla_{x} V(t, x)\right|+\left|\partial_{t} V(t, x)\right| \leq \frac{C_{0}}{\lambda^{\delta_{0}}} V(x, t) \tag{3.2}
\end{equation*}
$$

holds for all $(x, t) \in \mathrm{R}^{d+1}$ and the positive constants $\delta_{0}, C_{0}$ are independent of $V$, $\lambda$, and $\lambda:=\inf _{(t, x) \in \mathrm{R}^{d+1}} V(t, x) \geq 1$.

We remark that a typical example is $V(t, x)=\left(\lambda+|x|^{2}+t^{2}\right)^{\alpha}$ with $\alpha>0$ and $\lambda \geq 1$ or $V(t, x)=\left(\lambda+|x|^{2}+t^{2}\right)^{\alpha}+\lambda$ with $\alpha \leq 0$ and $\lambda \geq 1$. Another interesting example is $V(t, x)=\lambda e^{c\left(\sqrt{1+|x|^{2}+t^{2}} / \lambda^{2}\right)}$ with $\lambda \geq 1$ and $c \in \mathrm{R}$. Obviously, in the two examples above, both $V$ satisfy (3.1) and (3.2).

We first state the result for nondivergence form parabolic equations.
Theorem 3.2. Let $V$ satisfy (3.1), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then for any $T \in$ $(-\infty,+\infty]$ the following holds.
(i) For any $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$,

$$
\begin{align*}
& \|V u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}  \tag{3.3}\\
& \quad+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} .
\end{align*}
$$

provided that $V \geq \lambda_{0}$, where $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \eta$ and $\omega$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, d, \delta, \eta, \omega)$ and $f \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, there exists a unique solution $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$ of equation $L u-\lambda u=f$ in $\mathrm{R}_{T}^{d+1}$.
(iii) In the case that $a^{i j}=a^{i j}(t), b^{i} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in (i) and (ii).

We remark that Bramanti et al. [3] obtained the global $W^{2, p}$ estimates for nondivergence elliptic operators with potentials satisfying a reverse Hölder condition.

To prove Theorem 3.2, we need the following Lemma.
Lemma 3.3. Let $1<p<\infty$ and $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$. There exists a constant $N$ depending only on $p, q, d, \delta, K$ and $A_{p}(\omega)$, such that for any $u \in C_{0}^{\infty}\left(\mathrm{R}^{d+1}\right)$

$$
\begin{equation*}
\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\left(\|L u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) . \tag{3.4}
\end{equation*}
$$

Proof. Note that we included $\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}$ and $\|u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}$ on the right-hand side. Therefore, while (3.4) holds we may certainly assume that $b^{i} \equiv c \equiv 0$. Since $u_{t}=$ $L u-a^{i j} u_{i j}$, we only need to estimate $u_{x x}$.

Since $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$, then there exist $q, v>1$ such that $\omega \in A_{\frac{p}{q \nu}}\left(\mathrm{R}^{d+1}\right)$ by Lemma 2.1(ii). If $u \in C_{0}^{\infty}\left(Q_{R}\right)$, then by Lemma 5.3 in [16], using the Fefferman-Stein theorem on sharp functions, and the Hardy-Littlewood maximal function theorem

$$
\begin{aligned}
&\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\left\|u_{x x}^{\sharp}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N_{1} k^{(d+2) / q}\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \\
&+N_{2}\left(k^{-1}+k^{(d+2) / q} \eta^{1 /(\mu q)}(R)\right)\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}
\end{aligned}
$$

where $k \geq 4$ and $1 / \mu+1 / v=1$, where $N_{i}$ are determined by $p, q, K, v, d, \delta, A_{p}(\omega)$ and the function $\eta$. We choose a large $k=k\left(N_{2}, d\right)$ and small $R=R\left(N_{2}, d, p, K, \eta\right)$ so that

$$
N_{2}\left(k^{-1}+k^{d+2 / q} \eta^{1 /(\mu q)}(R)\right) \leq 1 / 2 .
$$

Hence, we have

$$
\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}
$$

provided that $k$ is large enough and $R$ is small enough.
After that (3.4) is derived by a standard procedure using partitions of unity. The proof is finished.

Proof of Theorem 3.2. First we assume $T=\infty$. We now prove (3.3). We follow the same pattern as in the proof of Theorem 4.1 of [25]. To prove (3.3) observe that

$$
\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq\|L u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+C\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+C\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)},
$$

so

$$
\|L u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq\|L u-V u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|V u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}
$$

Hence, from Lemma 3.3, we only need to prove that for large $\lambda_{0}$

$$
\begin{equation*}
\|V u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq C\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \tag{3.5}
\end{equation*}
$$

We will use a method introduced by Agmon. Consider the space $\mathrm{R}^{d+2}=\{(t, z)=$ $\left.(t, x, y): t, y \in \mathrm{R}, x \in \mathrm{R}^{n}\right\}$ and the function

$$
\begin{equation*}
\widetilde{u}(t, z)=u(t, x) \xi(y) \cos (v(t, x) y) \tag{3.6}
\end{equation*}
$$

where $v(t, x)=\sqrt{V(t, x)}$ and $\xi$ is a $C_{0}^{\infty}(\mathrm{R})$-function, $\xi \not \equiv 0$. Also introduce the operator

$$
\widetilde{L} u(t, z)=L(x, t) u(t, z)+u_{y y}(t, z) .
$$

Finally, set

$$
\widetilde{B}_{r}\left(z_{0}\right)=\left\{\left|z-z_{0}\right|<r\right\}, \quad \widetilde{Q}_{r}\left(z_{0}, t_{0}\right)=\left(t_{0}-r^{2}, t_{0}\right) \times \widetilde{B}_{r}\left(z_{0}\right) .
$$

For any $r \in(0, \infty),\left(z_{0}, t_{0}\right) \in \mathrm{R}^{d+2}$, set $\bar{Q}_{r}=\bar{Q}_{r}\left(z_{0}, t_{0}\right)$. For appropriate $\bar{a}(t)$ we have

$$
\begin{align*}
\int_{\bar{Q}_{r}}|a(t, x)-\bar{a}(t)| d z d t & \leq \int_{\left(t_{0}-r^{2}, t_{0}\right)} \int_{\left|x-x_{0}\right|<r,\left|y-y_{0}\right|<r}|a(x, t)-\bar{a}(t)| d z d t  \tag{3.7}\\
& =2 r \int_{Q_{r}\left(x_{0}, t_{0}\right)}|a(t, x)-\bar{a}(t)| d z d t \leq C r^{d+3} a_{R}^{\sharp(x)}
\end{align*}
$$

Since $a \in V M O_{x}\left(\mathrm{R}^{d+2}\right)$ and $\omega \in A_{p}\left(\mathrm{R}^{d+2}\right)$, it follows that (3.4) holds with $\tilde{u}, \tilde{L}$, and $\mathrm{R}^{d+2}$, respectively. Now, since $v(x, t) \geq 1$, we then have

$$
\int_{\mathrm{R}}|\xi(y) \sin (v(t, x) y)|^{p} d y \geq C_{1}>0
$$

where the constant $C_{1}$ is independent of $x, t$ and $v$.
Hence, by (3.1), we have

$$
\begin{aligned}
\left\|\left(v u_{x}\right)(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} \leq & C_{1}^{-1} \int_{\mathrm{R}^{d+1}}\left|u_{x}(t, x) v(t, x) \xi(y) \sin (v(t, x) y)\right|^{p} \omega(t, x) d z \\
\leq & C \int_{\mathrm{R}^{d+1}} \mid u_{x}(t, x)\left[(\xi(y) \cos (v(t, x) y))^{\prime}\right. \\
\leq & \left.-\xi^{\prime}(y) \cos (v(t, x) y)\right]\left.\right|^{p} \omega(t, x) d z \\
& \left|\widetilde{u}_{z z}(t, z)\right|^{p} \omega(t, x) d z+C \int_{\mathrm{R}^{d+1}}\left|u_{x}(t, x) \xi^{\prime}(y)\right|^{p} \omega(t, x) d z \\
& +C \int_{\mathrm{R}^{d+1}}\left|u(t, x) v_{x}(t, x) v(x, t) y^{2} \xi(y)\right|^{p} \omega(t, x) d z \\
& +C \int_{\mathrm{R}^{d+1}}\left|u(t, x) v_{x}(t, x) y \xi^{\prime}(y)\right|^{p} \omega(t, x) d z \\
\leq & C \int_{\mathrm{R}^{d+1}}\left|\widetilde{u}_{z z}(t, z)\right|^{p} \omega(t, x) d z+C \int_{\mathrm{R}^{d}}\left|u_{x}(t, x)\right|^{p} \omega(t, x) d x \\
& +C \int_{\mathrm{R}^{d}}\left|u(t, x) v^{3 / 2}(t, x)\right|^{p} \omega(t, x) d x
\end{aligned}
$$

where $C$ is a positive constant independent of $x, t$ and $v$.
From this, taking $\lambda_{0}>2 C$, then

$$
\begin{equation*}
\left\|v u_{x}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} \leq C\left\|\widetilde{u}_{z z}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v^{3 / 2} u(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}, \tag{3.8}
\end{equation*}
$$

here and in what follows, we write

$$
\begin{gathered}
\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}:=\int_{\mathrm{R}^{d}}|u(t, x)|^{p} \omega(t, x) d x \\
\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p}:=\int_{\mathrm{R}^{d+1}}|u(t, x, y)|^{p} \omega(t, x) d x d y .
\end{gathered}
$$

Similarly,

$$
\begin{align*}
\left\|\left(v^{2} u\right)(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} \leq & C \int_{\mathrm{R}^{d+1}} \mid \widetilde{u}_{y y}(t, z)-u(t, x)\left[2 \xi^{\prime}(y) \sin (v(t, x) y)\right. \\
& \left.+\xi^{\prime \prime}(y) \cos (v(t, x) y)\right]\left.\right|^{p} \omega(t, x) d z+C\|(v u)(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}  \tag{3.9}\\
\leq & C\left\|\widetilde{u}_{z z}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p}+C\|(v u)(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} \\
\leq & C\left\|\widetilde{u}_{z z}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p}
\end{align*}
$$

taking $\lambda_{0}>2 C$, where $C$ is a positive constant independent of $x, t$ and $v$.
Combining (3.8) and (3.9), we obtain

$$
\begin{align*}
& \int_{\mathrm{R}}\left\|\left(v^{2} u\right)(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} d t+\int_{\mathrm{R}}\left\|\left(v u_{x}\right)(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} d t  \tag{3.10}\\
& \quad \leq C \int_{\mathrm{R}}\left\|\widetilde{u}_{z z}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p} d t .
\end{align*}
$$

Thus, the left-hand side of (3.5) is estimated through the left-hand side (3.4) written for $\widetilde{u}, \widetilde{L}$, and $\mathrm{R}^{d+2}$ in place of $u, L$, and $\mathrm{R}^{d+1}$, respectively. Hence, by (3.1) and Lemma 3.3, we obtain

$$
\begin{aligned}
&\left\|\widetilde{u}_{z z}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+2}\right)} \leq N\left(\|\widetilde{L} \widetilde{u}\|_{L_{p, \omega}\left(\mathrm{R}^{d+2}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v_{x} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) \\
& \leq N\left(\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right. \\
&+\left\|v_{x} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v_{x} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \\
&\left.+\left\|v_{x x} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v_{t} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) \\
& \leq N\left(\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\frac{1}{\lambda_{0}^{\delta_{0}}}\left\|v u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right. \\
&\left.+\|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\frac{1}{\lambda_{0}^{\delta_{0}}}\left\|v^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) .
\end{aligned}
$$

By this and (3.10), for large $\lambda_{0}$, we prove (3.5).
Thus, (i) is proved for $T=\infty$. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1,2}$ solves $(\mathcal{L}-V) v=\chi_{t<T}(\mathcal{L}-V) u$. Assertion (ii) is established from assertion (i) by the method of continuity. Finally, we prove assertion (iii). If $\lambda=0$, assertion (iii) is easily proved by Theorem 5.1 in [26]. In the case $\lambda>0$, adapting the same proof of (3.3), and using Theorem 5.1 in [26], we can prove that

$$
\begin{aligned}
& \lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \quad \leq N\|(L-\lambda) u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}
\end{aligned}
$$

provided that $\lambda \geq \lambda_{0}$, where $N, \lambda_{0}$ depending only on $p, K, d, \delta, \eta$ and $\omega$. Let $\bar{w}(t, x)=$ $\omega\left(t \lambda_{0} / \lambda, x \sqrt{\lambda_{0} / \lambda}\right)$, it is easy to see that $\bar{\omega}$ satisfies the same properties in Lemma 2.1 as $\omega$. So,

$$
\begin{align*}
& \lambda\|u\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \bar{\omega}}\left(\mathbb{R}_{T}^{d+1}\right)}+\left\|u_{x x}\right\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \quad \leq N\|(L-\lambda) u\|_{L_{p, \bar{w}}\left(\mathrm{R}_{T}^{d+1}\right)} \tag{3.11}
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$, where $N, \lambda_{0}$ depending only on $p, K, d, \delta, \eta$ and $\omega$. Using a scaling and by (3.11)

$$
x \rightarrow x \sqrt{\lambda_{0} / \lambda}, \quad t \rightarrow t \lambda_{0} / \lambda
$$

we obtain the estimate for any $\lambda>0$. The proof is finished.
Now, we consider the divergence form parabolic equations.
Theorem 3.4. Let $V$ satisfy (3.2), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then for any $T \in$ $(-\infty,+\infty]$ the following assertions hold.
(i) For $u \in W_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right), f=\left(f^{1}, \ldots, f^{d}\right) \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right), g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, and

$$
\mathcal{L} u-V u=\operatorname{div} f+g .
$$

Then there exist constants $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \eta$ and $\omega$, such that

$$
\begin{equation*}
\|\sqrt{V} u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|\frac{g}{\sqrt{V}}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) \tag{3.12}
\end{equation*}
$$

provided that $V \geq \lambda_{0}$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, d, \delta, \eta, \omega)$ and $f, g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, then there exists an unique solution $u \in \mathcal{H}_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right)$ of equation $\mathcal{L} u-\lambda u=\operatorname{div} f+g$ in $\mathrm{R}_{T}^{d+1}$ and satisfying

$$
\begin{aligned}
& \left\|u_{t}\right\|_{H_{p, \omega}^{-1}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \quad \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) .
\end{aligned}
$$

(iii) In the case that $a^{i j}=a^{i j}(t), a^{i} \equiv b^{i} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in assertions (i) and (ii).

To prove Theorem 3.4, we need the following result.
Lemma 3.5. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, \mathcal{L} u=\operatorname{div} f$, where $f=$ $\left(f^{1}, \ldots, f^{d}\right)$. There exists a constants $\epsilon>0$ and $N<\infty$ depending only on $p, d, \delta$ and $A_{p}(\omega)$, such that if $a_{R}^{\sharp(x)}<\epsilon$ for some $R>0$, then for any $u \in C_{0}^{\infty}\left(Q_{R}\right)$ we have

$$
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} .
$$

Proof. Similar to the proof of Lemma 3.3, by Lemma 7.3 in [16], using the Fefferman-Stein theorem on sharp functions, and the Hardy-Littlewood maximal function theorem, we can obtain the desired result.

Proof of Theorem 3.4. First we assume $T=\infty$. We now prove (3.10). We follow the same pattern as in the proof of Theorem 4.4 of [26]. Similar to the proof of Theorem 3.2, we use a method introduced by Agmon. We first assume that
$u \in C_{0}^{\infty}\left(Q_{R / 2}\right)$, where $R$ is the same as in Lemma 3.5. Consider the space $\mathrm{R}^{d+2}=$ $\left\{(t, z)=(t, x, y): t, y \in \mathrm{R}, x \in \mathrm{R}^{d}\right\}$ and the function

$$
\widetilde{u}(t, z)=u(t, x) \xi(y) \cos (v(t, x) y),
$$

where $v(t, x)=\sqrt{V(t, x)}$ and $\xi$ is an odd $C_{0}^{\infty}(-R / 2, R / 2)$ function, $\xi \not \equiv 0$. Also introduce the operator

$$
\widetilde{\mathcal{L}} u(t, z)=u_{t}(t, z)+\left(a^{i j}(t, x) u_{x_{i}}(t, z)\right)_{x_{j}}+u_{y y}(t, z)
$$

As in the proof of Theorem 3.2 one checks that $a^{\sharp(z)}$ is small enough.
Set

$$
\begin{aligned}
\widetilde{f}^{i}(t, z)=( & \left.f^{i}(t, x)-a^{j}(t, x) u(t, x)\right) \xi(y) \cos (v(t, x) y) \\
& +a^{j i}(t, x) u(t, x) v_{x_{j}}(t, x) y \xi(y) \sin (v(t, x) y) \quad \text { for } i=1, \ldots, d,
\end{aligned}
$$

and

$$
\begin{aligned}
\widetilde{f}^{d+1}(t, z)=( & g(t, x)-c(t, x) u(t, x)) \xi_{1}^{t}(y)-2 u(t, x) \xi_{2}^{t}(y)+u(t, x) \xi_{3}^{t}(y) \\
& +\left(-v_{t}(t, x) u(t, x)+\left[f^{i}(t, x)-a^{j}(t, x) u(t, x)\right.\right. \\
& \left.\left.-a^{j i}(t, x) u_{x_{j}}(t, x)\right] v_{x_{i}}(t, x)\right) \xi_{4}^{t}(y),
\end{aligned}
$$

where

$$
\begin{aligned}
& \xi_{1}^{t}(y)=\int_{-\infty}^{y} \xi(s) \cos (v(t, x) y) d s, \quad \xi_{3}^{t}=\int_{-\infty}^{y} \xi^{\prime \prime}(s) \cos (v(t, x) y) d s, \\
& \xi_{2}^{t}(y)=v(x, t) \int_{-\infty}^{y} \xi^{\prime}(s) \sin (v(t, x) y) d s=-\xi^{\prime}(y) \cos (v(t, x) y)+\xi_{3}^{t}(y),
\end{aligned}
$$

and

$$
\xi_{4}^{t}(y)=\int_{-\infty}^{y} s \xi(s) \sin (v(t, x) s) d s
$$

Observe that $\xi_{i} \in C_{0}^{\infty}(\mathrm{R})$ since $\xi$ is odd and has compact support. Furthermore, it is easy to check that

$$
\widetilde{\mathcal{L}} \widetilde{u}(t, z)=\left(\left(\widetilde{f^{l}}(t, z)\right)_{x_{i}}+\cdots+\left(\widetilde{f}^{d}(t, z)\right)_{x_{d}}+\left(\widetilde{f}^{d+1}(t, z)\right)_{y}\right) .
$$

We denote by $\widetilde{L}_{p, \omega}$ the $L_{p, \omega}$ space of functions of $z(x, y)$, note that $\omega$ is the $A_{p}\left(\mathrm{R}^{d+1}\right)$ of weighted function with $(t, x)$ variable and by Lemma 3.3,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left\|\widetilde{u}_{z}(t, \cdot)\right\|_{\tilde{L}_{p, \omega}}^{p} d t \leq N\left(\sum_{i=1}^{n+1} \int_{-\infty}^{\infty}\left\|\widetilde{f}^{i}(t, \cdot)\right\|_{\widetilde{L}_{p, \omega}}^{p} d t+\int_{-\infty}^{\infty}\|\widetilde{u}(t, \cdot)\|_{\widetilde{L}_{p, \omega}}^{p} d t\right) . \tag{3.13}
\end{equation*}
$$

Since $v(t, x) \geq 1$, then there exist constants $C_{2}$ and $C_{3}$ independent of $x, t, v$ such that

$$
\int_{\mathrm{R}^{d}}|\xi(y) \sin (v(x, t) y)|^{p} d y \geq C_{2}>0, \quad \int_{\mathrm{R}^{d}}|\xi(y) \cos (v(t, x) y)|^{p} d y \geq C_{3}>0
$$

From these, we get for each $t$ and $v(t, x) \geq 1$ that

$$
\begin{aligned}
\left\|u_{x}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)} & \leq C_{2}^{-1} \int_{\mathrm{R}^{d+1}}\left|u_{x}(t, x) \xi(y) \cos (v(t, x) y)\right|^{p} \omega(t, x) d z \\
& \leq N\left\|\widetilde{u}_{z}(t, \cdot)\right\|_{\tilde{L}_{p, \omega}}^{p}
\end{aligned}
$$

and

$$
\begin{aligned}
\|(v u)(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} & \leq \frac{1}{C_{3}} \int_{\mathrm{R}^{d+1}} \sqrt{u_{y}}(t, z)-\left.u(t, x) \xi^{\prime}(y) \cos (v(x, t) y)\right|^{p} \omega(t, x) d z \\
& \leq N\left(\left\|\vec{u}_{z}(t, \cdot)\right\|_{\tilde{L}_{p, \omega}}^{p}+\|u\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}\right) .
\end{aligned}
$$

It follows that if $\lambda_{0}$ is large enough, then

$$
\|(v u)(t, \cdot)\|_{L_{p, \omega}\left(\mathbb{R}^{d}\right)}^{p} \leq N\left\|\widetilde{u}_{z}(t, \cdot)\right\|_{\widetilde{L}_{p, \omega}}^{p}
$$

Hence, by (3.13) for large $\lambda_{0}$

$$
\begin{align*}
& \|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}^{p} \\
& \quad \leq N\left(\sum_{i=1}^{d+1} \int_{-\infty}^{\infty}\left\|\widetilde{f^{i}}(t, \cdot)\right\|_{\widetilde{L}_{p, \omega}}^{q} d t+\int_{-\infty}^{\infty}\|\widetilde{u}(t, \cdot)\|_{\tilde{L}_{p, \omega}}^{p} d t\right) \tag{3.14}
\end{align*}
$$

Now we estimate the right-hand side of (3.14). By (3.2), we have for $i=1, \ldots, d$,

$$
\left\|\widetilde{f}^{i}(t, \cdot)\right\|_{\widetilde{L}_{p, \omega}}^{p} \leq N\left(\left\|f^{i}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\lambda_{0}^{-\delta_{0}}\|v u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}\right),
$$

and

$$
\|\widetilde{u}(t, \cdot)\|_{\widetilde{L}_{p, \omega}}^{p} \leq N\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} .
$$

Furthermore,

$$
\xi_{1}^{t}=v(t, x)^{-1}\left[\xi(y) \sin (v(t, x) y)-\int_{-\infty}^{y} \xi^{\prime}(s) \sin (v(t, x) s) d s\right]
$$

which shows that $\xi_{1}$ equals $v^{-1}$ times a uniformly bounded function with support not wider than that of $\xi$ in the coordinate $y$. Hence,

$$
\left\|c(t, \cdot) u(t, \cdot) \xi_{1}\right\|_{\tilde{L}_{p, \omega}}^{p} \leq N\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}, \quad\left\|g(t, \cdot) \xi_{1}^{t}\right\|_{\tilde{L}_{p, \omega}}^{p} \leq N\|(g / v)(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p} .
$$

Similarly,

$$
\xi_{4}^{t}=-v(t, x)^{-1}\left[y \xi(y) \cos (v(x, t) y)-\int_{-\infty}^{y}(s \xi(s))^{\prime} \cos (v(t, x) s) d s\right],
$$

which shows that $\xi_{4}^{t}$ equals $v^{-1}$ times a uniformly bounded function with support not wider than that of $\xi$ in the coordinate $y$. Hence, by (3.2), we obtain

$$
\begin{aligned}
& \left\|\left(v_{t} u-\left[f^{i}+a^{j} u-a^{j i} u_{x_{j}}\right] v_{x_{i}}\right) \xi_{4}(t, \cdot)\right\|_{\tilde{L}_{p, \omega}}^{p} \\
& \quad \leq N\left(\left\|f^{i}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\lambda_{0}^{-\delta_{0}}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}\right)
\end{aligned}
$$

Also $\xi_{2}^{t}$ and $\xi_{3}^{t}$ are uniformly bounded with support not wider than that of $\xi$. Therefore,

$$
\left\|\left(2 u \xi_{2}-u \xi_{3}\right)(t, \cdot)\right\|_{\tilde{L}_{p, \omega}}^{p} \leq N\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}
$$

From these, we have

$$
\begin{align*}
\left\|\widetilde{f}^{d+1}(t, \cdot)\right\|_{\widetilde{L}_{p, \omega}}^{p} \leq & N\left(\left\|f^{i}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\|u(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}\right.  \tag{3.15}\\
& \left.\quad+\lambda_{0}^{-\delta_{0}}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}+\|(g / v)(t, \cdot)\|_{L_{p, \omega}\left(\mathrm{R}^{d}\right)}^{p}\right) .
\end{align*}
$$

Combining (3.14) and (3.15), we prove (3.12) if $u \in C_{0}^{\infty}\left(B_{R / 2}\right)$. For general $u$, we adapt the same proof of Theorem 5.7 in [25], we can obtain the desired result.

Thus, assertion (i) is proved for $T=\infty$. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1}$ solves $(\mathcal{L}-V) v=\chi_{t<T}(\mathcal{L}-V) u$.

Assertion (ii) is established from assertion (i) by the method of continuity once we prove the following inequality

$$
\begin{equation*}
\left\|u_{t}\right\|_{H_{\omega}^{-1}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) \tag{3.16}
\end{equation*}
$$

In fact, it suffices to observe

$$
\left(1-\Delta+\partial_{t}\right)^{-1 / 2} u_{t}=-\left(1-\Delta+\partial_{t}\right)^{-1 / 2} D_{j}\left(a^{i j} u_{x^{i}}-f^{j}\right)+\left(1-\Delta+\partial_{t}\right)^{-1 / 2}(\lambda u+g),
$$

hence, by the weighted $L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$ of $\left(1-\Delta+\partial_{t}\right)^{-1 / 2}$ and $\left(1-\Delta+\partial_{t}\right)^{-1 / 2} D_{j}$, we have

$$
\begin{array}{rl}
\left\|\left(1-\Delta+\partial_{t}\right)^{-1 / 2} u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N & N\left(\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right. \\
& \left.+\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) .
\end{array}
$$

From this and (3.12), we prove (3.16).
For assertion (iii). If $\lambda=0$, assertion (iii) is easily proved by Theorem 7.1 in [26]. In the case $\lambda>0$, adapting the same proof of (3.3), and using Theorem 7.1 in [26], we can prove that there exists a constant $N, \lambda_{0}$ depending only on $p, K, d, \delta, \eta$ and $\omega$, such that

$$
\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
$$

provided that $\lambda \geq \lambda_{0}$. Let $\bar{w}(t, x)=\omega\left(t \lambda_{0} / \lambda, x \sqrt{\lambda_{0} / \lambda}\right)$, clearly, $\bar{\omega}$ satisfies the same properties in Lemma 2.1 as $\omega$. So, there exists a constant $N, \lambda_{0}$ depending only on $p, K, d, \delta, \eta$ and $\omega$, such that

$$
\begin{equation*}
\lambda\|u\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}\right) \tag{3.17}
\end{equation*}
$$

provided that $\lambda \geq \lambda_{0}$. Using a scaling and by (3.17)

$$
x \rightarrow x \sqrt{\lambda_{0} / \lambda}, \quad t \rightarrow t \lambda_{0} / \lambda
$$

we obtain the estimate for any $\lambda>0$. The proof of Theorem 3.4 is complete.
As a consequence of Theorem 3.4, we have the following result.

Corollary 3.6. Let $V$ satisfy (3.2), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exist constants $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \eta$ and $\omega$, such that

$$
\begin{equation*}
\|V u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq C\|h\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \tag{3.18}
\end{equation*}
$$

provided that $V \geq \lambda_{0}$, where $u=(\mathcal{L}-V)^{-1} h$.
Proof. Let $v(x, t)=\sqrt{V(x, t)}$. Note that $\mathcal{L} u(x, t)-v^{2}(x, t) u(x, t)=h(x, t)$, then

$$
\begin{equation*}
\mathcal{L} U(x, t)-v^{2}(x, t) U(x, t)=\operatorname{div}\left(a^{i j} u v_{x_{i}}\right)(x, t)+\widetilde{h}(x, t) \tag{3.19}
\end{equation*}
$$

where $U(x, t)=u(x, t) v(x, t)$ and

$$
\begin{aligned}
& \widetilde{h}(x, t)=h(x, t) v(x, t)+u(x, t) v_{t}(x, t)+a_{i j}(x, t) u_{x_{i}}(x, t) v_{x_{j}}(x, t) \\
&+\hat{b}^{i}(x, t) u(x, t) v_{x_{j}}(x, t)+b^{i}(x, t) u(x, t) v_{x_{i}}(x, t) .
\end{aligned}
$$

Applying (3.12) to (3.19) with $u=U, f=\left(a^{1 j} u v_{x_{1}}, \ldots, a^{n j} u v_{x_{n}}\right)$ and $g=\widetilde{h}$, by (3.2), we obtain

$$
\begin{align*}
\|v U\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|U_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} & \leq C\left\|a^{i j} u v_{x_{i}}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|\widetilde{h} / v\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}  \tag{3.20}\\
& \leq C\left(\|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\|h\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right)
\end{align*}
$$

Observe that by (3.2) again

$$
\begin{aligned}
\left\|v^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} & \leq\|v U\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|U_{x}\right\|_{L_{\omega}^{p}\left(\mathrm{R}^{d+1}\right)}+\left\|v_{x} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \\
& \leq\|v U\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|U_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+C\|v u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} .
\end{aligned}
$$

From this and (3.20), we have

$$
\left\|v^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|v u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq C\|h\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}
$$

if $\lambda_{0}$ is large enough. Thus, (3.18) is proved.

## 4. Partially BMO coefficients

We first recall the definition of partially BMO function introduced by [13, 23].
We assume that $a^{i j}, i j>1$ are measurable in $x^{1}$ and $t$, and have locally small mean oscillations in the other variables. In addition, we assume that $a^{11}$ are measurable in $t$ and have locally small mean oscillations in the others. To state the assumptions on $a^{i j}$ precisely, for $R>0$, we denote

$$
\begin{gathered}
a_{R}^{11}=\sup _{\left(t_{0}, x_{0}\right) \in \mathrm{R}^{d+1}} \sup _{r \leq R} \frac{1}{\left|Q_{r}\left(t_{0}, x_{0}\right)\right|} \int_{Q_{r}\left(t_{0}, x_{0}\right)}\left|a^{11}(t, x)-\bar{a}^{11}(t)\right| d x d t, \\
a_{R}^{\#}=\sup _{\left(t_{0}, x_{0}\right) \in \mathrm{R}^{d+1}} \sup _{r \leq R} \sup _{(i, j) \neq(1,1)} \frac{1}{\left|Q_{r}\left(t_{0}, x_{0}\right)\right|} \int_{Q_{r\left(t_{0}, x_{0}\right)}\left|a^{i j}(t, x)-\bar{a}^{i j}\left(t, x^{1}\right)\right| d x d t,} .
\end{gathered}
$$

where for each $Q_{r}\left(t_{0}, x_{0}\right)$,

$$
\begin{gathered}
\bar{a}^{11}(t)=\frac{1}{\left|B_{r}\left(x_{0}\right)\right|} \int_{B_{r}\left(x_{0}\right)} a^{11}(t, x) d x, \\
\bar{a}^{11}\left(t, x^{1}\right)=\frac{1}{\left|B_{r}\left(x_{0}\right)\right|} \int_{B_{r}\left(x_{0}\right)} a^{11}\left(t, x^{1}, y^{\prime}\right) d y^{\prime}, \quad(i, j) \neq(1,1) .
\end{gathered}
$$

We shall impose part of the following assumption on the leading coefficients.

Assumption $4.1(\gamma)$. There exists a positive constant $R_{0}$ such that $a_{R_{0}}^{11}+a_{R_{0}}^{\sharp} \leq \gamma$.
Now, we first consider the divergence form parabolic equations.

Theorem 4.2. Let $V$ satisfy (3.2), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exists a constant $\gamma>0$ such that under Assumption 4.1( $\gamma$ ), for any $T \in(-\infty,+\infty]$ the following holds.
(i) For $u \in W_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right), f=\left(f^{1}, \ldots, f^{d}\right) \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right), g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, and

$$
\mathcal{L} u-V u=\operatorname{div} f+g .
$$

Then there exist constants $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \gamma$ and $\omega$, such that

$$
\|\sqrt{V} u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g / \sqrt{V}\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
$$

provided that $V \geq \lambda_{0}$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, d, \delta, \gamma, \omega)$ and $f, g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, there exists a unique solution $u \in \mathcal{H}_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right)$ of the equation $\mathcal{L} u-\lambda u=\operatorname{div} f+g$ in $\mathrm{R}_{T}^{d+1}$ and satisfying

$$
\left\|u_{t}\right\|_{H_{p, \omega}^{-1}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) .
$$

(iii) In the case that $a^{11}=a^{11}(t), a^{i j}=a^{i j}\left(t, x^{1}\right), i j>1, b^{j} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in assertions (i) and (ii).

To prove Theorem 4.2, we need the following results.

Lemma 4.3. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, \mathcal{L} u=\operatorname{div} f$, where $f=$ $\left(f^{1}, \ldots, f^{d}\right)$. Also let $\sigma>1$ and $\tau>1$ such that $1 / \tau+1 / \sigma=1$ and $\omega \in A_{p /(q \tau)}\left(\mathrm{R}^{d+1}\right)$ for some $q>1$ and $q \tau<p$. Then there exists a constant $\gamma_{1}>0$ such that under Assumption 4.1( $\gamma_{1}$ ), such that

$$
\begin{equation*}
\left(\left|u_{x^{\prime}}-\left(u_{x^{\prime}}\right)_{Q_{r}(t, x)}\right|^{q}\right)_{Q_{r}(t, x)} \leq N k^{d+2}\left(|f|^{q}\right)_{Q_{k r}(t, x)}+N\left(k^{-q}+k^{d+2}\left(\gamma_{1}\right)^{1 / \sigma}\right)\left(|D u|^{q \tau}\right)_{Q_{k r}(t, x)}^{1 / \tau} \tag{4.1}
\end{equation*}
$$

for any $k \geq 4, r \in(0, \infty)$, and $(t, x) \in \mathrm{R}^{d+1}$, there exists a constant $N$ depending only on $q, p, d, \delta, C_{0}, \delta_{0}, \sigma$ and $A_{p}(\omega)$.

Proof. By Proposition 6.4 in [17], and by using the technique of freezing coefficients (see the proof of Lemma 7.3 of [16]), we can prove (4.1).

Lemma 4.4. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, \mathcal{L} u=\operatorname{div} f$, where $f=$ $\left(f^{1}, \ldots, f^{d}\right)$. Then exists a constant $\gamma>0$ such that $a_{R_{0}}^{11} \leq \gamma$ for some $R_{0} \in(0,1]$, there exist $\mu \in[1, \infty)$ and $N$ depending only on $p, K, d, \delta, \delta_{0}$ and $\omega$, for $u \in C_{0}^{\infty}$ vanishing outside $Q_{\mu^{-1} R_{0}}$, we have

$$
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\left(\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{x^{\prime}}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) .
$$

Proof. We can obtain the desired result in the same way as in the proof of Lemma 3.6 in [17]. We omit the details.

As the consequence of Lemmas 4.3 and 4.4.
Proposition 4.5. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, \mathcal{L} u=\operatorname{div} f$, where $f=\left(f^{1}, \ldots, f^{d}\right)$. Then exists a constant $\gamma>0$ such that $a_{R_{0}}^{11} \leq \gamma$ for some $R_{0} \in(0,1]$, there exists $N$ depending only on $p, K, d, \delta$ and $\omega$ for $u \in C_{0}^{\infty}\left(Q_{\mu^{-1} R_{0}}\right)$, we have

$$
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\|f\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} .
$$

Next, we set

$$
\overline{\mathcal{L}} u=-u_{t}+D_{i}\left(a^{i j} D_{j} u\right),
$$

where the coefficient $a^{11}=a^{11}(t)$ and $a^{i j}=a^{i j}\left(t, x^{1}\right)$ for $i j>1$.
Lemma 4.6. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, k \geq 8, \overline{\mathcal{L}} u=\operatorname{div} f$, where $f=\left(f^{1}, \ldots, f^{d}\right)$. Then the following assertion holds for any $T \in(-\infty, \infty]$,

$$
\begin{equation*}
\left\|u_{x^{\prime}}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(k^{(d+2) / p}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+k^{-1 / 2}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right), \tag{4.2}
\end{equation*}
$$

where $N$ depends only on $p, d, \delta$ and $\omega$.
Proof. By Proposition 6.4 in [17], and using Fefferman-Stein theorem on sharp functions, and the Hardy-Littlewood maximal function theorem, we can prove (4.2).

Lemma 4.7. Let $T \in(-\infty, \infty], 1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0, \overline{\mathcal{L}} u-\lambda u=$ $\operatorname{div} g+f$ in $\mathrm{R}_{T}^{d+1}$, where $\lambda \geq 0$ and $f, g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$. Then there exists a constant $N$ depending only on $p, K, d, \delta$ and $\omega$, such that

$$
\begin{aligned}
& \sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \quad \leq N\left(\sqrt{\lambda}\left\|D_{x^{\prime}} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) .
\end{aligned}
$$

In particular, if $\lambda=0$ and $f=0$, then

$$
\begin{equation*}
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\left\|D_{x^{\prime}} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) . \tag{4.3}
\end{equation*}
$$

Proof. The case when $\lambda=0$ and $f=0$ follows by just letting $\lambda \rightarrow 0$ after the estimate $\lambda$ is proved.

As the proof of Lemma 3.4 in [17], we can obtain the desired result. We omit the details. Applying Lemma 4.4 and (4.3) of Lemma 4.7, we have the following result.

Proposition 4.8. Let $T \in(-\infty, \infty], 1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), \overline{\mathcal{L}} u-\lambda u=\operatorname{div} g+f$ in $\mathrm{R}_{T}^{d+1}$, where $\lambda \geq 0$ and $f, g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$. Then there exists a constant $N$ depending only on $p, K, d, \delta$ and $\omega$, such that

$$
\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
$$

Proof. In fact, in the case $a^{i}=b^{i}=0, c=0$, by (4.2) and (4.3), we have

$$
\begin{equation*}
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \tag{4.4}
\end{equation*}
$$

Adapting the same arguments in the proof of Lemma 3.3, using (4.4), we obtain

$$
\begin{equation*}
\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\lambda\|u\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\sqrt{\lambda}\|g\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}+\|f\|_{L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)}\right) \tag{4.5}
\end{equation*}
$$

provided that $\lambda \geq \lambda_{0}$, where the constants $N, \lambda_{0}$ depend only on $p, \delta, d$ and $\omega$, and $\bar{w}(t, x)=\omega\left(t \lambda_{0} / \lambda, x \sqrt{\lambda_{0} / \lambda}\right)$.

Using a scaling and by (4.5)

$$
x \rightarrow x \sqrt{\lambda_{0} / \lambda}, \quad t \rightarrow t \lambda_{0} / \lambda
$$

we obtain the estimate for any $\lambda>0$. The proof of Proposition 4.5 is complete.
Now we are ready to prove Theorem 4.9.
Proof of Theorem 4.2. To prove assertion (i), for $T=\infty$ and $u \in C_{0}^{\infty}$, this in turn is obtained from Theorem 4.2 and an idea from Agmon; see also the proof of Lemma 3.3. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1}$ solves $(\mathcal{L}-V) v=\chi_{t<T}(\mathcal{L}-V) u$. Assertion (ii) is established from assertion (i) by the method of continuity. Assertion (iii) is proved by Proposition 4.5.

Next, we consider the nondivergence form parabolic equations.
Theorem 4.9. Let $V$ satisfy (3.1), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exists a constant $\gamma>0$ depending only on $p, K, d, \delta$ and $\omega$ such that under Assumption 4.1( $\gamma$ ), for any $T \in(-\infty,+\infty]$ the following assertions hold.
(i) For any $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$,

$$
\begin{gathered}
\|V u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}
\end{gathered}
$$

provided that $V \geq \lambda_{0}$, where $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \gamma$ and $\omega$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, d, \delta, \gamma, \omega)$ and $f \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, there exists a unique solution $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$ of the equation $L u-\lambda u=f$ in $\mathrm{R}_{T}^{d+1}$.
(iii) In the case that $a^{11}=a^{11}(t), a^{i j}=a^{i j}\left(t, x^{1}\right), b^{j} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in assertions (i) and (ii).

To prove Theorem 4.9, we need the following results.

Lemma 4.10. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), b^{j}=0, c=0$. Then there exists a constant $\gamma_{1}>0$ depending only on $p, K, d, \delta$ and $\omega$ such that under Assumption 4.1 $\left(\gamma_{1}\right)$ for any $u \in C_{0}^{\infty}\left(Q_{R_{0}}\right)$ and for any $T \in(-\infty,+\infty]$, we have

$$
\begin{equation*}
\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|L u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|D_{x^{\prime}}^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) \tag{4.6}
\end{equation*}
$$

where there exists a constant $N$ depending only on $p, K, d, \delta$ and $\omega$. In particular, in the case $d=1$, we have

$$
\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|L u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} .
$$

Proof. We write

$$
-u_{t}+a^{11} D_{1}^{2} u+\Delta_{d-1} u=L u+\sum_{i j>1}\left(\delta_{i j}-a^{i j}\right) D_{i j} u
$$

By Theorem 3.2, we have

$$
\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|L u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|D_{x x^{\prime}} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
$$

Finally, to conclude the proof of (4.6) it suffices to note that $\omega^{\epsilon}(t, x)=\omega\left(\epsilon^{2} t, \epsilon x^{1}, x^{\prime}\right) \in$ $A_{p}\left(\mathrm{R}^{d+1}\right)$ and $A_{p}\left(\omega^{\epsilon}\right) \leq 8^{p} A_{p}(\omega)$ for any $\epsilon>0$,

$$
\begin{align*}
&\left\|D_{x^{1} x^{\prime}} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq \epsilon\left(\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|D_{1}^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)  \tag{4.7}\\
&+N\left(d, p, A_{p}(\omega)\right) \epsilon^{-1}\left\|D_{x^{\prime}}^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}
\end{align*}
$$

where we use the notation

$$
\begin{gathered}
\left\|D_{x^{1} x^{\prime}} u\right\|_{L_{p, \omega} \in\left(\mathbb{R}_{T}^{d+1}\right)} \leq N\left\|\left(\partial_{t}-\Delta\right) u\right\|_{L_{p, \omega} \in\left(\mathbb{R}_{T}^{d+1}\right)} \leq N\left(\left\|u_{t}\right\|_{L_{p, \omega} \in\left(\mathbb{R}_{T}^{d+1}\right)}\right. \\
\left.+\left\|D_{1}^{2} u\right\|_{L_{p, \omega} \in\left(\mathbb{R}_{T}^{d+1}\right)}+\left\|D_{x^{\prime}}^{2} u\right\|_{L_{p, \omega} \epsilon\left(\mathbb{R}_{T}^{d+1}\right)}\right)
\end{gathered}
$$

by scaling in $x^{1}$ with $\epsilon$ and $t$ with $\epsilon^{2}$.
Lemma 4.11. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), \quad b^{i}=0, c=0$. Then there exists $a$ constant $\gamma>0$ such that under Assumption 4.1 $(\gamma)$ for any $u \in C_{0}^{\infty}\left(Q_{R_{0}}\right)$ and for any $T \in(-\infty,+\infty]$, we have

$$
\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|L u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} .
$$

Proof. The case $d=1$ follows from Lemma 4.6. For case the $d \geq 2$, by Lemma 4.6 and using the proof of Lemma 3.7 in [17], we can obtain the desired result.

Finally, we are ready to prove Theorem 4.9.
Proof of Theorem 4.9. To prove assertion (i), for $T=\infty$ and $u \in C_{0}^{\infty}$, this in turn is obtained from Lemmas 4.10 and 4.11 for the case in Assumption 4.1 $(\gamma)$ and Theorem 4.2 in [17], and an idea from Agmon; see also the proof of Theorem 3.2. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1,2}$ solves $(L-$ $V) v=\chi_{t<T}(L-V) u$. Assertion (ii) is established from assertion (i) by the method of continuity. By using assertion (iii) of Theorem 3.2 and assertion (iii) of Theorem 4.2, and adapting the proof of Theorem 3.1 in [17], we can prove assertion (iii) (see also the proof of Theorem 5.2 below).

## 5. Hierarchically partially BMO coefficients

We consider in this section parabolic equations with more general coefficients introduced in [14]. The assumption is that for $i j>1$, $a^{i j}$ are measurable in $\left(t, x^{1}, \ldots, x^{\pi_{i j}}\right)$ and BMO in the other coordinates, where

$$
\pi_{i j}=\max (i, j)-1
$$

In addition, we suppose $a^{11}$ is measurable in $t$ and BMO in the other coordinates. More precisely assumptions are related below.

We recall the definition of $a_{R}^{11}$ in Section 3. For $R>0$, we denote

$$
\begin{aligned}
a_{R}^{*}= & \sup _{\left(t_{0}, x_{0}\right) \in \mathrm{R}^{d+1}} \sup _{r \leq R} \sup _{(i, j) \neq(1,1)} \frac{1}{\left|Q_{r}\left(t_{0}, x_{0}\right)\right|} \int_{Q_{r}\left(t_{0}, x_{0}\right)}\left|a^{i j}-\bar{a}^{i j}\right| d x d t, \\
\bar{a}^{i j}= & \bar{a}^{i j}\left(t, x^{1}, \ldots, x^{\pi_{i j}}\right)=\frac{1}{\left|B_{r}^{d-\pi_{i j}}\left(x_{0}^{\pi_{i j}+1}, \ldots, x_{0}^{d}\right)\right|} \\
& \quad \times \int_{B_{r}^{d-\pi_{i j}}\left(x_{0}^{\pi_{i j}+1}, \ldots, x_{0}^{d}\right)}\left|a^{i j}\left(t, x^{1}, \ldots, x^{\pi_{i j}}, y^{\pi_{i j}}, \ldots, y^{d}\right)\right| d y^{\pi_{i j}+1} \ldots d y^{d} .
\end{aligned}
$$

We impose the following assumptions on $a^{i j}$.
Assumption $5.1(\gamma)$. There exists a positive constant $R_{0}$ such that $a_{R_{0}}^{11}+a_{R_{0}}^{*} \leq \gamma$.
Clearly the assumptions above are weaker than those in Theorems 4.2 and 4.9 in terms of the regularity of $a^{i j}$ for $i>2$ or $j>2$. Now, we first consider the divergence form parabolic equations.
Theorem 5.2. Let $V$ satisfy (3.2), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exists a constant $\gamma=\gamma(d, K, \delta, p, \omega)>0$ such that under Assumption 5.1 $(\gamma)$ for any $T \in$ $(-\infty,+\infty]$ the following assertions hold.
(i) For $u \in W_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right) f=\left(f^{1}, \ldots, f^{d}\right) \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right), g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, and

$$
\mathcal{L} u-V u=\operatorname{div} f+g .
$$

Then there exist constants $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \gamma$ and $\omega$, such that

$$
\|\sqrt{V} u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g / \sqrt{V}\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
$$

provided that $V \geq \lambda_{0}$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, \delta, \gamma, \omega)$ and $f, g \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, there exists a unique solution $u \in \mathcal{H}_{p, \omega}^{1}\left(\mathrm{R}_{T}^{d+1}\right)$ of the equation $\mathcal{L} u-\lambda u=\operatorname{div} f+g$ in $\mathrm{R}_{T}^{d+1}$ and satisfying

$$
\begin{aligned}
\left\|u_{t}\right\|_{H_{p, \omega}^{-1}\left(\mathrm{R}_{T}^{d+1}\right)} & +\lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \leq N\left(\sqrt{\lambda}\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\|g\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right)
\end{aligned}
$$

(iii) In the case that $a^{11}=a^{11}(t), a^{i j}=a^{i j}\left(t, x^{1}, \ldots, x^{\pi_{i j}}\right), i j>1, b^{j} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in assertions (i) and (ii).

For simplicity, we only give a proof of Theorem 5.2 when $d \geq 3$, or $d>3$ and $\pi_{i j}$ is placed by $\widetilde{\pi}_{i j}=\min \left(\pi_{i j}, 2\right)$. The general case can be proved by an induction.

We first give the following result.
Lemma 5.3. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), a^{i}=b^{i}=0, c=0$. Then there exist constants $\mu_{1}>1,0<\gamma_{1}<1$ and $N$ depending only on $p, K, d, \delta$ and $\omega$ such that, under Assumption 5.1 $\left(\gamma_{2}\right)$ with $\widetilde{\pi}_{i j}$ in place of $\pi_{i j}$, for any $T \in(-\infty,+\infty]$, for $u \in C_{0}^{\infty}$ vanishing outside $Q_{\mu_{1}^{-1} R_{0}}$ satisfying $\mathcal{L} u=\operatorname{div} f$, where $f \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, we have

$$
\left\|u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\left(\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sum_{j=3}^{d}\left\|D_{j} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}\right) .
$$

Proof. Similar to the proof Corollary 6.4 in [14], we can obtain the desired result. We omit the details.

Following the lines of Sections 5 and 6 in [17], we have the next estimate of mean oscillations.
Lemma 5.4. Let $1<q<\infty, a^{i}=b^{i}=0, c=0, \sigma, \tau \in(1, \infty)$ satisfying $1 / \sigma+1 / \tau=1$. Assume $u \in C_{0}^{\infty}$ and $\mathcal{L} u=\operatorname{div} f$, where $f \in L_{q, l o c}$. Then under Assumption 5.1( $\gamma$ ) with $\pi_{i j}$ in place of $\pi_{i j}$, there exist an $\alpha=\alpha(d, \delta) \in(0,1)$ and a positive constant $N$ depending only $d, \sigma, q$ and $\delta$ such that

$$
\begin{aligned}
\left(\left|u_{x^{\prime}}-\left(u_{x^{\prime}}\right)_{Q_{r}(t, x)}\right|^{q}\right)_{Q_{r}(t, x)} \leq & N k^{d+2}\left(|f|^{q}\right)_{Q_{k r}(t, x)} \\
& +N\left(k^{-q \alpha}+k^{d+2}\left(\gamma_{1}\right)^{1 / \sigma}\right)\left(|D u|^{q \tau}\right)_{Q_{k r}(t, x)}^{1 / \tau}
\end{aligned}
$$

for any $k \geq 4, r \in(0, \infty)$, and $(t, x) \in \mathrm{R}^{d+1}$, provided that $u$ vanishes outside $Q_{R_{0}}$.
Using Lemmas 5.3 and 5.4, we immediately obtain the following result.
Proposition 5.5. Let $1<p<\infty, a^{i}=b^{i}=0, c=0$ and $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$. Let $\mu_{1}$ and $\gamma_{1}$ be the constants in Theorem 5.2. Then exists a constant $\gamma_{2} \in\left(0, \gamma_{1}\right]$ depending only on $d, p, \delta$ and $\omega$ such that under Assumption 5.1 $\left(\gamma_{2}\right)$ with $\widetilde{\pi}_{i j}$ in place of $\pi_{i j}$, for any $u \in C_{0}^{\infty}\left(Q_{\mu_{1}^{-1} R_{0}}\right)$ and $f \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$ satisfying $\mathcal{L} u=\operatorname{div} f$, we have

$$
\|D u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq N\|f\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}
$$

Now, we are ready to prove Theorem 5.2.
Proof of Theorem 5.2. Recall that for simplicity we replace $\pi_{i j}$ in the assumption by $\widetilde{\pi}_{i j}$. The general case can be done by an induction.

To prove assertion (i), for $T=\infty$ and $u \in C_{0}^{\infty}$, this in turn is obtained from Theorem 5.2 and an idea from Agmon; see also the proof of Theorem 3.4. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1}$ solves $(L-$ $V) v=\chi_{t<T}(L-V) u$. Assertion (ii) is established from assertion (i) by the method of continuity. The proof of assertion (iii) is similar to that of assertion (iii) of Theorem 4.2, we omit the details here. As a consequence Theorem 5.2, we give the following result which will be used in Section 8.

Corollary 5.6. Let $V$ satisfy (3.2), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exist constants $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \eta$ and $\omega$, such that

$$
\|V u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq C\|h\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}
$$

provided that $V \geq \lambda_{0}$, where $u=(\mathcal{L}-V)^{-1} h$.
Next, we consider the nondivergence form parabolic equations.
Theorem 5.7. Let $V$ satisfy (3.1), $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ with $1<p<\infty$. Then there exists a constant $\gamma=\gamma(d, p, K, \delta, \omega)>0$ such that under Assumption 5.1 $(\gamma)$ for any $T \in$ $(-\infty,+\infty]$ the following assertions hold.
(i) For any $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$,
$\|V u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|\sqrt{V} u_{x}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{x x}\right\|_{L_{p, \omega}}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \leq C\|(L-V) u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}$
provided that $V \geq \lambda_{0}$, where $\lambda_{0}, N$ depending only on $p, K, d, \delta, C_{0}, \delta_{0}, \gamma$ and $\omega$.
(ii) For any $V(t, x) \equiv \lambda>\lambda_{0}=\lambda_{0}(p, K, d, \delta, \gamma, \omega)$ and $f \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$, there exists a unique solution $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$ of the equation $L u-\lambda u=f$ in $\mathrm{R}_{T}^{d+1}$.
(iii) In the case that $a^{11}=a^{11}(t), a^{i j}=a^{i j}\left(t, x^{1}, \ldots, x^{\pi_{i j}}\right), i j>1, b^{j} \equiv c \equiv 0$ and $V(t, x) \equiv \lambda$, we can take $\lambda_{0}=0$ in assertions (i) and (ii).

Next we only consider the situation that Assumption 5.1 holds. For the remaining case that the proof of Assumption 5.2 is similar, see also the proof of Theorem 6.9 in [17].

Now, we first consider the following equation

$$
L_{0} u=-u_{t}+a^{i j} D_{i j} u
$$

where $a^{11}=a^{11}(t)$ and $a^{i j}=a^{i j}\left(t, x^{1}\right)$ for $i j>1$.
Lemma 5.8. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), T \in(-\infty, \infty]$. Then for any $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$ and $\lambda \geq 0$, we have

$$
\begin{align*}
& \lambda\|u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\sqrt{\lambda}\|D u\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)} \\
& \quad \leq N\left\|L_{0} u\right\|_{L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)}, \tag{5.1}
\end{align*}
$$

where the constant $N$ depends only on $K, p, d, \delta$ and $\omega$. Moreover, for any $f \in$ $L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$ and $\lambda>0$ there is a unique $u \in W_{p, \omega}^{1,2}\left(\mathrm{R}_{T}^{d+1}\right)$ solving

$$
L_{0} u-\lambda u=f \quad \text { in } \mathrm{R}_{T}^{d+1}
$$

Proof. Similar to the proof of Theorem 6.11 in [14], we can obtain the desired result. We omit the details.

In the sequel, we only consider the case $d=3$, or $d>3$ and $\pi_{i j}$ is replaced by $\widetilde{\pi}_{i j}$ in Assumption 5.1. Like before, the general case follows by induction.

Lemma 5.9. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), b^{j}=0, c=0$. Then there exist constants $\gamma_{2}, \mu_{2}$ and $N$, depending only on $K, d, \delta, p$ and $A_{p}(\omega)$ such that under Assumption $5.1\left(\gamma_{2}\right)$ with $\widetilde{\pi}$ in place of $\pi$, for any $u \in C_{0}^{\infty}\left(Q_{\mu_{2}^{-1} R_{0}}\right)$ we have

$$
\begin{equation*}
\left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \leq N\|L u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+N \sum_{i=3}^{d}\left\|D_{i}^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \tag{5.2}
\end{equation*}
$$

Proof. Set $f=L u$. Note that $u$ satisfies

$$
-u_{t}+\sum_{i, j=1}^{2} a^{i j} D_{i j} u+\sum_{i=3}^{d} D_{i}^{2} u=f+\sum_{\max (i, j)>2}\left(\delta_{i j}-a^{i j}\right) D_{i j} u .
$$

The coefficients on the left-hand side above satisfy Assumption 4.1. Thus, by Theorem 3.5 in [17] and Lemma 4.6, for $\gamma_{2}$ sufficiently small and $\mu_{2}$ sufficiently large depending only $d, \delta, p$ and $\omega$,

$$
\begin{aligned}
& \left\|D^{2} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)} \\
& \quad \leq N\left(\|L u\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}+\sum_{\max (i, j)>2}\left\|D_{i j} u\right\|_{L_{p, \omega}\left(\mathrm{R}^{d+1}\right)}\right) .
\end{aligned}
$$

By an inequality similar to (4.6), we get (5.2). Proposition 5.5 is proved.
Proof of Theorem 5.7. To prove assertion (i), for $T=\infty$ and $u \in C_{0}^{\infty}$, this in turn is obtained from Theorem 6.12 in [17] and Lemma 5.9, and an idea from Agmon; see also the proof of Theorem 3.2. For general $T \in(-\infty, \infty]$, we use the fact $u=v$ for $t<T$, where $v \in W_{p, \omega}^{1,2}$ solves $(L-V) v=\chi_{t<T}(L-V) u$. Assertion (ii) is established from assertion (i) by the method of continuity. Assertion (iii) is proved by Lemma 5.8.

## 6. Divergence equations on a half space

The object of this section is to establish the solvability of parabolic divergence equations on a half space.
Theorem 6.1. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right), \Omega=\mathrm{R}_{+}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $\gamma=\gamma(d, K, \delta, p, \omega)>0$ such that under Assumption 4.1 $(\gamma)$ the following assertions hold.
(i) Assume $u \in \mathcal{H}_{p, \omega}^{1}\left(\Omega_{T}\right), f, g \in L_{p, \omega}\left(\Omega_{T}\right)$. There exists positive $\lambda_{0}$ and $N$, depending only on $d, \delta, p, \gamma$ and $\omega$, such that

$$
\begin{align*}
& \left\|u_{t}\right\|_{H_{p, \omega}^{-1}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L_{p, \omega}\left(\Omega_{T}\right)}+\lambda\|u\|_{L_{p, \omega}\left(\Omega_{T}\right)} \\
& \quad \leq N \sqrt{\lambda}\|g\|_{L_{p, \omega}\left(\Omega_{T}\right)}+N\|f\|_{L_{p, \omega}\left(\Omega_{T}\right)}, \tag{6.1}
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$ and,

$$
\begin{cases}\mathcal{L} u-\lambda u=\operatorname{div} g+f & \text { in } \Omega_{T},  \tag{6.2}\\ u=0, & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

(ii) For any $\lambda>\lambda_{0}$ and $f, g \in L_{p, \omega}\left(\Omega_{T}\right)$, there exists a unique $u \in \mathcal{H}_{p, \omega}^{1}\left(\Omega_{T}\right)$ of (6.2) satisfying (6.1).

Theorem 6.2. The assertions of Theorem 6.1 hold true if (6.2) is replaced by

$$
\begin{cases}\mathcal{L} u-\lambda u=\operatorname{div} g+f & \text { in } \Omega_{T},  \tag{6.3}\\ a^{1 j} D_{j} u+a^{1} u=g_{1}, & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

We shall use the idea of odd/even extensions. For this purpose, we need the following lemma.
Lemma 6.3. Let $1<p<\infty, \omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$ and $-\infty \leq S<T \leq \infty$. Define $\bar{\omega}\left(t, x^{1}, x^{\prime}\right)=$ $\omega\left(t,\left|x_{1}\right|, x^{\prime}\right)$. Then:
(i) $\bar{\omega}$ has the same properties in Lemma 2.1 as $\omega$;
(ii) a function $u$ belongs to $\mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$ if and only if its even extension $\widetilde{u}$ with respect to $x^{1}$ belongs to $\mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$; moreover, there exists $N=N(d)>0$ such that

$$
\begin{gather*}
N^{-1}\|u\|_{\mathcal{H}_{p, \bar{\omega}}^{-1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} \leq\|\widetilde{u}\|_{\left.\mathcal{H}_{p, \bar{\omega}}^{-1}(S, T) \times \mathrm{R}_{+}^{d}\right)} \leq N\|u\|_{\left.\mathcal{H}_{p, \bar{\omega}}^{-1}(S, T) \times \mathrm{R}_{+}^{d}\right)},  \tag{6.4}\\
N^{-1}\|u\|_{L_{p, \bar{u}}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} \leq\|\widetilde{u}\|_{L_{p, \bar{\omega}}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} \leq N\|u\|_{\left.L_{p, \bar{w}}(S, T) \times \mathrm{R}_{+}^{d}\right)},  \tag{6.5}\\
N^{-1}\|D u\|_{L_{p, \bar{\omega}}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} \leq\|D \widetilde{u}\|_{L_{p, \bar{\omega}}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} \leq N\|D u\|_{L_{p, \overline{\tilde{u}}}\left((S, T) \times \mathrm{R}_{+}^{d}\right)} . \tag{6.6}
\end{gather*}
$$

(iii) a function $u$ belongs to $\mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$ and vanishes on $(S, T) \times \partial \mathrm{R}_{+}^{d}$ if and only if its odd extension $\widetilde{u}$ with respect to $x^{\prime}$ belongs to $\mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$; moreover, we have (6.4)-(6.6).
Next, we prove Theorems 6.1 and 6.2.
Proof of Theorem 6.1. Define

$$
\begin{aligned}
& \widetilde{a}^{i j}(t, x)=\operatorname{sgn}\left(x^{1}\right) a^{i j}\left(t,\left|x^{1}\right|, x^{\prime}\right) \quad \text { for } i=1, j \geq 2, \text { or } j=1, i \geq 2 \\
& \widetilde{a}^{i j}(t, x)=a^{i j}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \text { otherwise },
\end{aligned}
$$

and

$$
\begin{aligned}
& \widetilde{a}^{1}(t, x)=\operatorname{sgn}\left(x^{1}\right) a^{1}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \widetilde{a}^{j}(t, x)=a^{j}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad j \geq 2, \\
& \widetilde{b}^{1}(t, x)=\operatorname{sgn}\left(x^{1}\right) a^{1}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \widetilde{b}^{j}(t, x)=a^{j}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad j \geq 2, \\
& \widetilde{c}(t, x)=c\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \widetilde{f}(t, x)=\operatorname{sgn}\left(x^{1}\right) f\left(t,\left|x^{1}\right|, x^{\prime}\right), \\
& \widetilde{g}_{1}(t, x)=\operatorname{sgn}\left(x^{1}\right) g_{1}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \widetilde{g}_{j}(t, x)=g_{j}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad j \geq 2 .
\end{aligned}
$$

Clearly, if $a^{i j}, a^{i}, b^{i}, c$ satisfy Assumption $4.1(\gamma)$, then the new coefficients $\widetilde{a}^{i j}, \widetilde{a}^{i}, \widetilde{b}^{i}, \widetilde{c}$ satisfy Assumption 4.1(4 $\gamma$ ). Moreover, $\widetilde{f}, \widetilde{g} \in L_{p, \bar{\omega}}\left(\mathrm{R}_{T}^{d+1}\right)$. Let $\widetilde{L}$ be the divergence form parabolic operator with coefficients $\widetilde{a}^{i j}, \widetilde{a}^{i}, \widetilde{b}^{i}, \widetilde{c}$.

Due to Theorem 4.2 we can find $\gamma>0$ and $\lambda_{0}>0$ such that there exists a unique solution $u \in \mathcal{H}_{p, \bar{\omega}}^{-1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$ of

$$
\begin{equation*}
\mathcal{L} u-\lambda u=\operatorname{div} \widetilde{g}+\widetilde{f} \quad \text { in } \mathrm{R}_{T}^{d+1} \tag{6.7}
\end{equation*}
$$

provided that $\lambda \geq \lambda_{0}$. By the definition of the coefficients and the data, we have

$$
\mathcal{L} u\left(t,-x^{1}, x^{\prime}\right)-\lambda u\left(t,-x^{1}, x^{\prime}\right)=-\operatorname{div} \widetilde{g}-\widetilde{f} \quad \text { in } \mathrm{R}_{T}^{d+1} .
$$

Consequently, $-u\left(t,-x^{1}, x^{\prime}\right)$ is also a solution to (6.7). By the uniqueness of the solution, we obtain $u(t, x)=-u\left(t,-x^{1}, x^{\prime}\right)$. This implies that, as a function on $\mathrm{R}_{+}^{d}$, $u$ has zero trace on the boundary and clearly $u$ satisfies (6.2). The existence of the the solution is proved.

On the other hand, it is easy to see that if $u \in \mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$ is a solution to (7.2), then its odd extension with respect to $x^{1}$ is a solution to (6.7). So the uniqueness follows from Theorem 4.2. Using (4.1) and Theorem 6.1, we can prove (6.1). The theorem is proved.

Proof of Theorem 6.2. We define $\widetilde{a}^{i j}, \widetilde{a}^{i}, \widetilde{b}^{i}, \widetilde{c}$ and $\bar{\omega}$ as in the proof of Theorem 6.1. Let $\mathcal{L}$ be the divergence form parabolic operator with coefficients $\widetilde{a}^{i j}, \widetilde{a}^{i}, \widetilde{b}^{i}, \widetilde{c}$. Different from above, we define

$$
\begin{gathered}
\widetilde{f}(t, x)=f\left(t,\left|x^{1}\right|, x^{\prime}\right) \\
\widetilde{g}_{1}(t, x)=\operatorname{sgn} g_{1}\left(t,\left|x^{1}\right|, x^{\prime}\right), \quad \widetilde{g}_{j}(t, x)=g_{j}\left(t,\left|x^{1}\right|, x^{\prime}\right), j \geq 2 .
\end{gathered}
$$

Recall that $\widetilde{a}^{i j}$ satisfy Assumption 4.1(4 $)$. Clearly, $\widetilde{f}, \widetilde{g} \in L_{p, \omega}\left(\mathrm{R}_{T}^{d+1}\right)$. By Theorem 4.2, we can find $\gamma>0$ and $\lambda_{0}>0$ such that there exists a unique solution $u \in \mathcal{H}_{p, \bar{\omega}}^{1}(S, T) \times$ $\mathrm{R}_{+}^{d}$ ) of (6.7) provided that $\lambda \geq \lambda_{0}$. By the definition of the coefficients and the data, we have

$$
\mathcal{L} u\left(t,-x^{1}, x^{\prime}\right)-\lambda u\left(t,-x^{1}, x^{\prime}\right)=\operatorname{div} \widetilde{g}+\widetilde{f} \quad \text { in } \mathrm{R}_{T}^{d+1} .
$$

Consequently, $u\left(t,-x^{1}, x^{\prime}\right)$ is also a solution to (6.7). By the uniqueness of the solution, we get $u(t, x)=u\left(t,-x^{1}, x^{\prime}\right)$.

Let $p^{\prime}=p /(p-1)$. For any $h \in \mathcal{H}_{p^{\prime},(\bar{\omega})^{-1 /(p-1)}}^{1}\left((-\infty, T) \times \mathrm{R}_{+}^{d}\right)$, denote $\widetilde{h}$ to be its even extension with respect to $x^{1}$. Since $u$ satisfies (6.7), then

$$
\begin{align*}
& \int_{-\infty}^{T} \int_{\mathrm{R}^{d}}\left(-u_{t} \cdot \widetilde{h}-a^{i j} D_{j} u \cdot D_{i} \widetilde{h}-\widetilde{a}^{i} \cdot D_{i} \widetilde{h}+\widetilde{b}^{i} D_{i} u \cdot \widetilde{h}+(\widetilde{c}-\lambda) u \cdot \widetilde{h}\right) d x d t  \tag{6.8}\\
& \quad=\int_{-\infty}^{T} \int_{\mathrm{R}^{d}}\left(-\widetilde{g}_{i} \cdot \widetilde{D}_{i} h+\widetilde{f} \cdot \widetilde{h}\right) d x d t
\end{align*}
$$

By the definition of $\widetilde{a}^{i j}, \widetilde{a}^{i}, \widetilde{b}^{i}, \widetilde{c}, \widetilde{g}$ and $\widetilde{f}$ as well as the evenness of $u$ and $\widetilde{h}$, all terms inside the integrals in (6.8) are even with respect to $x^{1}$. Thus, (6.8) implies

$$
\begin{align*}
& \int_{-\infty}^{T} \int_{\mathrm{R}^{d}}\left(-u_{t} \cdot h-a^{i j} D_{j} u \cdot D_{i} h-\widetilde{a}^{i} \cdot D_{i} h+\widetilde{b}^{i} D_{i} u \cdot h+(\widetilde{c}-\lambda) u \cdot h\right) d x d t  \tag{6.9}\\
& \quad=\int_{-\infty}^{T} \int_{\mathrm{R}^{d}}\left(-g_{i} \cdot D_{i} h+f \cdot \widetilde{h}\right) d x d t
\end{align*}
$$

Since $h \in \mathcal{H}_{p, \bar{\omega}}^{1}\left((S, T) \times \mathrm{R}_{+}^{d}\right)$ is arbitrary, by the definition $u$ solves (6.3). This proves the existence of the solution.

The uniqueness is obvious by using (6.9). Using (4.1) and Theorem 6.1, we can prove (6.1). The theorem is proved.

## 7. Nondivergence equations on a half space

The object of this section is to establish the solvability of nondivergence equations on a half space.

We first set

$$
\bar{L} u=-u_{t}+a^{i j} D_{i j} u
$$

where the entries of coefficient matrices $a^{i j}$ are measurable function of only $t \in \mathrm{R}$, i.e. $a^{i j}=a^{i j}(t)$ satisfying (1.3). With this operator $\overline{\mathcal{L}}$ we have the following theorem.
Theorem 7.1. Let $1<p<\infty, \Omega=\mathrm{R}_{+}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $R_{0}=R_{0}(d, K, \delta, p, \omega)>0$ such that under Assumption 3.1 $\left(R_{0}\right)$ the following assertions hold.
(i) Assume $u \in W_{p}^{1,2}\left(\Omega_{T}\right)$. There exist positive constants $\lambda_{0}$ and $N$, depending only on $d, \delta, p, R_{0}$, such that

$$
\begin{equation*}
\lambda\|u\|_{L_{p}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L_{p}\left(\Omega_{T}\right)}+\left\|D^{2} u\right\|_{L_{p, \omega}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{L_{p}\left(\Omega_{T}\right)} \leq N\|\bar{L} u-\lambda u\|_{L_{p}\left(\Omega_{T}\right)}, \tag{7.1}
\end{equation*}
$$

provided that $\lambda \geq \lambda_{0}$ and

$$
\begin{equation*}
u=0, \quad \text { on }(-\infty, T) \times \partial \Omega . \tag{7.2}
\end{equation*}
$$

(ii) For any $\lambda>\lambda_{0}$ and $f \in L_{p}\left(\Omega_{T}\right)$, there exists a unique $u \in W_{p}^{1,2}\left(\Omega_{T}\right)$ satisfying $\overline{\mathcal{L}} u-\lambda u=f$.

Theorem 7.1 is proved in [18].
As the applications of Theorem 7.1, we have the following results for $1<p<\infty$.
Lemma 7.2. Let $0<r<R<\infty$ and $u \in W_{p, l o c}^{1,2}\left(\Omega_{T}\right)$ satisfy (7.2). Then

$$
\left\|u_{t}\right\|_{L_{p}\left(Q_{r}^{+}\right)}+\left\|D^{2} u\right\|_{L_{p}\left(Q_{r}^{+}\right)} \leq N\left(\|\bar{L} u\|_{L_{p}\left(Q_{r}^{+}\right)}+\|D u\|_{L_{p}\left(Q_{r}^{+}\right)}+\|u\|_{L_{p}\left(Q_{r}^{+}\right)}\right),
$$

where $N=N(K, d, \delta, r, R)$ and $Q_{r}^{+}=Q_{r} \bigcap\left(\mathrm{R}_{+}^{d} \times(-\infty, T)\right)$.
Proof. See the proof of Lemma 5.2 in [26] or Lemma 7.1 in [18].
Lemma 7.3. Let $0<r<R<\infty$ and $u \in C_{l o c}^{\infty}\left(\Omega_{T}\right)$ satisfy (7.2). Assume that $\overline{\mathcal{L}} u=0$ in $Q_{R}^{+}$. Then for any multi-index $\gamma$, we have

$$
\sup _{Q_{r}^{+}}\left|D^{\gamma} u\right|+\sup _{Q_{r}^{+}}\left|D^{\gamma} u_{t}\right| \leq N\left(\|D u\|_{L_{p}\left(Q_{r}^{+}\right)}+\|u\|_{L_{p}\left(Q_{r}^{+}\right)}\right),
$$

where $N=N(K,|\gamma|, d, \delta, r, R)$.
Proof. See the proof of Lemma 5.8 in [26].
Lemma 7.4. Let $u \in C_{\text {loc }}^{\infty}\left(\Omega_{T}\right)$ satisfy (7.2). Assume that $\overline{\mathcal{L}} u-\lambda u=0$ in $Q_{2}^{+}$. Then for any multi-index $\gamma$, we have

$$
\sup _{Q_{1}^{+}}\left|D^{\gamma}\left(D^{2} u\right)\right|+\sup _{Q_{1}^{+}}\left|D^{\gamma} u_{t}\right| \leq N\left(\left\|u_{t}\right\|_{L_{p}\left(Q_{2}^{+}\right)}+\left\|D^{2} u\right\|_{L_{p}\left(Q_{1}^{+}\right)}+\sqrt{\lambda}\|u\|_{L_{p}\left(Q_{1}^{+}\right)}\right),
$$

where $N=N(K,|\gamma|, p, d, \delta, r, R)$.

Proof. See the proof of Lemmas 5.9 in [26].
Lemma 7.5. Let $\lambda \geq 0, k \geq 2$ and $r \in(0, \infty)$. Let $u \in C_{\text {loc }}^{\infty}\left(\Omega_{T}\right)$ satisfy (7.2). Assume that $\bar{L} u-\lambda u=0$ in $Q_{k r}^{+}$. Then

$$
\frac{1}{\left|Q_{r}^{+}\right|} \int_{Q_{r}^{+}}\left|D^{2} u(t, x)-\left(D^{2} u\right)_{Q_{r}^{+}}\right|^{p} d x d t \leq N k^{-p}\left(\left|D^{2} u\right|^{p}+\lambda^{p}|D u|^{p}\right)_{Q_{k r}},
$$

where $N=N(|\gamma|, K, p, d, \delta, r, R)$.
Proof. See the proof of Lemma 5.10 in [26].
By using the results above, we can obtain the following result.
Proposition 7.6. Let $k \geq 4$ and $r \in(0, \infty)$. Let $u \in C_{\text {loc }}^{\infty}\left(\Omega_{T}\right)$ satisfy (7.2). Then

$$
\frac{1}{\left|Q_{r}^{+}\right|} \int_{Q_{r}^{+}}\left|D^{2} u(t, x)-\left(D^{2} u\right)_{Q_{r}^{+}}\right|^{p} d x d t \leq N k^{-p}\left(\left|D^{2} u\right|^{p}+\lambda^{p}|D u|^{p}\right)_{Q_{k r}},
$$

where $N=N(K, d, \delta, p)$.
By using Theorem 7.1, and adapting the standard process (compare with the proof of Theorem 5.1 in [15]), we can the main result in this section.

Theorem 7.7. Let $1<p<\infty, \omega \in W\left(\mathrm{R}^{d+1}\right), \Omega=\mathrm{R}_{+}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $R_{0}=R_{0}(K, d, \delta, p, \omega)>0$ such that under Assumption 3.1 $\left(R_{0}\right)$ the following assertions hold.
(i) Assume $u \in W_{p, \omega}^{1,2}\left(\Omega_{T}\right)$. There exist positive constants $\lambda_{0}$ and $N$, depending only on $d, K, \delta, p, R_{0}$ and $\omega$, such that

$$
\lambda\|u\|_{L_{p, \omega}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L_{p, \omega}\left(\Omega_{T}\right)}+\left\|D^{2} u\right\|_{L_{p, \omega}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{L_{p, \omega}\left(\Omega_{T}\right)} \leq N\|L u-\lambda u\|_{L_{p, \omega}\left(\Omega_{T}\right)},
$$ provided that $\lambda \geq \lambda_{0}$ and

$$
u=0 \quad \text { on }(-\infty, T) \times \partial \Omega .
$$

(ii) For any $\lambda>\lambda_{0}$ and $f \in L_{p, \omega}\left(\Omega_{T}\right)$, there exists a unique $u \in W_{p, \omega}^{1,2}\left(\Omega_{T}\right)$ satisfying $\mathcal{L} u-\lambda u=f$.

## 8. Equations on Morrey spaces

The object of this section is to establish the nondivergence and divergence equations' solvability results on Morrey spaces.

First of all we start with the definition of Morrey spaces. Let $\Omega$ be an open set in $\mathrm{R}^{d+1}$. Let $1<p<\infty$ and $0<\beta<d+2$. We say that a locally integral function $f(t, x)$ belongs to the Morrey space $L^{p, \beta}(\Omega)$ if

$$
\begin{gathered}
\|f\|_{L^{p, \beta}(\Omega)}^{p} \equiv \sup _{(t, x) \in \Omega, r>0} \frac{1}{r^{\lambda}} \int_{Q_{r}(t, x) \cap \Omega}|f(t, y)|^{p} d y d t<\infty, \\
\|f\|_{W_{p, \beta}^{1,2}(\Omega)}=\|f\|_{L^{p, \beta}(\Omega)}+\left\|f_{t}\right\|_{L^{p, \beta}(\Omega)}+\|D f\|_{L^{p, \beta}(\Omega)}+\left\|D^{2} f\right\|_{L^{p, \beta}(\Omega)}<\infty,
\end{gathered}
$$

and

$$
\mathcal{H}_{p, \beta}^{1}(\Omega)=\left(1-\Delta+\partial_{t}\right)^{1 / 2} W_{p, \beta}^{1,2}(\Omega), \quad H_{p, \beta}^{-1}(\Omega)=\left(1-\Delta+\partial_{t}\right)^{1 / 2} L^{p, \beta}(\Omega)
$$

In addition, we give some definitions that are slightly different from Section 2:

$$
\begin{gathered}
B_{r}(x)=\left\{y \in \mathrm{R}^{d}:|x-y|<r\right\}, \quad Q_{r}(t, x)=\left(t-r^{2}, t\right) \times B_{r}(x), \\
B_{r}^{\prime}\left(x^{\prime}\right)=\left\{y \in \mathrm{R}^{d-1}:\left|x^{\prime}-y^{\prime}\right|<r\right\}, \quad Q_{r}^{\prime}(t, x)=\left(t-r^{2}, t\right) \times B_{r}^{\prime}\left(x^{\prime}\right), \\
Q_{r}^{+}(t, x)=Q_{r}(t, x) \bigcap\left(\mathrm{R}_{+}^{d} \times(-\infty, T)\right), \quad T \in(-\infty, \infty] .
\end{gathered}
$$

We next consider the nondivergence equation on Morrey spaces. Applying Theorem 3.2, we have the following result.

Theorem 8.1. Let $1<p<\infty, 0<\beta<d+2, \Omega=\mathrm{R}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $R_{0}=R_{0}(d, K, \beta, \delta, p)>0$ such that under Assumption 3.1 $\left(R_{0}\right)$ the following assertions hold.
(i) Assume $u \in W_{p, \beta}^{1,2}\left(\Omega_{T}\right)$. There exist positive constants $\lambda_{0}$ and $N$, depending only on $d, \beta, K, \delta, p, R_{0}$, such that
$\lambda\|u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\left\|D^{2} u\right\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{L^{p, \beta}\left(\Omega_{T}\right)} \leq N\|L u-\lambda u\|_{L^{p, \beta}\left(\Omega_{T}\right)}$, provided that $\lambda \geq \lambda_{0}$.
(ii) For any $\lambda>\lambda_{0}$ and $f \in L^{p, \beta}\left(\Omega_{T}\right)$, there exists a unique $u \in W_{p, \beta}^{1,2}\left(\Omega_{T}\right)$ satisfying $\mathcal{L} u-\lambda u=f$.

As the consequence of Theorem 7.7, we have the following result.
Theorem 8.2. Let $1<p<\infty, 0<\beta<d+2, \Omega=\mathrm{R}_{+}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $R_{0}=R_{0}(\beta, d, K, \delta, p)>0$ such that under Assumption 3.1 $\left(R_{0}\right)$ the following assertions hold.
(i) Assume $u \in W_{p, \beta}^{1,2}\left(\Omega_{T}\right)$. There exist positive constants $\lambda_{0}$ and $N$, depending only on $d, \beta, K, \delta, p, R_{0}$, such that
$\lambda\|u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\left\|D^{2} u\right\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{L^{p, \beta}\left(\Omega_{T}\right)} \leq N\|L u-\lambda u\|_{L^{p, \beta}\left(\Omega_{T}\right)}$, provided that $\lambda \geq \lambda_{0}$ and

$$
u=0 \quad \text { on }(-\infty, T) \times \partial \Omega .
$$

(ii) For any $\lambda>\lambda_{0}$ and $f \in L^{p, \beta}\left(\Omega_{T}\right)$, there exists a unique $u \in W_{p, \beta}^{1,2}\left(\Omega_{T}\right)$ satisfying $\mathcal{L} u-\lambda u=f$.

By Theorems 8.1 and 8.2, we give one of the main results of this section.
Theorem 8.3. Let $1<p<\infty, 0<\beta<d+2, T \in(-\infty, \infty]$ and $\Omega$ be a $C^{1,1}$ bounded domain with $C^{1,1}$ norm bounded by $K$. Then there is a constant $R_{0}=R_{0}(d, K, \beta, \delta, p)>$ 0 and $\lambda_{0}=\lambda_{0}(d, K, \beta, \delta, p)>0$ such that under Assumption 3.1 $\left(R_{0}\right)$ the following
is true. For any $f \in L^{p, \beta}\left(\Omega_{T}\right)$ and $\lambda>\lambda_{0}$, there is a unique solution $u \in W_{p, \beta}^{1,2}\left(\Omega_{T}\right)$ to

$$
\begin{cases}L u-\lambda u=f & \text { in } \Omega_{T}, \\ u=0 & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

and we have

$$
\lambda\|u\|_{L^{p \beta}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p \beta}\left(\Omega_{T}\right)}+\left\|D^{2} u\right\|_{L^{p \beta}\left(\Omega_{T}\right)}+\left\|u_{t}\right\|_{L^{p, \beta}\left(\Omega_{T}\right)} \leq N\|f\|_{L^{p, \beta}\left(\Omega_{T}\right)}
$$

where $N$ depends only on $d, p, \beta, \delta, K$ and $R_{0}$.
Proof. By Theorem 8.1, we obtain the following interior estimate for any $0<r<R<$ $\infty, Q_{r} \subset Q_{R} \subset \Omega_{T}$ and $\lambda \geq \lambda_{0}$

$$
\begin{align*}
& \lambda\|u\|_{L^{p \beta}\left(Q_{r}\right)}+\sqrt{\lambda}\|D u\|_{L^{p \beta}\left(Q_{r}\right)}+\left\|D^{2} u\right\|_{L^{p \beta}\left(Q_{r}\right)}+\left\|u_{t}\right\|_{L^{p \beta}\left(Q_{r}\right)}  \tag{8.1}\\
& \quad \leq N\left(\|f\|_{L^{p, \beta}\left(Q_{R}\right)}+\|u\|_{L^{p, \beta}\left(Q_{R}\right)}\right) .
\end{align*}
$$

Similarly, Theorem 8.2 gives a boundary estimate: let $0<r<R<\infty, f \in L^{p, \beta}\left(Q_{R}^{+}\right)$and $R_{0}$ be the constant taken from Theorem 8.2. Then under Assumption 3.1 $\left(R_{0}\right)$, for any $\lambda \geq \lambda_{0}$ and $u \in W_{p, \beta}^{1,2}\left(Q_{R}^{+}\right)$, we have

$$
\begin{align*}
& \lambda\|u\|_{L^{p, \beta}\left(Q_{r}^{+}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(Q_{)}^{+}\right)}+\left\|D^{2} u\right\|_{L^{p, \beta}\left(Q_{r}^{+}\right)}+\left\|u_{t}\right\|_{L^{p, \beta}\left(Q_{r}^{+}\right)}  \tag{8.2}\\
& \quad \leq N\left(\|f\|_{L^{p, \beta}\left(Q_{R}^{+}\right)}+\|u\|_{L^{p, \beta}\left(Q_{R}^{+}\right)}\right)
\end{align*}
$$

provided that $u=0$ on $Q_{R}^{\prime}$ and

$$
L u-\lambda u=f \quad \text { in } Q_{R}^{+} .
$$

It is well known that the ellipticity condition is preserved under a change of variables. Take $t_{0} \in(-\infty, T)$, a point $x_{0} \in \partial \Omega$ and a number $r_{0}=r_{0}(\Omega)$, so that

$$
\Omega \bigcap B_{r_{0}}\left(x_{0}\right)=\left\{x \in B_{r_{0}}\left(x_{0}\right): x^{1}>\phi\left(x^{\prime}\right)\right\}
$$

in some coordinate system. We now locally flatten the boundary of $\partial \Omega$ by defining

$$
y^{1}=x^{1}-\phi\left(x^{\prime}\right):=\Phi(x), \quad y^{j}=x^{j}:=\Phi^{j}(x), \quad j \geq 2
$$

under the assumptions of the theorem, $\Phi$ is a $C^{1,1}$ diffeomorphism in a neighborhood of $x_{0}$. It is easily seen that the coefficients of the new operator in the $y$-coordinates also satisfy Assumption 3.1 with a possibly different $R_{0}$. Thus, we can choose a sufficiently small $R_{0}$ such that from (8.2), for $X_{0}=\left(t_{0}, x_{0}\right)$ and some $r_{1}=r_{1}(\Omega)<r_{0}$,

$$
\begin{align*}
& \lambda\|u\|_{L^{p \beta}\left(\Omega_{T} \cap Q_{r_{1}}\left(X_{0}\right)\right)}+\sqrt{\lambda}\|D u\|_{L^{p \beta}\left(\Omega_{T} \cap Q_{r_{1}}\left(X_{0}\right)\right)} \\
& \quad+\left\|D^{2} u\right\|_{L^{p \beta} \beta}\left(\Omega_{T} \cap Q_{\left.r_{1}\left(X_{0}\right)\right)}+\left\|u_{t}\right\|_{L^{p \beta} \beta}\left(\Omega_{T} \cap Q_{\left.r_{1}\left(X_{0}\right)\right)}\right.\right.  \tag{8.3}\\
& \leq N\left(\|f\|_{L^{p, \beta}\left(\Omega_{T} \cap Q_{r_{0}}\left(X_{0}\right)\right)}+\|u\|_{\left.L^{p, \beta}\left(\Omega_{T} \cap Q_{r_{0}}\left(X_{0}\right)\right)\right)}\right) .
\end{align*}
$$

By (8.1) and (8.3), and using a partition of the unity, one completes the proof for a sufficiently large $\lambda_{0}$.

Now we turn to the divergence case. From Theorems 4.2, 6.1 and 6.2, we have the following results.

Theorem 8.4. Let $1<p<\infty, 0<\beta<d+2, \Omega=\mathrm{R}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $\gamma=\gamma(d, K, \beta, \delta, p)>0$ such that under Assumption 4.1 $(\gamma)$ the following assertions hold.
(i) Assume $u \in \mathcal{H}_{p, \beta}^{1}\left(\Omega_{T}\right), f, g \in L^{p, \beta}\left(\Omega_{T}\right)$. There exists positive $\lambda_{0}$ and $N$, depending only on $d, K, \delta, p, \gamma$ and $\beta$, such that

$$
\begin{align*}
& \left\|u_{t}\right\|_{H_{p, \beta}^{-1}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\lambda\|u\|_{L^{p, \beta}\left(\Omega_{T}\right)}  \tag{8.4}\\
& \quad \leq N \sqrt{\lambda}\|g\|_{L^{p, \beta}\left(\Omega_{T}\right)}+N\|f\|_{L^{p, \beta}\left(\Omega_{T}\right)}
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$ and

$$
\begin{equation*}
\mathcal{L} u-\lambda u=\operatorname{div} g+f \quad \text { in } \Omega_{T} . \tag{8.5}
\end{equation*}
$$

(ii) For any $\lambda>\lambda_{0}$ and $f, g \in L^{p, \beta}\left(\Omega_{T}\right)$, there exists a unique $u \in \mathcal{H}_{p, \beta}^{1}\left(\Omega_{T}\right)$ of (8.5) satisfying (8.4).

Theorem 8.5. Let $1<p<\infty, 0<\beta<d+2, \Omega=\mathrm{R}_{+}^{d}$ and $T \in(-\infty, \infty]$. Then there is a constant $\gamma=\gamma(\beta, K, d, \delta, p)>0$ such that under Assumption 4.1 $(\gamma)$ the following assertions hold.
(i) Assume $u \in \mathcal{H}_{p, \beta}^{1}\left(\Omega_{T}\right), f, g \in L^{p, \beta}\left(\Omega_{T}\right)$. There exists positive $\lambda_{0}$ and $N$, depending only on $d, \delta, K, p, \gamma, \beta$ and $\theta$, such that

$$
\begin{align*}
& \left\|u_{t}\right\|_{\mathcal{H}_{p, \beta}^{-1}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\lambda\|u\|_{L^{p \beta}\left(\Omega_{T}\right)}  \tag{8.6}\\
& \quad \leq N \sqrt{\lambda}\|g\|_{L^{p, \beta}\left(\Omega_{T}\right)}+N\|f\|_{L^{p, \beta}\left(\Omega_{T}\right)},
\end{align*}
$$

provided that $\lambda \geq \lambda_{0}$ and

$$
\begin{cases}\mathcal{L} u-\lambda u=\operatorname{div} g+f & \text { in } \Omega_{T},  \tag{8.7}\\ u=0 & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

(ii) For any $\lambda>\lambda_{0}$ and $f, g \in L^{p, \beta}\left(\Omega_{T}\right)$, there exists a unique $u \in \mathcal{H}_{p, \beta}^{1}\left(\Omega_{T}\right)$ of (8.7) satisfying (8.6).

Theorem 8.6. The assertions of Theorem 8.5 hold true if (8.7) is replaced by

$$
\begin{cases}\mathcal{L} u-\lambda u=\operatorname{div} g+f & \text { in } \Omega_{T} \\ a^{1 j} D_{j} u+a^{1} u=g_{1} & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

Now, we assume that the boundary $\partial \Omega$ of the domain $\Omega$ is locally the graph of a Lipschitz continuous function with small Lipschitz constant. More precisely, we make the following assumption containing a parameter $\rho \in(0,1]$, which will be specified later.

Assumption $8.7(\theta)$. There is a constant $R_{1} \in(0,1]$ such that, for any $x_{0} \in \partial \Omega$ and $r \in\left(0, R_{1}\right]$, there exists a Lipschitz function $\phi: \mathrm{R}^{d-1} \rightarrow \mathrm{R}$ such that

$$
\Omega \bigcap B_{r}\left(x_{0}\right)=\left\{x \in B_{r}\left(x_{0}\right): x^{1}>\phi\left(x^{\prime}\right)\right\}
$$

and

$$
\sup _{x^{\prime}, y^{\prime} \in B_{r}^{\prime}\left(x_{0}^{\prime}\right), x^{\prime}=y^{\prime}} \frac{\left|\phi\left(y^{\prime}\right)-\phi\left(x^{\prime}\right)\right|}{\left|y^{\prime}-x^{\prime}\right|} \leq \theta
$$

in some coordinate system. Note that all $C^{1}$ domain satisfy this assumption for any $\theta>0$.

We shall impose a little bit more regular assumption on $a^{i j}$ near the boundary. For any $x \in \mathrm{R}^{d}$, denote

$$
\operatorname{dist}(x, \partial \Omega)=\inf _{y \in \partial \Omega}|x-y|
$$

Assumption $8.8(\gamma)$. There is a constant $R_{1} \in(0,1]$ such that, for any $x_{0} \in \mathrm{R}^{d}$ with $\operatorname{dist}(x, \partial \Omega) \leq R_{1}$ and any $r \in\left(0, R_{1}\right]$, we have

$$
\sup _{i j} r^{-2}\left|B_{r}\left(x_{0}\right)\right|^{-2} \int_{t-r^{2}}^{t} \int_{B_{r}\left(x_{0}\right)}\left|a^{i j}(s, x)-\left(a^{i j}\right)_{B_{r}\left(x_{0}\right)}\right| d x d s \leq \gamma
$$

Theorem 8.9. Let $1<p<\infty, 0<\beta<d+2, T \in(-\infty, \infty]$ and $\Omega$ be a bounded domain. Then there exist constants $R_{0}=R_{0}(\beta, d, K, \delta, p), \theta=\theta(\beta, d, K, \delta, p), \gamma=\gamma(\beta, d, K, \delta, p)$ and $\lambda_{0}=\lambda_{0}(\beta, d, K, \delta, p)>0$ such that under Assumptions 4.1 $\left(\gamma_{1}\right), 8.7(\theta)$ and $8.8\left(\gamma_{2}\right)$ the following is true. For any $f \in L^{p, \beta}\left(\Omega_{T}\right)$ and $\lambda>\lambda_{0}$, there is a unique solution $u \in H_{p, \beta}^{1}\left(\Omega_{T}\right)$ to

$$
\begin{cases}L u-\lambda u=f & \text { in } \Omega_{T}, \\ u=0 & \text { on }(-\infty, T) \times \partial \Omega\end{cases}
$$

and we have

$$
\left\|u_{t}\right\|_{H_{p, \beta}^{-1}\left(\Omega_{T}\right)}+\sqrt{\lambda}\|D u\|_{L^{p, \beta}\left(\Omega_{T}\right)}+\lambda\|u\|_{L^{p, \beta}\left(\Omega_{T}\right)} \leq N \sqrt{\lambda}\|g\|_{L^{p, \beta}\left(\Omega_{T}\right)}+N\|f\|_{L^{p, \beta}\left(\Omega_{T}\right)}
$$

where $N$ depends only on $d, p, \beta, \delta, \lambda_{0}, K, \gamma_{1}, \gamma_{2}$ and $\theta$.
Proof. By Theorems 8.4 and 8.5, and adapting the same arguments in the proof of Theorem 2.1 in [15] and Theorem 2.10 in [18], we can obtain the desired result. We omit the details here.

## 9. Schrödinger-type operators

In this section, we will study the boundedness for parabolic-type operators such as $\nabla_{x}^{2}(L-V)^{-1}, \quad V(L-V)^{-1}, \quad V^{1 / 2} \nabla_{x}(L-V)^{-1}, \quad \partial_{t}(L-V)^{-1}, \quad V^{1 / 2} \nabla_{x}(\mathcal{L}-V)^{-1}$, $V^{1 / 2}(\mathcal{L}-V)^{-1} \nabla_{x}, V(\mathcal{L}-V)^{-1}$ and $\nabla_{x}(\mathcal{L}-V)^{-1} \nabla_{x}$ with positive potentials $V$ satisfying (3.1) or (3.2).

Zhong [33], Shen [29] and Auscher and Ben [1] studied the $L_{p}\left(\mathrm{R}^{d}\right)$ boundedness for elliptic Schrödinger-type operators (that is, $\widetilde{L}=-\Delta+V$ ) with nonnegative potentials belonging to certain elliptic type reverse Hölder class $B_{q}(q>1)$ (cf. (9.1) without $t$ coordinate, see also [29]), and Okazawa [28] gave a $L_{p}\left(\mathrm{R}^{d}\right)$ estimate for Schrödingertype operators with nonnegative potentials $V$, which satisfy the condition $|\nabla V| \leq$ $c_{p} V^{3 / 2}$. In addition, Kurata and Sugano [27] studied the $L_{p, \omega}\left(\mathrm{R}^{d}\right)$ and $L^{p, \beta}\left(\mathrm{R}^{d}\right)$ boundedness for uniformly elliptic operators $\widetilde{L}=\left(a^{i j}(x) u_{x_{i}}(x)\right)_{x_{j}}$ with nonnegative potentials belonging to a certain elliptic-type reverse Hölder class $B_{q}(q>1)$, where $a^{i j} \in C^{\alpha}$ with $\alpha \in(0,1]$ and $\omega$ belong to a certain class of Muckenhoupt weights.

On the other hand, Gao and Jiang [21] considered the $L^{p}$-boundedness of the parabolic Schrödinger-type operator $\nabla_{x}^{2}\left(\partial_{t}-\Delta+V\right)^{-1}$ with certain potentials with space variable $x$. Recently, Carbonaro et al. [5] improved Gao and Jiang's result above by the potential $V$ with the variables $x$, $t$, which is essentially the generalization to $\mathrm{R}^{n+1}$ of the condition of Gao and Jiang. More precisely, Carbonaro et al. in [5] proved $L^{p}\left(\mathrm{R}^{d+1}\right)$-boundedness of operators $V\left(\partial_{t}-\Delta+V\right)^{-1}, \nabla_{x}^{2}\left(\partial_{t}-\Delta+V\right)^{-1}, \partial_{t}\left(\partial_{t}-\right.$ $\Delta+V)^{-1}$ if $0 \leq V \in(P B)_{p}$ for $1<p<\infty$. We say that a nonnegative locally $L^{p}$ integral function $V(x, t)$ on $\mathrm{R}^{d+1}$ is said to belong to $(P B)_{p}(1<p \leq \infty)$ if there exists $C>0$ such that the parabolic-type reverse Hölder inequality

$$
\begin{equation*}
\left(\frac{1}{|Q|} \int_{Q} V^{p} d x d t\right)^{1 / p} \leq C\left(\frac{1}{|Q|} \int_{Q} V d x d t\right) \tag{9.1}
\end{equation*}
$$

holds for every parabolic cylinder $Q$ in $\mathrm{R}^{d+1}$; see [5]. Clearly, $V(t, x)=\lambda e^{\sqrt{1+|x|^{2}+t^{2}} / \lambda^{2}} \notin$ $(P B)_{q}$ for any $q>1$ if $\lambda \geq 1$, but it satisfies (3.1) and (3.2).

Applying Theorem 5.2 and Lemma 5.3, we have the following result.
Theorem 9.1. Suppose that $V$ satisfies (3.1), $1<p<\infty$ and $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$. There are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p, K, d, \delta, C_{0}, \delta_{0}$ and $\omega$, such that under Assumption 5.1 $(\gamma)$ for $V \geq \lambda_{0}$,

$$
\begin{aligned}
& \left\|\nabla_{x}^{2}(L-V)^{-1} f\right\|_{L_{p, \omega}}+\left\|V(L-V)^{-1} f\right\|_{L_{p, \omega}}+\left\|V^{1 / 2} \nabla_{x}(L-V)^{-1} f\right\|_{L_{p, \omega}} \\
& \quad+\mid \partial_{t}(L-V)^{-1} f\left\|_{L_{p, \omega}} \leq N\right\| f \|_{L_{p, \omega}} .
\end{aligned}
$$

Theorem 9.2. Suppose that $V$ satisfies (3.2), $1<p<\infty$ and $\omega \in A_{p}\left(\mathrm{R}^{d+1}\right)$. Then there are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p, K, d, \delta, C_{0}, \delta_{0}$ and $\omega$, such that under Assumption 5.1( $\gamma$ ) for $V \geq \lambda_{0}$,

$$
\begin{aligned}
& \left\|\nabla_{x}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L_{p, \omega}}+\left\|V^{1 / 2} \nabla_{x}(\mathcal{L}-V)^{-1} f\right\|_{L_{p, \omega}} \\
& \quad+\left\|V^{1 / 2}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L_{p, \omega}}+\left\|V(\mathcal{L}-V)^{-1} f\right\|_{L_{p, \omega}} \leq N\|f\|_{L_{p, \omega}} .
\end{aligned}
$$

As a consequence of Theorems 9.1 and 9.2, we have following results.
Corollary 9.3. Suppose that $V$ satisfies (3.1), $1<p<\infty$ and $0<\beta<d+2$. There are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p, K, d, \delta, C_{0}, \delta_{0}$ and $\beta$, such that under Assumption 5.1 ( $\gamma$ ) for $V \geq \lambda_{0}$,

$$
\begin{aligned}
& \left\|\nabla_{x}^{2}(L-V)^{-1} f\right\|_{L^{p, \beta}}+\left\|V(L-V)^{-1} f\right\|_{L^{p, \beta}}+\left\|V^{1 / 2} \nabla_{x}(L-V)^{-1} f\right\|_{L^{p, \beta}} \\
& \quad+\left\|\partial_{t}(L-V)^{-1} f\right\|_{L^{p, \beta}} \leq N\|f\|_{L^{p, \beta}} .
\end{aligned}
$$

Corollary 9.4. Suppose that $V$ satisfies (3.2), $1<p<\infty$ and $0<\beta<d+2$. There are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p, K, d, \delta, C_{0}, \delta_{0}$ and $\beta$, such that under Assumption 5.1( $\gamma$ ) for $V \geq \lambda_{0}$,

$$
\begin{aligned}
& \left\|\nabla_{x}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L^{p, \beta}}+\left\|V^{1 / 2} \nabla_{x}(\mathcal{L}-V)^{-1} f\right\|_{L^{p, \beta}} \\
& \quad+\left\|V^{1 / 2}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L^{p, \beta}}+\left\|V(\mathcal{L}-V)^{-1} f\right\|_{L^{p \beta}} \leq N\|f\|_{L^{p, \beta}} .
\end{aligned}
$$

Finally, we study the boundedness of Schrödinger-type operators on variable $L^{p}$ spaces. We consider a measure function $p: \mathrm{R}^{d+1} \rightarrow[1, \infty)$. Let $L^{p(\cdot)}\left(\mathrm{R}^{d+1}\right)$ denotes the set of measurable functions $f$ on $\mathrm{R}^{d+1}$ such that for some $\lambda>0$,

$$
\int_{\mathrm{R}^{d+1}}\left(\frac{|f(t, x)|}{\lambda}\right)^{p(t, x)} d x d t<\infty
$$

This set becomes a Banach function spaces when equipped with norm

$$
\|f\|_{L^{p(t)}}:=\|f\|_{L^{p()}\left(\mathbb{R}^{d+1}\right)}=\inf \left\{\lambda>0: \int_{\mathbb{R}^{d+1}}\left(\frac{|f(t, x)|}{\lambda}\right)^{p(t, x)} d x d t \leq 1\right\} .
$$

These spaces are referred to as variable Lebesgue spaces or, more simply, as variable $L^{p}$ spaces, since they generalize the standard $L^{p}$ spaces: if $p(t, x)=p_{0}$ is constant, then $L^{p(\cdot)}\left(\mathrm{R}^{d+1}\right)$ equals $L_{p_{0}}\left(\mathrm{R}^{d+1}\right)$. They have many properties in common with the standard $L^{p}$ spaces.

These spaces, and the corresponding variable Sobolev spaces, are of interest in their own right, and also for applications to partial differential equations and the calculus of variations. (See [8] and references therein.)

For conciseness, define $\mathcal{P}\left(\mathrm{R}^{d+1}\right)$ be the set of measurable functions $p: \mathrm{R}^{d+1} \rightarrow$ $[1, \infty)$ such that

$$
p_{-}=\inf \left\{p(t, x):(t, x) \in \mathrm{R}^{d+1}\right\}>1, p_{+}=\sup \left\{p(t, x):(t, x) \in \mathrm{R}^{d+1}\right\}<\infty .
$$

Let $\mathcal{B}\left(\mathrm{R}^{d+1}\right)$ be the set of $p(\cdot) \in \mathcal{P}\left(\mathrm{R}^{d+1}\right)$ such that $M$ is bounded on $L^{p(\cdot)}$, where $M$ denotes the parabolic Hardy-Littlewood maximal operator; see Section 2.

Combining Corollary 1.11 and Theorem 1.2 in [8], Theorems 9.1 and 9.2 together, we have following results.

Corollary 9.5. Suppose that $V$ satisfy (3.1), and $p(\cdot) \in \mathcal{B}\left(\mathrm{R}^{d+1}\right)$. There are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p(\cdot), K, d, \delta, C_{0}, \delta_{0}$, such that under Assumption 5.1( $\gamma$ ) for $V \geq \lambda_{0}$,

$$
\begin{aligned}
& \left\|\nabla_{x}^{2}(L-V)^{-1} f\right\|_{L^{p()}}+\left\|V(L-V)^{-1} f\right\|_{L^{p()}}+\left\|V^{1 / 2} \nabla_{x}(L-V)^{-1} f\right\|_{L^{p()}} \\
& \quad+\left\|\partial_{t}(L-V)^{-1} f\right\|_{L^{p()}} \leq N\|f\|_{L^{p(\cdot)}} .
\end{aligned}
$$

Corollary 9.6. Suppose that $V$ satisfy (3.2), and $p(\cdot) \in \mathcal{B}\left(\mathrm{R}^{d+1}\right)$. There are constants $\gamma, \lambda_{0}$ and $N$, depending only on $p(\cdot), K, d, \delta, C_{0}, \delta_{0}$, such that under Assumption 5.1 $(\gamma)$ for $V \geq \lambda_{0}$,

$$
\begin{aligned}
&\left\|\nabla_{x}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L^{p(\cdot)}}+\left\|V^{1 / 2} \nabla_{x}(\mathcal{L}-V)^{-1} f\right\|_{L^{p()}} \\
&+\left\|V^{1 / 2}(\mathcal{L}-V)^{-1} \nabla_{x} f\right\|_{L^{p(\cdot)}}+\left\|V(\mathcal{L}-V)^{-1} f\right\|_{L^{p(\cdot)}} \leq N\|f\|_{L^{p(\cdot)}} .
\end{aligned}
$$

We remark that, in fact, Corollary 1.11 and Theorem 1.2 in [8] are proved in the elliptic case, but it is easy to see that Corollary 1.11 and Theorem 1.2 in [8] are also true in the parabolic case.

## Acknowledgement

The author would like to thank the referee for some very valuable suggestions.

## References

[1] P. Auscher and B. Ben Ali, 'Maximal inequalities and Riesz transform estimates on $L^{p}$ spaces for Schrödinger operators with nonnegative', Ann. Inst. Fourier 7 (2007), 1975-2013.
[2] M. Bramanti and M. Cerutti, ' $W_{p}^{1,2}$ solvability for the Cauchy-Dirichlet problem for parabolic equations with VMO coefficients', Comm. Partial Differential Equations 18 (1993), 1735-1763.
[3] M. Bramanti, L. Brandolini, E. Harboure and B. Viviani, 'Global $W^{2, p}$ estimates for nondivergence elliptic operators with potentials satisfying a reverse Holder condition', Ann. Mat. Pura Appl. (4) 191 (2012), 339-362.
[4] S. Byun, 'Parabolic equations with BMO coefficients in Lipschitz domains', J. Differential Equations 444 (2001), 299-320.
[5] A. Carbonaro, G. Metafune and C. Spina, 'Parabolic Schrödinger operators', J. Math. Anal. Appl. 343 (2008), 965-974.
[6] F. Chiarenza, M. Frasca and P. Longo, 'Interior $W^{2, p}$ estimates for nondivergence form elliptic equations with discontinuous coefficients', Ric. Mat. 40 (1991), 149-168.
[7] F. Chiarenza, M. Frasca and P. Longo, ' $W^{2, p}$ solvability of the Dirichlet problem for nondivergence form elliptic equations with VMO coefficients’, Trans. Amer. Math. Soc. 336 (1993), 841-853.
[8] D. Cruz-Uribe, A. Fiorenza, J. Martell and C. Pérez, 'The boundedness of classical operators on variable $L^{p}$ spaces', Ann. Acad. Sci. Fenn. Math. 31 (2006), 239-264.
[9] R. Denk, M. Hieber and P. Püss, ' $\mathcal{R}$-boundedness, Fourier multipliers and problems of elliptic and parabolic type', Mem. Amer. Math. Soc. 166 (2003), 138-161.
[10] H. Dintelmann, H. Heck and M. Hieber, ' $L^{p}-L^{q}$ estimates for parabolic systems in nondivergence form with VMO coefficients', J. Lond. Math. Soc. (2) 74 (2006), 717-736.
[11] G. Di Fazio and M. Ragusa, 'Interior estimates in Morrey spaces for strong solutions to nondivergence form equations with discontinuous coefficients', J. Funct. Anal. 112 (1993), 241-256.
[12] G. Di Fazio, P. Giuseppe and M. Ragusa, 'Global Morrey regularity of strong solutions to the Dirichlet problem for elliptic equations with discontinuous coefficients', J. Funct. Anal. 166 (1999), 179-196.
[13] H. Dong, 'Solvability of parabolic equations in divergence form with partially BMO coefficients', J. Funct. Anal. 258 (2010), 2145-2172.
[14] H. Dong, 'Solvability of second-order equations with hierarchically partially BMO coefficients', Trans. Amer. Math. Soc. 364 (2012), 493-517.
[15] H. Dong and D. Kim, 'Elliptic equations in divergence form with partially BMO coefficients', Arch. Ration. Mech. Anal. 196 (2010), 25-70.
[16] H. Dong and D. Kim, 'Parabolic and elliptic systems with VMO coefficients', Methods Appl. Anal. 16 (2009), 365-388.
[17] H. Dong and D. Kim, ' $L_{p}$ solvalility of divergnce type parabolic and elliptic system with partially BMO coefficients', Calc. Var. 40 (2011), 357-389.
[18] H. Dong and D. Kim, 'On the $L_{p}$-solvability of higher order parabolic and elliptic systems with BMO coefficients', Arch. Ration. Mech. Anal. 199 (2011), 889-941.
[19] H. Dong and D. Kim, 'Parabolic and elliptic systems in divergence form with variably partially BMO coefficients', SIAM J. Math. Anal. 43 (2011), 1075-1098.
[20] D. Fan, S. Lu and D. Yang, 'Regularity in Morrey spaces of strong solutions to nondivergence elliptic equations with VMO coefficients', Georgian Math. J. 5 (1998), 425-440.
[21] W. Gao and Y. Jiang, ' $L^{p}$ estimate for parabolic Schrödinger operator with certain potentials', J. Math. Anal. Appl. 310 (2005), 128-143.
[22] J. García-Cuerva and J. Rubio de Francia, Weighted Norm Inequalities and Related Topics (North-Holland, New York, 1985).
[23] D. Kim, 'Parabolic equations with measurable coefficients II', J. Math. Anal. Appl. 334 (2007), 534-548.
[24] D. Kim and N. Krylov, 'Elliptic differential equations with coefficients measurable with respect to one variable and VMO with respect to the others', SIAM J. Math. Anal. 39 (2007), 489-506.
[25] N. Krylov, 'Parabolic and elliptic equations with VMO coefficients', Comm. Partial Differential Equations 32 (2007), 453-475.
[26] N. Krylov, 'Parabolic equations with VMO coefficients in Sobolev spaces with mixed norms', J. Funct. Anal. 250 (2007), 1-38.
[27] K. Kurata and S. Sugano, 'A remark on estimates for uniformly elliptic operators on weighted $L^{p}$ spaces and Morrey spaces', Math Nachr. 209 (2000), 137-150.
[28] N. Okazawa, 'An $L^{p}$ theory for Schrödinger operators with nonnegative potentials', J. Math. Soc. Japan. 36 (1984), 675-688.
[29] Z. Shen, ' $L^{p}$ estimates for Schrödinger operators with certain potentials', Ann. Inst. Fourier. Grenoble. 45 (1995), 513-546.
[30] L. Softova, 'Parabolic equations with VMO coefficients in Morrey spaces', Electron. J. Differ. Equat. 51 (2001), 1-25.
[31] E. Stein, Harmonic Analysis: Real-variable Methods, Orthogonality, and Oscillatory Integrals (Princeton University Press, Princeton, NJ, 1993).
[32] L. Tang, ' $W_{\omega}^{2, p}$-solvability of the Cauchy-Dirichlet problem for nondivergence parabolic equations with BMO coefficients', Canad. J. Math. 64(1) (2012), 217-240.
[33] J. Zhong, Harmonic analysis for some Schrödinger operators, PhD Thesis, Princeton University, 1993.

LIN TANG, LMAM, School of Mathematical Sciences, Peking University, Beijing, 100871, PR China
e-mail: tanglin@math.pku.edu.cn


[^0]:    The project is partially supported by NNSF (11271024) of China.
    (C) 2014 Australian Mathematical Publishing Association Inc. 1446-7887/2014 \$16.00

