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HERMITE AND HERMITE-FEJER INTERPOLATION 
AND ASSOCIATED PRODUCT INTEGRATION RULES 

ON THE REAL LINE: THE Lx THEORY 

D. S. LUBINSKY AND P. RABINOWITZ 

ABSTRACT. We investigate convergence in a weighted L\ -norm of Hermite-Fejér 
and Hermite interpolation at the zeros of orthogonal polynomials associated with 
weights on the real line. The results are then applied to convergences of product in
tegration rules. From the point of view of orthogonal polynomials, the new feature is 
that Freud and Erdos weights are treated simultaneously and that relatively few assump
tions are placed on the weight. From the point of view of product integration, the rules 
exhibit convergence for highly oscillatory kernels (for example) and for functions of 
rapid growth at infinity. 

1. Introduction. In this paper, we shall study the convergence of Hermite-Fejér 
and related interpolation operators in a weighted L\ norm, 

/
OO -

\g(x)\ W2(x)dx. 
-OO 

Here W := e~Q, and Q: K —> R is even, continuous and of at least polynomial growth 
at infinity. The interpolation takes place at the zeros {xkn}£=i = {**n(W2)}^=1 of the nth 
orthonormal polynomial 

(1.2) Pn(x) := pn(W\x) := 1^ + • • -, ln > 0, 

for W2, defined by the condition 

(1.3) / Pn(x)pm(x)W (X) dx = 6mn. 
J—oo 

The zeros are ordered so that 

-OO < Xnn < Xn-hn < Xn-2,n < • • ' < X\n < OO. 

It is a classical result of Erdos-Turan that the natural setting for studying convergence 
of Lagrange interpolation at the zeros of{pn}^° is the Z^-setting. Recent results of Nevai 
and Vértesi [21] show that the natural analogue for Hermite-Fejér interpolation is the L\ -
setting. They showed that if w is a non-negative weight with support in the finite interval 
[a, b], so that in particular 

rb 

0 < / w(x) dx < oo, 
Ja 
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562 D. S. LUBINSKY AND P. RABINOWITZ 

and if Hn(w,f,x) is the nth associated Hermite-Fejér interpolation polynomial at the 
zeros {xjn}JLx of pn(w,x), defined by 

Hn(w,f,xjn) =f(xjn), 1 <j < n, 
(1.4) 

Hf
n(w,f,xjn) = 0, l<j<n, 

then 
lim f \f(x) - Hn(w,f,x)\ w(x) dx = 0, 

for each polynomial/. Furthermore, if [a,b] — [—1,1], and w is a generalized Jacobi 
weight of the form 

W(JC) = g(x)(\ -x)a(l + xf, <*,/3 > - 1 , 

where g is positive on f — 1, 1 ] and g' satisfies a Lipschitz condition of order 1 on [ — 1,1 ], 
then this limit remains valid for each/ continuous on [— 1,1 ]. 

Their careful analysis of the related convergence questions in Lp,p ^ 1, shows that 
these cases are inherently more complicated, and that much more needs to be assumed 
about the weight. 

It is partly for this reason that we shall concentrate on the Lj-case in this paper. An in
teresting feature of the results is that simultaneously they treat Freud and Erdos weights. 
These are respectively the cases where Q above is of polynomial, and of faster than poly
nomial growth, at infinity. Previously these have been treated separately [8-13, 15, 18, 
20]. 

Once we have the convergence of Hermite-Fejér interpolation, we can consider con
vergence of the associated product quadrature rules. These rules involve approximation 
of 

/
oo 

k(x)f(x)dx 
-oo 

by quadrature rules 

(1.6) In[k;f]:=itwjn(k)f(xjn) 

where the weights { Wjn} are usually determined by integration of some (typically poly
nomial) approximation t o / . The philosophy is to split the integrand kf into a difficult 
component k with known types of singularities or oscillatory behaviour, and such that 
the weights Wjn(k) can be evaluated explicitly, and a smooth component/ that is treated 
numerically. 

To develop this theme further, we need some more notation. Let {£jn(x)}jn
=] — 

{£jn(W2,x)}n
=l denote the fundamental polynomials of Lagrange interpolation for 

{xjn}jL\> s o t n a t £jn(x) has degree n—\, and 

(1.7) Ijnixkn) = 6jk, 1 <hk<n. 
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HERMITE AND HERMITE-FEJER INTERPOLATION 563 

The fundamental polynomials ofHermite interpolation are then 

(1.8) hin:=\l-P-^(x-xin))û(x), 
»-v p'n(Xjnr Jn,r^ 

and 

(1.9) hjn(x):=(x-xjn)l?n(xl 

1 <7 < ft- The Hermite-Fejér polynomial Hn(W
2,f,x) satisfying (1.4) with w = W2 is 

given by 

(1.10) Hn(W
2J,x) := J2f(xjn)hjn(x). 

7=1 

\ff\xjn) is defined, 1 <j<n, one may also define the Hermite (or oscillatory) interpo
lation polynomial 

(LU) Hn(W2,f,x) 1= J2ftXjn)hjn(x) + J2Axjn)hjn(x), 
7=1 7=1 

satisfying 

(1.12) frn
t\w\f,xjn)=ft\xjn), 1 <y </i,« = 0 , 1 . 

Both //n and //„ are special cases of the operator 

(1.13) H*n(W
2,f,{dln},x) := E / W ^ W + E 

djnfljnyX), 
7=1 7=1 

for which 

« : ( W 2 , / , { ^ n } , ^ ) = / ( ^ ) , l 
(1.14) } l < 7 < f t 

//n*,(W2,/,{^n},^) = 4„ J 
In several classical cases, and in those treated in this paper, the contribution from 

Pn(xjn)/p'n(xjn)(x — Xjn) in hjn(x) turns out to be negligible. One is then tempted to intro
duce the very simple operator 

(1.15) Yn(W
2,f,x) := Y.f{xjn)£

2
n(x). 

7=1 

It has the advantage of being positive, that is 

/ > 0 in R implies Yn(W
2J, •) > 0 in R. 

Grtinwald [7] investigated Yn for "p -normal sets" and Rabinowitz and Vértesi considered 
Yn in the context of product integration [27]. It is also a close cousin of Nevai's Gn 

operator [19, p. 74]. 
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564 D. S. LUBINSKY AND P. RABINOWITZ 

The operator Hn generates the product quadrature rule 

r°° o JL 
(1.16) /„[*;/] := / Hn(W\f,x)k(x)dx = £ wjn(W(xjn), 

where 

/
oo 

hjn(x)k(x)dx, \<j<n. 
- O O 

Obvious analogues are generated by # n and //*. For example, in the case of Hn, we obtain 
the product quadrature rule 

/„[*;/] := Inibf] + £ * > W ( * > ) , 

where 

/
oo ^ 

hjn(x)k(x)dx, 1 <j <n. 
-oo 

In this paper, under suitable conditions on W2, the condition 

(1.18) A := sup\k(x)/W2(x)\ < oo, 

will guarantee convergence, that is, 

(1.19) lim/„[*;/] = / [ * ; / ] , 
n—KX) 

for functions that may grow almost as fast as W~2. We typically require for some a — 
a(W), 

(1.20) supl/Wl w2w[l + |G/W|f+1 < CX)-

By contrast, when product quadrature rules based on Lagrange interpolation [81 were 
considered for weights on R , / was required to grow somewhat slower than W~]. Of 
course, the condition on k was correspondingly weaker. 

Algorithmic aspects, such as evaluation of the weights Wjn(k) via modified moments 
I[k;pn], have been considered in [25]. Another relevant reference for product quadra
ture rules based on Hermite-Fejér interpolation is [1]. For product quadrature on infinite 
intervals, see [8, 14,28]. 

We remark that the approximation 

/
°° o JL 

Yn(W
2,f,x)k(x)dx = ^Vjn(k)f(xjn), 

where 

( 1.22) vjn(k) := f ° Ûn(x)k{x) dx, \<j<n, 
J — OO J 
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has several advantages. First, if k > 0, then all the weights Vjn(k) are non-negative. 
Furthermore, the algorithm to evaluate Vjn(k) is simpler than that for Wjn(k). In the special 
case k = W2, we recover the Gauss weights 

Xjn '•= Xjn(W2) : = r l2
n(x)W2(x)dx 

(1.23) J;™ 
= / ljn(x)W2(x)dx, \<j<n. 

J—oo 

Finally, under the condition (1.18), we obtain 

(1.24) \vjn(k)\ <A\jn, \<j<n, 

so that many of the convergence properties of the Gauss case carry over to this product 
quadrature rule. For example, when/ has some singularity, the process of "avoiding the 
singularity", well known to converge for the Gauss rule [ 12] also guarantees convergence 
for the product quadrature rule. 

This paper is organised as follows: In Section 2, we introduce our class of weights, 
and state our main results. In Section 3, we present some technical estimates, perhaps 
proved for the first time simultaneously for Freud and Erdôs weights. In Section 4, we 
prove some infinite-finite range inequalities. In Section 5, we estimate quantities relating 
to a differential equation, developed by Shohat, Nevai, Bonan, Bauldry, and Mhaskar, 
enabling us to bound \Pn(xkn)/p'n(xkn)\ • In Section 6, we obtain estimates for Christoffel 
functions. Finally, in Section 7, we prove the results of Section 2. 

2. Main results. The theory of orthogonal polynomials for weights on the real line, 
and its associated approximation theory, has in recent years been developed primarily 
for weights W2 := e~2Q, where Q is even, and of polynomial growth at infinity [20]— 
the so-called Freud case. Quite recently, the case where Q is of faster than polynomial 
growth—the so-called Erdos case, has also received attention. The following definition 
allows both cases: 

DEFINITION 2.1. We write W E *W if the following conditions are satisfied: 
(a) W — e~Q, where Q: K —•» R is even, continuously differentiable, Q" exists in 

(0, oo), and 

(2.1) 0(0) = 0. 

(b) For;cG(0,oo), 

(2.2) Q'(x) > 0 and Q"(x) > 0. 

(c) There exist C\, C2 > 0 and 77 > 0, such that for x G (Ci, 00), 

(2.3) 77 < xQ[\x)l Q'{x) < C2(log Q'{x))\ 
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566 D. S. LUBINSKY AND P. RABINOWITZ 

The normalization Q(0) — 0 is merely for convenience, and can be achieved by mul
tiplying W by a suitable constant. The condition (b) forces Q to be convex and Q' to be 
increasing in (0, oo). The left inequality in (2.3), combined with (2.2), ensures that Q(x) 
grows at least as fast as |JC| 1+7?, as x —•» oo. In this connection, we remark that this "lower 
growth condition" is not so severe; the set of all polynomials is not dense in the space of 
continuous functions/: R —> R with norm 

/
oo ~ 

\f(x)\W2(x)dx<™, 
-oo 

if W(x) = exp(-g(jc)), when Q(x) := \x\P, (5 < 1. 

The right inequality in (2.3) is a weak regularity condition. In fact, for regularly grow
ing 2, one has for each e > 0, as x —> oo, 

xQ"(x)/Q'(x)=0[\ogQ'(x)]]+e. 

In the general case, one can show that this relation holds outside a "small" set of x. 

As examples of Q satisfying (a)—(c), we mention 

(2.5) Q(x):=\x\P, P > 1, 

or 

(2.6) Q{x) := e x p , ( | ^ ) - exp,(0), (5 > 1, 

where expk(u) := exp(exp(exp(- • • exp(w) • • •)) denotes the &th iterated exponential. 

We shall also need the Mhaskar-Rahmanov-Saff number au — au(Q), defined as the 
positive root of the equation 

(2.7) u = - / autQ'(aut)(\ - f-y^1 dt, u> 0. 
7T JO 

Since sQ'(s) is positive and strictly increasing for s G (0, oo), with limits 0 and oo at 0 
and oo respectively, au is uniquely defined. Moreover, 

(2. 8) lim au — 0; lim au — oo. 
«—•0+ u—+oo 

The significance of au in studying weights on R has become clear in recent years [16, 
17]. 

The class of polynomials of degree at most n with real coefficients is denoted by 2^. 
Constants independent of n, x and P G Tn are denoted by C, Ci, C2,.... The same symbol 
does not necessarily denote the same constant in different occurrences. To emphasise that 
C does not depend on a particular parameter a , we write C ^ C(a), etc. 

Following is our result for polynomials: 
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THEOREM 2.2. Let W := e~Q e Wandan = an(Q), n>\. Then there exist ri] and 

C\ such that for n > n\ andRn G ̂ Pn, 

\Rn(x)-Hn(W
2,Rn,x)\W2(x)dx 

- O O 

(2'9) 3/2n \ l / 2 1/9 

<ca" (logn)/ \riKw)\x)dx\U2. 
n VJ-oo J 

/fere C\ 7̂  C\(n,Rn). In particular, if for some e > 0, 

(2.10) g(x) > x3/2 + e , x large enough , 

then for every polynomial P, 

(2.11) lim f°° |P(JC) - / /«(W 2 , /* ,*)! W2(JC) JJC = 0. 
n—KX) J—oo 

The 3 / 2 in (2.10) can possibly be replaced by 1, but not using our present method 

of proof, which involves the Cauchy-Schwarz inequality. With additional assumptions, 

it should be possible to prove this. 

Next, we turn to general functions: 

THEOREM 2.3. Let W : = e~Q £ *W and let an = an(Q) satisfy 

(2. 12) an = o{nj ^lognf1 \ n^oo. 

Choose a > 0 such that for some a > 0, 

(2.13) (an/n)a = 0(n'l"a)y n->oo. 

Then, iff: R —> R is bounded and Riemann-integrable in each finite interval, and 

(2.14) sup \f(x)\ W2(x)[\ + | Q\x)\ f+I < oo, 

then 

(2.15) lim [°° \f(x) - Hn(W
2J,x)\ W2(x)dx = 0, 

n—>oo J—oo 

and 

(2.16) lim f°° \f(x) - Yn(W
2J,x)\ W2(x)dx = 0. 

n—KX) J—oo 

In particular, (2.12) holds if (2.10) is satisfied, and in this case, we may choose any 

a > 3. 
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In the special case Q(x) := | JC| ^, f3 > 3 / 2, it is easily seen that for some A > 0, 

(2.17) an=An]^, n > 1, 

and (2.13) becomes 

(2.18) a > 0 / 0 3 - 1 ) . 

We may reformulate condition (2.14) in this case as 

(2.19) sup|/(jc)| W2(x)[l + \x\w']+e] < oo, 

some e > 0. 
We note that (2.14) can be somewhat weakened if one places additional assumptions 

on the weight. If for example, 

an = o 
(>/"/ log 

ri), n —» oo, 
one can replace (2.14) by 

sup \fQf(x)\ W2(x)(l + \x\){log(2 + |*|)} 2 < oo, 
xER 

as is evident from the proofs. 
We next turn to the operators Hn and //*, defined by ( 1.11 ) and (1.13) respectively: 

THEOREM 2.4. Assume the hypotheses of Theorem 2.3 onf, W2, and a. For n > 1, 
let there be given {djn}

n
=], satisfying 

(2.20) sup \djn\ W\xjn)(\ + \Q'(xjn)\Y
a < C < oo. 

\<j<n 

Then the generalized Hermite operators {H*} satisfy 

(2.21) lim f ° \f(x)-H*n(W\f,{djn},x)\ W2(x)dx = 0. 
n—KX) J—oo 

In particular, iff exists in K and 

(2.22) sup \f(x)\ W2(x)(l + |Q'(x)\ya < oo, 
xeR 

then the Hermite interpolation polynomials {Hn} satisfy 

\f(x) - Hn(W
2,f,x)\ W2(x) dx = 0. 

-oo 

We now turn to the product quadrature rules. For simplicity, we discuss only the rules 
In[k'<>f] a nd Jn[k',f] defined by (1.16-17) and (1.21-22) respectively. Recall too the no
tation (1.5). 
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COROLLARY 2.5. Assume the hypotheses of Theorem 2.3 on f, W2 and a. Let 
k:R —>R be measurable, and satisfy 

(2.24) sup\k(x)/W2(x)\ < oo. 
xeR 

Then 

(2.25) lim I„[k;f] = / [*; /] , 
n—>oo 

and 

(2.26) lim Jn[k;f] = / [*; / ] . 
n—>oo 

We note that Corollary 2.5 may be extended to handle functions/ with finitely many 
singularities, if we modify the rules so as to "avoid the singularity". To be more precise, 
we introduce classes of functions M</(£ ; k) and Md(£ ; k) that have a dominated growth 
at a point £ G R : 

DEFINITION 2.6. (a) We say that/: R - ^ R E MJ(£ ; k) if/ is continuous on (£, oo) 

and 3F: R —* R such that 
(i) S°°OQ\kF\(x)dx<™, 

(ii) F = 0 on (—oo, £ ], and is continuous and monotone decreasing on (£, oo), 

(iii) | /W| < F ( x ) , x G R . 
(b) We say that/: R —> R <E Af</(£ ; *) if/ is continuous on (-oo, £ ) and 3F: R —> R 

such that 

(i) and (iii) above hold; 

(ii) F — 0 on [£, oo) and is continuous and monotone increasing on (—oo, £ ). 

The set of singular functions L that we shall consider consists of those functions that 
can be expressed as a finite linear combination of functions in Mj(£y; k)J = 1,2,3,... m, 
and Md{f]j\ k),j = 1,2,3,.../?, and functions bounded and Riemann integrable in every 
finite interval satisfying (2.14). Here the sets X := { ^• : 1 <j<m} and Y := { rjj• : 1 < 
j ^ p} need not be distinct. Note that elements of M</(£ ; k) and Mdi^i ; /:) are bounded 
outside a finite interval, and so functions in L satisfy (2.14) if we omit a suitable finite 
interval. 

Let us now define the modified quadrature rule J* [k;f] from Jn [k;f] by dropping the 
at most m+p pointsXjn in the rule Jn[k\f] that are closest to the points of XU Y. For such 
rules, we have the following corollary: 

COROLLARY 2.7. Assume the hypotheses of Theorem 2.3 on W2 and a, and let k 
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satisfy (2.24). Then for any f G L, 

(2.27) \im rn[k;f] = I[k;f]. 

3. Technical estimates. Throughout this section, we assume that W = e Q G W 
and we define 

(3.1) T(x) := 1 + x&f(x)/Q'(x) = ^(x&(xj)/&(x), x G (0,oo). 

Note that from (22) and (2.3), 

(3.2) 1 +77 < T(x) < C3{\ogQ\x)}2, x > C4. 

We shall derive several upper and lower bounds for Q^\au), I = 0,1,2, aiul au, and 
other quantities. The estimates are essentially proved in the same way as those in [10], 
but since only Erdos weights were treated there, we include the proofs. 

LEMMA 3.1. (a)Forx> 0, L > \, 

(3.3) Q(x)<L-lQ(Lx). 

( b) 3 C> 0 such that 

(3.4) Q(au)<Cu, u G (0,oo). 

(c) 3 C\, Ci> C3 such that 

(3.5) Q\x)>Cxx\ x>C3. 

(3.6) Q(x) > C2x
l+\ x>C3. 

id) 

(3.7) au<C4u
]/(l+ri\ u>C5. 

PROOF, (a) 

0(0 = £ C W ds < tQ'(t), t G (0,00) 

as Q' is non-decreasing. Then 

Q(U)/Q(x) = exp(Jx
U(^dt) 

Q(t) 

https://doi.org/10.4153/CJM-1992-036-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1992-036-2


HERMITE AND HERMITE-FEJER INTERPOLATION 571 

(b) Now 

u= - f autQ!(aui)(\ - t2)^12 dt 
IT Jo 

> - j \ auQ[{aut)dt= -[Q(au)-Q(au/V2)l 
IT J\/V2 IT 

since tj \J\ — t2 > 1, t € [ 1 / \/2, 1 ). Applying (a) yields 

u>-Q(au)[\-\/V2l 
IT 

(c) From (2.3), 
&\x)/0(x)>ri/x, x>Cx. 

Integrating from C\ to s yields 

\og[Q,(s)/Q'(Cl)]>r]\og[s/C]l 

and (3.5) follows for x = s > C3. Integrating (3.5) similarly yields (3.6). 
(d) This follows directly from (3.4) and (3.6). • 

LEMMA 3.2. There exists C\, C2, C3 swc/z that for v > u > C3, 

(3.8) (1 +Cl/u)(v/u)l/(]+r]) > av/au > (v/uf^{loëQ'M)2. 

PROOF. Differentiating (2.7) with respect to u yields 

7T io Vl - ? 2 

_ «L 2_ r] aJ&(aut)T(aut) 
~ au IT h y^ï^fi 

Now give B > 1, we have for large u, 

rB/a„ autQ'{qut)T{aut) ^ ^ r « s&WTjs) ^ 

Jo y/T^f ajo yJC-lsf^ 

< C4/ au JQ
B{sQ'(s) + s2Q"{s)) ds 

< C5/ au. 

Using our upper bound in (3.2) with a suitable value of B, and using the monotonicity of 
Qf, we then obtain 

1 < ^ C 5 / a u + C6(>ogôW)2- / ' a-^=d\ 
(3 9) au\-TT V ' 7T JB/fl„ V I - / 2 J 

< ^c7(ioge'(«„))2«. 
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Similarly using our lower bound in (3.2). 

2 /-i autQ'(aut) , > % + l 7 ) f / ' «tu™* 
au 7T JB/au y/l - fl 

'•JÇ 

VÎ 
a' 2 f\ autQ{aut) , 

= — ( 1 + r / ) - / dt+0(l/au) 
au l-7r io A/i _*2 

whence 

<< 1 1 

aM 1 + 7/ w - C8 

Then for large enough C3, v > « > C3 implies 

av/ au = exp( — dt) 
Ju at 

— log( — , 
•T] U-Cs 

1 h ^ , ^ 1 " ^ / 1 

< e x p ( — — log( — )) 
V 1 + 77 U — C s 7 

= e x p ( — - i o g ( - ) + iog( 8 / ) 
v 1 + 77 L w 1 — Cs/ u J / 

<(v /w) 1 / ( 1 + r 7 ) ( l+C 9 /w) . 

Integrating (3.9) similarly yields 

av/au = exp( / — dt) 

1 r dt. >exp( ! -J*™). 
VC7( loge'(av)) ^ r 

LEMMA 3.3. (a) 

(3.10) ^ J ^ > (*)>"«{ït«)=«e[«]}j , > ^ > o. 

(Z?) For M > C2, 

(3.11) u < auQ(au) < C\ulogu. 

(c) Given fixed r > 1, 

(3.12) aru/au > 1 + C3/(log7/)2 , u > C4. 

PROOF, (a) 

— exp(— / du) > exp(— max{ T{u) : u £ [s,t]} / 
Js U Js 
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dt 

(b) From the monotonicity of sQ'(s), 

2 r\ autQ'{aut) 
u = — / — 

7T JO yj\~p-
, 2 r\ dt , 

<auQ(au)- = auQ(au). 
7T JO y/\-fi 

So we have the lower bound in (3.11). Next using (3.10), 

2 /-l autQ\aut) dt u — _ [ aufy ^ " 
auQ\au) ~ 7T h auQ'{au ) ^/T^fi 

> ^_ [X
 tmax{T(v):ve[aut,au}} "t 

- 7T J\-{\ogQ'(au)}-* y/\ _ t2 

>^( i - { iogGW}- 2 ) C 3 { l o g ô W } 7 1 dt 
>^( i - { iogGW}- 2 ) C 3 { l o g ô W } 7 1 

\ / T ^ 2 

(by (3.2)) 

>C 4 ( logGW)~\ 
by the inequality 

( 1 — 1 / s)s > e~l / 2, s large enough. 

Then the upper bound in (3.11 ) follows. 

(c) From (3.8), 

am/au > ^/OogCCO}2 > exp(C3/(logW)2), 

by (b). Then (3.12) follows. 

4. Infinite-finite range inequalities. The basic result is due to Mhaskar and Saff 

[16]. Throughout, we assume that W £ cpÇ. We also adopt the usual notation for Lp 

norms on real intervals: 

THEOREM 4.1. Fom > 1 and P e %, 

(4 .D l l ^ l l l « ( R ) = l l ^ l l l « [ - o ^ ] -

PROOF. See [16]. • 

LEMMA 4.2 A CRUDE NIKOLSKII INEQUALITY. Let 0 < p < oo. 3 C such that for 

n>landPe %, 

(4.2) I I ^ I W R ) < Cn2'mm^\\PW\\Lp(K). 

PROOF. See [13, p. 53]. Note that in [13], (7.15) should read 

lim Q(x)j log|jc| = oo, 

rather than 

lim log <2(*)/ log |*| = oo, 

as is obvious from the proof. 
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We shall need the following generalized Lp infinite-finite range inequality. Other Lp 

versions appear in [10, 13, 16, 20]. 

THEOREM 4.3. Let a > 0 and I = 0, 1 or 2. Let 0 < p < oo and G > 0. Then 
3 no = AZO(CT) such that for n > no and P G P̂„, 

(4.3) i i P w [ i + i ô ( ' , i r i i M R ) < ( i + « " , T ) i i ^ [ i + i ô ( ' ) i r i k [ - a ^ i -

PROOF. Let P e % and; > 1. Then 

t{2'-V)"P(t) e 'Plm 

so by Theorem 4.1, for t <E R, 

\ta'-""P{t)W(t)\ < \\/2'-l)n(PW)(x)\\Lool.ay^jn] 

<a^)n\\PW\\Loom. 

Then for \t\ > a^+\n, 

(4.4) \PW\(t) < (a^Ja2J,J
2J~V)n\\PW\\Loom. 

Here, from (3.12), uniformly for n > n\ and j > 1, 

aVn/Wn < (1 +C3/{l0g[2 /fl]}2)-1 

<exp(-C4 /(/"2 + [log«]2)), 

so that 

(a,Jn/a^J2J-{)n <exp(-C4(2
J- l)n/(/2 +Uogn]2)) 

(4.5) v 

<exp(-C52 J /2n1 / 2), 

j > 1, n> no, some no > «i. Furthermore, if 

J77> : = {r:ti2/-+iw < k | <a2i+2n}, 

we obtain from (3.4), (3.11) and (2.3) that whenever t G J/,>, 

|Q( f )(0| < C6(2^^)(log[2^2^])3 

< C74
Jn2, n>n0J> 1. 

Then (4.4), (4.5) and this last inequality yield 

f \PW\"(t)[l+\&t\t)\]ap dt 
J Jj,n 

<C9exp(-C8y/2n l/2)||PM/||['o3(R)(4V)a ' '«2,+2„ 

< C,o«c" H P W I I ^ R ^ ' 1 0 ^ " e x p C - C ^ / ^ ' / 2 ) , 
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where we have used the Nikolskii inequality Lemma 4.2, and the bound (3.7). Summing 
for j = 1 to oo yields 

f \PW\'(t)[l+\&t\t)\]ap dt 
J11\ >a4n

 L J 

oo 

< II^IIL(R)Cionc" E ^ ^ ' ^ x ^ - Q ^ 2 » ' / 2 ) 

<\\PW\\[pmn-2°P, 

ifn>ri2, which depends only on a, a, p and not on F or n. Then 

ii^[i+iô(oiriui>-»<^2aii^[i+ie<oirik(R)-
and (4.3) follows. • 

We remark that we need a^n, not an{\ + e), in the above lemma, since especially in the 
Erdôs case, Q'(an(\ + e)) may grow much faster than Q'(a^n). We can now obtain some 
standard estimates: 

COROLLARY 4.4. 3 nx such that 

(a) pn :— In-x/ln satisfies for n > n\, 

(4.6) pn < a5n. 

(b) x\n — x\n(W
2) satisfies for n > n\, 

(4.7) x\n<a5n. 

PROOF, (a) We use Theorem 4.3 in the following identity: 

/ f°° ? 
Pn = 7/i-i/7w = / xpn-i(x)pn(x)W'(x)dx 

< (jT^-iW^w^}12{J™oori,(x)w2(x)dx\l 2 

< (1 + « - | 0 0 ) | T4" x2p2
n^(x)W2(x)dx\ • 1 

<(l+n-m)a4n<a5n, 

by (3.12), if « is large enough. 
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(b) This follows similarly from the well known identity [291 

xXn = max f°° xP2(x)W2(x)dx I f°° P2(x)W2(x)dx. 

5. Differential equation estimates. Differential equations play a crucial role in 
analysing orthogonal polynomials. In recent times, work of Shohat, Nevai, Bonan, 
Bauldry and Mhaskar has had an influence. In this section, we shall use some recent 
work of Mhaskar [15]. 

Throughout, we assume that W := e~Q G W, and we set 

(5.1) Q(xj) := &(t)
t2^{t\(x,t) e R 2 \ { (0 ,0 )} . 

Further, we define for n > 1, 

(5.2) pn := pn(W
2) := ln^(W2)/ln(W

2\ 

where ln := ln(W
2) is as in (1.2), and we define 

(5. 3) An(x) := 2pn f°° p2
n(t)W

2(t)Q(x, t) dt. 

As shown below, An(xkn) and A'n(xkn) exist and play an important role in relatingpn\xkn), 
j = 0,1,2, to each other. Throughout x^, A*w (see (1.23)), lkn(x), and so on, have the 
meaning assigned to them in Section 1. 

LEMMA 5.1. For 1 < k <n, 

(5.4) p'„(xkn) = K(xkn)pn-\(xkn), 

and 

(5.5) p'fakn) = [2(2 /(^)+A^(^)/An(x,n)]y,(^) , 

where 

(5.6) A„(xkn) = 2At" ViOc*,.)"1 r(lknPnQ'W2)(t)dt, 
J—oo 

and 

(5.7) 
A'n(xkn)/An(xkn) = ~ [°° lk

2
n(t)W

2(t)Q,(t)dt-2Q'(xk,l) 
\kn J-oo 

= T~ f°° tUt)W\t)[Q>{t)-Q!(xkn)\dt. 

PROOF. Assuming (for example) that Q'" is continuous in R, and that W2 has all 
finite power moments, Mhaskar established the relations [15, Theorem 3.2] 

p'n(x) = An(x)pn-\{x) - Bn(x)pn(x), 
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and [15, Theorem 3.4], 

p'fa) + Mn(x)p'n(x) + Nn(x)pn(x) = 0, 

where [15, Theorem 3.5, Proposition 3.5], 

Mn(x) = -2Qf(x)-A,
n(x)/An(xl 

and Bn(x) and Nn(x) are certain continuous functions of x. In this case, (5.4) and (5.5) 

then follow. We proceed to derive (5.6) and (5.7) in this case. Now [5, pp. 23-34] 

(5. 8) ikn(x) = XknpnPn-liXkn)—^ > 
X Xkn 

and so setting x = Xkn and using (5.4), we obtain 

1 = hnPnPn-\(Xkn)Pn(Xkn) 

= \knpnP2n-\(Xkn)An(Xkn)-

Then 

(5.9) XknpnP2
n-\(Xkn) = I / An(xkn), 

and hence 

(5.10) \lkn(x)\ = {XknPn/An(Xkn)}l/2\-^-l 
X — *kn 

We have 

An(Xkn) = 2Pn H ^-pn{t)[Q\t) - ^(xkn)]W2(t)dt 
J-oc t-Xkn L J 

= iPn r ^^pn(t)$(t)w2(t)dt 
J-oo t - Xkn 

(by orthogonality of pnW
2 to (Pn-\) 

= 2{XknP„.l(xkn)}-] H ekn(t)P«(t)Q'(t)W2(t)dt. 
J—oo 

Hence (5.6). Furthermore, 

A'n(xkn) = 2Pn / p\(t) \ '-W2(t)dt 
J-OO (t-xkny 

= -2pnQ"(xkn) l°° -^-pn(t)W
2(t)dt 

J-oo t - Xkn 

(5.11) J-oo^t-Xkn' 

-2pM(xkn) r\P^L)2w\t)dt 
J-oo^t-Xkn

J 

= 0 + 2An(xkn)Xk-n
l [°° £2

n(t)W
2(t)Q>(t)dt 

J—oo 

-2Ç[{xkn)An{xkn)\kn
x [°° i2„(t)W2(t)dt, 

J—oo 

by (5.10). Taking account of (1.23) yields (5.7) in this case. 
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This proves the lemma when Q"' is continuous. Now we observe that the identities 
(5.4) to (5.7) involve only Q\ not Q" or Q"'. We can by Carleman's Theorem, approxi
mate our given Q by Qe that is entire and such that for j — 0 and 1, 

Then We := exp(—Qe) satisfies (5.4) to (5.7) and for small enough e, 

| We(x) - W(x)\ < W(x)2e, xeR. 

This is sufficient to guarantee convergence of the moments of We to those of W as 
e —> 0+, and hence that pn(W

2;x) —• pn(W
2;x), e —> 0+, uniformly on compact sets. 

Continuity of the zeros of orthogonal polynomials then ensures that (5.4) to (5.7) hold 
for W2. m 

We next turn to estimation of An(xkn) and Af
n(xkn)/ An(xkn). To estimate the former, we 

proceed as in [15]. 

LEMMA 5.2. For n > n\ and uniformly for 1 <k<n, 

(5.12) An(xkn)>Cn/(anlogn\ 

and 

(5.13) PnAn(xkn) > Cnj logrc. 

PROOF. We first show that uniformly for 1 < k < n, 

(5.14) An(xkn) = 2Pn p (pnW)2(t)Q(xknJ)dt + o(l). 

For, since xkn < a$n (by (4.7)), we have 

rkn:= / (PnW)2(t)Q(xknJ) 
J\t\>a6n 

< 

t\ >a6n 

Q'(a5n) 

dt 

a(,„ - a5, 
-f (p„W)\t)dt+ ( (pnWf(t)\Q'(t)\dt 
\n J\t\>abn a^n — a^n J\t\>a6n 

< C1«(logn)3«5-
2n~100 f6" {pnW)\t)dt 

+ (logH)2a5->-100<2,(a6„) P " (pnW)\t)dt 
J-abn 

= o(l), 

by Theorem 4.3 and (3.11) and (3.12). Also by Theorem 4.3, 
2dt okn := 2Pn f°° (pnW)\t){ Qf(t) - 2 ' t e„ )} : 

(5.15) ~6°° 
= 2Pn r (pnW)2(t){Q'(t) - Qf(xkn)}

2dt + o(\), 
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uniformly for 1 < k < n. Now by an elementary argument [15, Corollary 3.3], Mhaskar 
showed that 

Okn > n2/(2pn). 

Then from (5.14) and (5.15), 

H" (Pn W)\t){ Q'(t) - Q'(xkn)}
 2 dt 

An(xkn) >o(\) + 2pn
: 

max { |Q'(s) - Q'(xkn)\ \s-xkn\} 
\s\<a6n 

>o(l) + (n2/(2pn) + o(l))/Cn\ogn), 

by (3.11). Then (5.13) follows and the bound (4.6) then yields (5.12). • 
We remark that if 

„ , A Pn(*)Pn-\ (0 - pn(t)Pn-\ W 
X — t 

is the usual kernel function, then using the idenitity 

£kn(t) = \knKn(t,Xkn), 

we can re-express (5.7) in the form 

K(xkn)/An(xkn) = 2[\kn r K2
n(t,xkn)W

2(t)Qf(t)dt- Q'(xkn)) 
(5.16) J °° 

= 2[Gn(W
2,Q\xkn)-Q

,(xkn)}. 

Here Gn(W
2, -, •) is Nevai's operator [19, p. 74]. Unfortunately, this interesting repre

sentation does not facilitate estimation of A'n(xkn)/ An(xkn). That is the purpose of the 
following lemma: 

LEMMA 5.3. IfWeW, then uniformly for n > 1 and 1 < k < n, 

(5.17) \K(xkn)/An(xkn)\ < d [ l + I G W I ] . 

REMARK. If one assumes more, for example, that Qm is continuous and admits 
certain estimates, then one can prove much better bounds [15]. However, (5.17) holds 
more generally and is sufficient for our purposes. 

An(xkn) = 2Pn r (pnw)2(t)^^ d^ 
J-oo t — Xkn 

PROOF. From (5.11 ) we see that 

•Xkn 

SO 

Kfe„)| <2p„|(_ ï fo^( i+|ô,Ufa) |r i(p„W)2(0|ô(^,0|(i + \Q\xkn)\)dt 

< 5 " , 8 > +2Pn! (PnWf(t)l-^^d, 
J\t-xkn\<{\+\Q'(xkn)\)-

] \t-Xkn\ 

= :/ . + h. 
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Now, as Q is convex, Q(x, t) is non-negative, so 

h < 2(1 + i Q W l k H (pnWf{t)Q{xkn,t)dt 
(5.19) v ' J-°° 

= (l + \Q'(Xkn)\)An(xkn). 

Next, we estimate I2. Suppose first xkn ^ 0. Writing \xkn\ = au, some u > 0, we have if 

\t — Xkn\ < (l + |Q\xkn)\) , then 11\ < au + (l + Q'(au)) , which implies that 

k/***l ^* + ( ^ o w ) - 1 < 1 + w_1, 
by (3.11), so if w > w0, (3.12) yields 

M < ÛM(1 + W~ ) < (22M. 

Also then if 11\ < \xkn\, we have \Q'(t)\ < \Q'(xkn)\, while if \t\ > \xkn\y (3.10) yields 

|Ô'(0/<2W| < |r/^|m«{^E[|, to|,|i|l}-. 

< d + u~i)max{T(sy-s^a^a2u\} 

by (3.2) if u > u\, say. It follows that 

|G'(0| < C i | G W | , | r - ^ | < ( I + I G W ) ! ) " 1 , 

if at least \xkn\ > C2. Since <2' is continuous in R, we obtain 

\Q'{t)\ <C3[l + \Q'(xkn)l \t-xkn\ < ( l + | Q W | ) ~ \ 

uniformly for 1 < k < n. Then for 1 < k < n, 

h < C4[l + \Q'(xkn)\]Pn ^ (^-)2W2(t)dt 
J-00 t — Xkn 

= c4[i + \Q\xkn)\}Pn(xknpnPn-l(xkn)y
21^ iL(t)w2(t)dt 

(by (5.8)) 

= c4[i + i e w i K ^ ) ' 
by (5.9) and (1.23). Together with (5.18) and (5.19), this last inequality yields (5.17). • 

6. Christoffel function estimates. The important role played by Christoffel func
tion estimates in approximation theory is well known [201. Recall that one can define the 
nth Christoffel function Xn(W

2,x) by 

(6.1) \n(W
2,x):= inf [°° (PW)2(t)dtl P2(x), 

PefP„-\ J-°° 

(6.2) = l / Z > , ? « . 

Here we derive bounds for Xn(W
2,x) using fairly standard methods. We include full 

proofs as the results hold simultaneously for Freud and Erdos weights, so are formulated 
a little differently from those in the literature. For stronger results in different cases, see 
[9, 10,20]. 
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LEMMA 6.1. Let W £ W andO < e < l.3n\ such thatforn > ti\ and \x\ < ane, 

(6.3) \n(W
2,x) <C—W2(x). 

n 

PROOF. We adopt the method of Freud [6]. Using Theorem 4.3, 

(6.4) Xn(W
2,x)<2 inf H {PW)2{t)dtl P2(x), 

n> n\, x G R. Define a linear polynomial in t, 

i;x(t):=Q(x) + (t-x)g(x). 

If Q" exists throughout R, we see that by convexity, 

iMO - 2(0 - -\o!\m-xf < o, 

f G R, some £ between t and x. As the left side does not involve Q", a continuity 
argument establishes this even when Q"(0) does not exist. Hence 

(6.5) exp(iMO)W(t) < 1, teR. 

Next, if n > n\, for |JC| < ane and \t\ < a4n, 

HxV)\ <Q(an<) + 2a4nQ
f(anf). 

Here, by (3.8), for n large enough, 

a4n/ane<C(nl-€)l'^\ 

while by (3.4) and (3.11), 

Q{ane)<Cne\ 

antQ'(ane) < Crflogn. 

Then combining these estimates, 

(6.6) |V^(0| < Cx(n
e +n^ \ogn) = o(n), 

uniformly for \t\ < a4n, \x\ < ane. Now let 

m 

sm{u) := Xy'/./!. 
7=0 

It is well known and easy to see that for some C2 > 0, 

- < sm(u)e~u < 2, \u\ < C^m. 
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Define 

Txjn(i) := J („ /2>(^(0) . 

where ( JC) denotes the greatest integer < x. We see that rx,n(t) has degree at most nj 2 in 
t, and in view of (6.6), for n > n\, 

2 < r x , n (0exp(-^(0) < 2, |f| < a4n, \x\ < ane. 

Then from (6.5), 

(6.7) 0 < rx/l(t)W(t) < 2, \t\ < a4n, \x\ < ane. 

Furthermore, for this range of JC, 

(6. 8) rx,n(x)W(x) = TX/1(X) exp(-^(x)) > 1 / 2. 

SubstitutingP(t) := Tx,n(t)R(t) in (6.4), where R G (P^n/2)-\ is arbitrary, yields for |JC| < 

A„(W2,x)W"2(x) < 2 inf p tf(0(r^W)2(0A / {/?2W(r^W)2W} 
R<E(P{n/2}-\

 J~a*n I 

< 32 inf H" R2(t) dtl R2(x) (by (6.7) and (6.8)) 
/ ? G ^ ( n / 2 ) - , ^ - Û 4 « 

< 32(34nA(n/2)(w;x/a4n), 

where w = 1 in [—1,1] is the Legendre weight. Using (3.8), we have a4n < Can, and 
then standard bounds for the Christoffel functions for the Legendre weight yield (6.3). • 

We shall also need an estimate for Xn(W
2\ x) for |JC| > ane. This is based on: 

LEMMA 6.2. For n > 1 

(6.9) E^W-2(x>)(2 + 4r1/2(log(2 + 4))~2 < C. 
7=1 

PROOF. Define for n > 1, 

(j>{x) := exp[2g(v^) - - log(2 + x) - 21oglog(2 +*)]. 

Then 

VK*) : = — 7 - ^ = v*Q Wx) <t>(x) v v 2(2 + x) {log(2 + x)}(2 + jc)' 

It is easy to see that 1/7 (x) is increasing for x large, since 

1)'(x) = T(^)Q'(^)/(2^) + 0(\/x2) > C 2^- ] ) / 2 , 

by (3.5). (Recall here that T is given by (3.1)). It is then also easy to see that for any fixed 
L > 1, and x large enough, 

\l)(Lx)-\l)(x) > 1. 
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By modifying Q for small JC, we may assume this inequality holds for x > 1. A theorem 
of Clunie and Kovari [4, p. 19, Theorem 4], then asserts the existence of entire 

00 

//(z) = £ V , hJ>^ J>h 
7=0 

such that 
Ci < / / W / ( / ) ( J C ) < C 2 , x > \ . 

We can obviously assume this is also true for x G [0,1]. Then setting 

oo 

G(x) :=H(x2) = Y,hjx2i^ 
7=0 

we have for x G R, 

(6.10) Cx < G(x)/(f)(x2) = G(x)W2(x)(2 + x2)^2(\og(2+x2))2 < C2. 

The generalized Markov-Stieltjes inequality [5, p. 92] yields 

JL roo ~ 
Y,XJnG(Xjn)< G(x)W\x)dx. 
7=1 J-°° 

The last inequality and (6.10) yield 

£ xjnw-2(xjn)(2+4r,/2(log(2+4))"2 

7 = 1 

< C 3 £ X > ( 2 + jc2r1/2(log(2+Jc2))"2Jjc< oo. • 

We can now deduce: 

LEMMA 6.3. LetO < e < 1. Then for n > n\ and \xjn\ > <zne, 

(6.11) Ay„ < Cexp(-W2) . 

PROOF. From (3.7), (4.7), and the previous lemma, 

A/„ < CiW2(x/n)a5 n( logfl5 / i )2 

< C2(rc logn)exp(-2Q(x/„)). 

Now for |JC/„| > ane, 

Q(Xjn)>Q(an</2)+ r Q'(t)dt 

>c4«7(iog^)2, 

by (3.12) and (3.11). Then we obtain (6.11). 

https://doi.org/10.4153/CJM-1992-036-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1992-036-2


584 D. S. LUBINSKY AND P. RABINOWITZ 

7. Proof of the theorems. 
PROOF OF THEOREM 2.2. Now [21, p. 44] if Rn e %, there is the identity 

Rn(x) - Hn(W\Rn,x) = i2K(xjn)(x - xjn)lfn{x) 
7 = 1 

n 
= PnPn(x)J2K(xjn)Pn-\(Xjn)Xjnljn(x) 

7=1 

= pnPn(x)Ln(x), 

where we have used (5.8), and Ln G (Pn-\ is the Lagrange interpolation polynomial 
satisfying 

UiiXjn) = K(Xjn)Pn-\(Xjn)\n, 1 < j < n. 

Using the Cauchy-Schwarz inequality and the Gauss quadrature formula yields: 

A:= r \Rn(x)-Hn(W\Rn,x)\ W\x)dx 
J—oo 

-p" i S-jpn w)2(x) dx) ' '2 {JZ{Ln W)2(x) dx\11 

~ PnWl A/« {K(Xjn)Pn-\(Xjn)Xjn) 
7=1 J 

1/2 
Pn ^ a X A V 2 { g XjnKiXjn)2 I { PnAn(Xjn)} ) < 
' " l < / < „ - V = ] 

by (5.9). Here by Lemmas 6.1 and 6.3 and the boundedness of Wz, 

max Xjn < Canj n. 
\<j<n 

Also, applying (5.13) and (4.6) yields 

1/2 
A < Cia\i\an/n)]^\an\ogn/ny'^f^XjnR^y 

7=1 
1 / 2 

< C2an
,2(\ogn)1'2 j n{J™JRf

nW)(x)2dx] , 

by the Gauss quadrature formula. This establishes (2.9). Finally, (2.11) follows easily 
from (2.10) and the bound (3.4): Together they imply that 

an' = 0(h), 

and hence that 

aT = <V / 0 + 2 e / 3 > ) = o^dogn) - ' / 2 ) . 

In proving the other results of Section 2, we shall need two lemmas: 
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LEMMA 7.1. Assume the hypotheses of Theorem 2.3. Then there exists C such that 

(7.1) J2\lW-\xjn)\\ + \Q\xjn)\r
lcx <Canln, n > 1, 

PROOF. Let a be as in (2.13). Choose e G (0,1) so close to 1 that 

(7.2) ( l+a)e > l + a / 2 . 

Now for n > n\ and \xjn\ > ane, we can write \xjn\ = am , with m > ne. Then 

\Q\xjn)\ = Q'(am) > m/am, 

by (3.11), soifn\ is large enough, 

[l + I QHxjn)\ }~a < (m/amra < Cm - 1 - a < n'^l2, 

by (2.13), (7.2) and since m > ne. Then for n > n\ and \xjn\ > ane, Lemma 6.2, (4.7) 
and (3.8) yield 

XjnW-2(xjn)[i + \QKxjn)\]~a < d l ^ K i o g l ^ D V 1 - ^ 2 

< C2an(\ogn)2n-]-a/2 

< C3an/ n. 

Also for \xjn\ < ane, Lemma 6.1 shows that this last inequality persists. Hence 

(7.3) Y,\]nW-\xjn)[\ + \Q\xjn)\ }~2a < C3(an/n)ZXjnW-2(xjn)[\ + | Q , ( ^ ) | ] " a . 
7 = 1 7 = 1 

To estimate this last sum, let us suppose that \xjn\ > 1, and write \xjn\ — am. As Q' is 
increasing and positive in (0, oo), 

\xjn\ = am< amQ'(am)/ Q'(l) < Cmlogm, 

by (3.11). Then by (3.11), 

l&M-" = Qf(amya <(am/m)a 

< Cm7x-a < C4(m\ogmr1-^2 < CsU-J" 1 ^/ 2 

(7.4) 
(by (2.13)) 

<C6(2 + 4 r 1 / 2 ( l o g ( 2 + 4 ) ) " 2 . 

We deduce that 

J2XjnW-2(xjn)[l + \Q(xjn)\Ya 

7=1 

<C 7 êA > W- 2 (x > ) (2 + 4 r 1 / 2 ( l o g ( 2 + 4 ) ) ~ 2 

7 = 1 

<c8, 
by Lemma 6.2. Now (7.3) yields the result. u 
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LEMMA 7.2. Assume the hypotheses of Theorem 2.3. For n > 1, let {s^}^ C IR 
and set 

(7.5) Xn:= max\sjn\W\xjn)\l + \Qf(xjn)\]\ / I > 1 , 
1 <j<n L J 

and 

(7.6) £„ := max \sjn\ W
2(xjn)\l + \Q'(xjn)\]

a+\ n > 1, 
l </<« L 

Thenforn > 1, 

( 7 - 7 ) H \itSJn(x-Xjn)t?n(x)\ W2(x)dx < C ^ / 2 ( k ) g n)X' V 1
 X n , 

and 

(7-8) f ° | E ^ T ^ U - ^ ) ^ W | ^ 2 W ^ < C^log/i)1/2/!"1^. 
J-°°j=\ Pn(XJn) ' 

PROOF. Let us denote the left-hand side of (7.7) by An. Then, using (5.8), we see 
that 

/
o o i " I 2 

\PnPn(x) 22 Sjn^jnPn-\(Xjn)£jn(x)\ W (x) dx 
7=1 

/
oo 

|p„p„(x)L„(x)| W2(x)Jx, 
-OO 

where Ln G lPn_i is the Lagrange interpolation polynomial satisfying 
Ln(Xjn) = Sjn\jnPn-\(Xjn), 1 < j < n. 

Then using the Cauchy-Schwarz inequality and the Gauss quadrature formula, we see 
that 

K<Pn{j"j^nW)\x)dx^l2[j"jLnW)\x) 

{ H ( \ 2 1 1 / / 2 

= Pn [ J2 XJn [Sjn\nPn-\ (Xjn)) j 

= Pn[t^UpnAn(Xjn))'1}1 ' ( b y ( 5 . 9 ) ) 
7=1 J 

< m a x { p n / A ^ ) } 1 / 2 max | ^ | W\xjn)\l+ \Qf(xjn)\]
a 

\<j<n \<j<n L J 

x{±\lnW-\xjn){l + \Q>(xJn)\Y
2a}]/2 

< Can
/2(anlogn/n)'l\n{anjn)1/2, 

by (4.6), (3.8), (5.12) and (7.1). So we have (7.7). To obtain (7.8) from (7.7), it suffices 
to show that uniformly for n > 1 and 1 < k < n, 

( 7 . 9 ) \Pn(Xkn)/p'a(Xkn)\ < C [ l + | Q'(xkn)\ ] . 
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This inequality follows directly from (5.5) and (5.17). • 

PROOF OF THEOREM 2.3. From (1.8), (1.10) and (1.15), we see that 

An := [°° \Hn(W
2,f,x) - Yn(W\f,x)\ w\x)dx 

J—oo 

= r \i.KxJrr^x ~ xj«)e$,(x)\w\x) dx 
J °° j=l Pn\Xjn) 

<CaJ\\ogn)xl2n-xin, 

where by Lemma 7.2, 

in := max \f(xjn)\ W2(xjn)[l + \Q'(xjn)\]
a+l 

<K^iG'iriLR, »>i. 
Hence, (2.12) and (2.14) guarantee that 

(7.10) lim f°° \Hn(W
2,f,x) - Yn(W

2,f,x)\ W2(x)dx = 0. 
n—->oo J—oo 

We proceed to establish (2.15). First, we note that the argument used at (7.4) also shows 
that 

[l + I C W l P = o((2 + x2r1/2(log(2+jc2))"2), \x\ ^ o o , 

and hence, for any polynomial P, as |JC| —> oo, 

\f - P\(x)W2(x)(2 + x2){/2(\og(2+x2))2 = o(l)[l + \\jW2[l + \Q'\]a\\Loo{K)l 

Here, of course, the o(l) depends on P. Then if G is the even entire function with non-
negative Maclaurin series coefficients satisfying (6.10), we have 

lim \f-P\(x)/G(x) = 0. 
\x\—-KX) 

By a classical theorem on quadrature convergence [5, p. 94, Theorem 1.6(a)], 
n roo ~ 

lim £ \jn\f - P\ (xjn) = / \f{x) - P(x)\ W2(x) dx. 
n—->oo., J — oo u 7 = l 

Then 

f ° \Hn(W
2J,x)-f(x)\ w\x)dx 

J—oo 

< f°° \Hn(W
2J-P,x)\ W2(x)dx 

J—oo 

/
oo ~ - roo ~ 

|//n(W
2,,P,x) - P(x)\ W2(x)dx + / |P(x) -f(x)\ W2(x)dx 

-oo ./—oo 

< f°° \Yn(W
2J-P,x)\ W2(x)dx + o(\) + o(l) 

J—oo 

+ f ° \P(x)-f(x)\W2(x)dx 
J—OO 

(by (7.10) and Theorem 2.2) 

YJ\n\f-P\{Xjn) + 0{Y) + 0{\)+ / | P ( X ) - / ( X ) | W\x) dx, 
. _ , J—oo 

< 
7=1 
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by (1.15) and (1.23). We deduce that 

limsup l°° \Hn(W
2J,x) -f(x)\ W2(x)dx < 2 f°° \P(x) -f(x)\ W2(x)dx, 

for any polynomial P. A classical theorem of M. Riesz [5, p 73, Theorem 3.3] asserts 
(in a somewhat stronger "one-sided" form) that this last right-hand side can be made 
arbitrarily small. Although stated there for functions of polynomial growth at infinity, by 
considering "truncations" off to finite intervals, we see that this persists for the present 
/ . Thus we have (2.15). Then (7.10) yields (2.16). • 

PROOF OF THEOREM 2.4. Since 

/
OO 0 1 

\K(W2,f,{djn},x) - / (*) | W2(x)dx 
-OO 

< r \Hn(W
2,f,x)-f(x)\ W\x)dx 

J—oo 

+ H \Èdjn(x-Xjn)thx)\ W\x)dx, 

it suffices to show that the second integral, which we denote by A„, approaches 0 as 
n —> oo. To do this, we use Lemma 7.2. By that lemma, 

An < CaJ\\ogn)'l2rr\n = o(Xn), 

where by (7.5) and (2.20), 

Xn •= max \djn\ W\xjn)[\ + \Q'(xjn)\\
a = 0(1). 

1 <j<n L J 

Hence 

lim An — 0. 
n—KX) 

Then (2.21) follows, and (2.23) follows directly. 

PROOF OF COROLLARY 2.5. Since 

/
oo ~ 

{Hn{W\f,x)-f(x)}k(x)dx, 
-OO 

and 

Jn[tJ] - I[tJ\ = [°° { Yn(W
2,f,x) -f(x)}k(x)dx, 

we obtain the result directly from Theorem 2.3. 

PROOF OF COROLLARY 2.7. It can be shown as in[14] that the corresponding 

https://doi.org/10.4153/CJM-1992-036-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1992-036-2


HERMITE AND HERMITE-FEJER INTERPOLATION 589 

modified Gauss rule J^[W2\f] converges to I[W2\f] as n —» oo. Then using (1.24), one 
proceeds as in [26] to complete the proof. • 
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