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Abstract
Controllable summarization models are typically limited only to a short text, such as a topic mention, a
keyword, or an entity, to control the output summary. At the same time, existing models for controllable
summarization are prone to generate artificial content, resulting in unreliable summaries. In this work,
we propose a method for controllable abstractive summarization that can exploit arbitrary textual context
from a short text to a collection of documents to direct the focus of the generated summary. The pro-
posed method incorporates a sentence BERT model to extract an embedding-based representation of the
given context, which is then used to tag the most representative words of the input document towards
this context. In addition, we propose an unsupervised metric to evaluate the faithfulness of the topic-
oriented sentences of the generated summaries with respect to the input document. Experimental results
under different zero-shot setups demonstrate that the proposed method surpasses both state-of-the-art
large language models (LLMs) and controllable summarization methods. The generated summaries are
both reliable and relevant with respect to the input document.

Keywords: Text summarization; controllable summarization; abstractive summarization; evaluation; summarization and
generation

1. Introduction
The exponential rise in the volume of textual data available through various sources, ranging
from social media to financial reports, makes it virtually impossible for humans to digest all
the important information for their needs without spending a large amount of effort. Automatic
summarization methods can mitigate this problem by shortening texts to a more concise form
(Nallapati et al. 2016; Celikyilmaz et al. 2018; Song et al. 2019; Liu and Lapata 2020).

Early summarization methods, mainly focusing on extractive summarization (Fang et al. 2017;
Mao et al. 2019), had limited success. The advent of deep learning led to much more powerful
neural abstractive summarization methods (See, Liu, and Manning, 2017; Song et al. Song et al.
2019; Dong et al. 2019; Lewis et al. 2020; Zhang et al. 2020a), going beyond extracting unaltered
sentences from the input to generating the summary using novel words and phrases that are not
necessarily part of the input text.

The need to tailor the generated summary of a particular input document to the diverse inter-
ests and preferences of different users has fueled interest in controllable summarization methods.
Topic-controllable summarization methods (Krishna and Srinivasan 2018; Bahrainian et al. 2021)
influence the summary generation towards a given input topic. Entity-based summarizationmeth-
ods (Fan, Grangier, and Auli 2018a; He et al. 2022) influence the summary towards user-specified
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entities. Other methods focus on specific writing style guidelines (Fan, Grangier, and Auli, 2018a)
or other non-semantic attributes of the text, such as length (Kikuchi et al. 2016; Liu, Luo, and Zhu,
2018; Takase and Okazaki 2019; Saito et al. 2020).

State-of-the-art approaches employ prepending for controlling the output of the summary (Fan,
Grangier, and Auli, 2018a; He et al. 2022; Zhang et al. 2023; Yang et al. 2023). Prepending is
versatile, as it can be used for controlling the summary towards arbitrary short texts, including
entities, keywords, and even topics (Passali and Tsoumakas 2024), while also being able to control
length (Fan, Grangier, and Auli, 2018a). However, it cannot scale to large textual contexts, like a
document or a collection of documents. The latter is important in applications like news person-
alization, where we would like to influence the summary of an article towards the prior reading
history of a user.

To overcome this limitation, we propose a flexible method for controlling the summary of
a document towards arbitrary textual context, from a short text to a collection of documents,
called contextual abstractive summarization. During inference, our method employs a pre-trained
embedding model in order to obtain representations of both the context and each word of the
input document. The words that are closer to the context in this embedding space are prepended
with a special tag (see Figure 1). The same process is used for training any summarization model
using any existing summarization dataset by considering the ground truth summary of each
document as the context. This way models learn to influence the summary towards the tagged
words.

Another limitation of prepending is that models tend to copy verbatim the given short text in
the generated summary. While for entities this makes sense, for topics, it can lead to the intro-
duction of misleading information that is not part of the input document (see Table 1). However,
existing evaluation metrics for this task are mainly based on the presence of the given short text
in the generated summary (Fan, Grangier, and Auli, 2018a; He et al. 2022) and can therefore be
misleading in the case of topics. This limitation extends to the broader field of text generation,
where there is a lack of a comprehensive and reliable evaluation metric to address these phe-
nomena (Zhang et al. 2003). In this paper, we propose a new evaluation metric that assesses the
similarity of the input document with the sentence of the generated summary that is closest to the
context.

The contributions of this paper can be summarized as follows:

• We propose a flexible approach for controlling the summary of a document towards any
arbitrary textual context, from a short text to a collection of documents. Our approach can
be tied to any model’s architecture and can be easily combined with any of the already
existing generative summarization approaches.

• We propose an appropriate metric to evaluate the relevance and the reliability of the gen-
erated summary to ensure that it does not contain any artificially generated content. A
human evaluation study confirms the reliability of the proposed metric.

• We provide an extensive empirical evaluation of the proposed approach, demonstrating
both its generality and its effectiveness.

• We demonstrate under different zero-shot setups that the proposed method can influence
the summary towards different contexts while preserving the reliability of the generated
summary.

The rest of the paper is structured as follows. Section 2 reviews related work on controllable
summarization. Section 3 introduces the proposed contextual summarization approach, while
Section 4 presents the reliability metric. Section 5 discusses the experimental results. Section 6
draws conclusions from this work and discusses interesting future research directions.
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Table 1. Examples of summaries generated by CTRLsumand the proposedBARTtag for different topics of the samedocument.
Blue and violet demonstrate indicative taggedwords for the topics “Science & and Health” and “Neuroscience,” respectively.
Orange indicates common tagged words for both topics. Bold red indicates the artificially generated content.

Original Document: (CNN) Everybody loves a good comeback story – especially one that’s dino-sized. After its name
was booted from science books for more than a century, a new study suggests that the Brontosaurus belongs to its
own genera, and therefore deserves its own name. O.C. Marsh first named the Brontosaurus in 1879, after he received
25 crates of bones discovered at Como Bluff, Wyoming, according to the Yale Peabody Museum of Natural History.
Similar to, though not as large as the Apatosaurus discovered a couple of years prior, Marsh named the dinosaur,
“Brontosaurus,” or “thunder lizard.” Apatosaurus had three sacral vertebrae in its hip region and Brontosaurus had
five, according to the museum’s website, so Marsh gave the dinosaurs two different names. Later it was discovered
that the number of sacral vertebrae is related to age: as the animal gets older, two of the vertebrae fuse to the sacrum.
Paleontologist Elmer Riggs concluded in 1903 that the Brontosaurus was really a young Apatosaurus, and therefore
must go by that name, according tothe museum. Emanuel Tschopp, a paleontologist at the Nova University of Lisbon,
Portugal, led this latest study, which took five years and included visits to 20 museums in Europe and the United
States to collect data. By examining “500 anatomical traits,” Tschopp said he was able to “reconstruct the family tree”
of Diplodocids – the family Apatosaurus and Brontosaurus belong to. Tschopp “looked at every single specimen,”
according to Jacques Gauthier, curator of vertebrate paleontology at Yale Peabody Museum and “noted their
characteristics,” plugging data into an algorithm that revealed “five species in the group of Diplodocids.” Two oft hem
are Brontosaurus-like and three are Apatosaurus-like, Gauthier said. While his findings have earned the excitement of
Brontosaurus fans everywhere, Tschopp said he is “expecting a debate about the case of Brontosaurus.” “We think we
have good evidence,” he said, “But I know there are other researchgroups that do not completely agree.” For
Gauthier, Tschopp’s discovery means changes are coming to the original Brontosaurus skeleton that has lived at the
Yale Peabody Museum of Natural History since 1936. “We’re definitely goingto have to change the label,” he said.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CTRLsum
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Science & Health: A new study suggests the Brontosaurus belongs to its own genera, and therefore deserves its own
name. The study was conducted by a paleontologist at the Nova University of Lisbon, Portugal. It was published in the
journal Science & Health.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Neuroscience: New study suggests Brontosaurus belongs to its own genera. “Neuroscience is the future of dinosaurs,”
says paleontologist Emanuel Tschopp.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Science & Health: A new study suggests that the Brontosaurus belongs to its own genera. The study took five years
and included visits to 20 museums in Europe and the United States.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Neuroscience: A new study suggests that the Brontosaurus belongs to its own genera. O.C. Marsh first named the
dinosaur in 1879, after he received 25 crates of bones.

2. Related work
We first present related methods and models for controllable summarization. Then, we dis-
cuss two related fields of study: personalized summarization and query-focused summarization.
Finally, we provide an overview of the contributions and differences of the proposed method
compared to previous works.

2.1 Controllable summarization

Prior work on controllable summarization focused on influencing the generated summaries
according to different aspects. These aspects can be related either to content, such as a thematic
category (Krishna and Srinivasan 2018; Ailem et al. 2019; Wang et al. 2020; Bahrainian et al.
2021; Passali and Tsoumakas 2024; Bahrainian, Feucht, and Eickhoff, 2022; Lu et al. 2024), an
entity (Fan, Grangier, and Auli, 2018a; He et al. 2022; Chan, Wang, and King, 2021; Dou et al.
2021), and a narrative style (Fan, Grangier, and Auli, 2018b), or to form-related aspects such as
the length (Kikuchi et al. 2016; Fan, Grangier, and Auli, 2018b; Takase and Okazaki 2019; Bian
et al. 2019; Liu, Luo, and Zhu, 2020; Saito et al. 2020) of the output summary. This work focuses
on content-related aspects.

Early approaches for controllable summarization were based on recurrent neural networks
and required adaptations to the architecture of existing models (Krishna and Srinivasan 2018;
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Frermann and Klementiev 2019; Bahrainian et al. 2021). Krishna and Srinivasan (2018) integrate
topical embeddings with a generic pointer generator network (See et al. 2017) for topic-
controllable summarization. The topical embeddings are extracted from the Vox Dataset (Vox
Media 2017), a topical news dataset that contains more than 180 different thematic categories.
Recently, Passali and Tsoumakas (2024) scaled this method to Transformers by summing topic
embeddings along with token and positional embeddings to guide the summary generation
towards a user-requested topic. Bahrainian et al. (2021) adapt the attention mechanism of a
pointer generator network to work with topical information derived from an LDA model. Even
though this model was trained with the topical attention mechanism, no topical information is
used during inference.

Recent approaches have shown the effectiveness of special tokens and prompts for controlling
the output of Transformer languagemodels (Fan, Grangier, and Auli, 2018b; Keskar et al. 2019; He
et al. 2022; Passali and Tsoumakas 2024; Bahrainian et al. 2022; Zhang et al. 2023; Yang et al. 2023).
Fan et al. (2018b) propose a controllable model to generate summaries of a specific writing style
or based on a requested entity from the input document. To influence the summary generation
towards the desired entity, they prepend special entity markers in the source text. Style control is
achieved in a similar way by prepending special style markers (He et al. 2022). Similarly, He et al.
(2022) perform entity-based generation using control tokens in the form of keywords or prompts.
Passali and Tsoumakas (2024) introduced different Transformer methods for topic-controllable
summarization using special tokens in prepending or tagging themost representative words based
on tf-idf weights for each topic.

With the advent of large language models (LLMs) such as ChatGPT (OpenAI, 2022b), LLaMA
(Touvron et al. 2023a, b; Dubey et al. 2024), andMistral (Jiang et al. 2023), prompting has achieved
remarkable performance in the field of controllable summarization. For example, ChatGPT has
been used for topic-controllable summarization (Yang et al. 2023) to direct the summarization
output towards a desired topic. In addition, Zhang et al. (2023) propose a method for control-
ling multiple attributes of a document, such as topic, length of summary, extractiveness, and
specificity, using prompt and prefix-tuning strategies.

2.2 Personalized summarization

An interesting application of controllable summarization is the personalization of a summary
according to the interests of different users. Most of the existing methods for personalized sum-
marization are more than a decade old and extractive. These methods use either textual user
annotations, such as keywords (Zhang et al. 2003; Móro et al. 2012), or leverage information
from more interactive features, such as user clicks (Yan, Nie, and Li, 2011) and gaze-based eye
tracking (Dubey et al. 2020). Zhang et al. (2003) use a user’s annotations, i.e., any user’s word
of interest, to generate personalized summaries. Yan et al. (2011) perform multi-document per-
sonalized summarization through interactive user clicks, while Dubey et al. (2020) exploit users‘
reading patterns with gaze-based eye tracking during a reading session. Díaz and Gervás (2007)
combine a short-term and a long-term model based on different user-defined parameters, such
as domain, categories, keywords, and feedback terms. Yang et al. (2012) use a relevance-based
model along with a user model to retrieve the preferences of mobile users and select higher-ranked
candidate sentences for the generated summary. Some limited steps have been made towards
personalized abstractive review summarization using user characteristics and user-specific word-
using habits from online reviews (Li, Li, and Zong, 2019) and headline generation for new articles
(Ao et al. 2023).

2.3 Query-focused summarization

Another line of research that is close to controllable summarization is query-focused summariza-
tion, which refers to the task of generating a summary with respect to a given query (a question,
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Table 2. Examples of different tagging schemes according to different topics for a document from CNN/DailyMail (Hermann
et al. 2015).

Climate Change: Peer-reviewed [TAG]Environmental Protection Agency studies say that the Clean Air Act and subsequent
amendments have reduced early deaths associated with exposure to ambient fine particle [TAG]pollution and [TAG]ozone,
and reduced [TAG]illnesses such as chronic bronchitis and acute myocardial infarction. The EPA estimates that, between
1970 and 2010, the act and its amendments prevented 365,000 early deaths from particulate matter alone. ”No
challengeposes more of a public threat than [TAG]climate [TAG]change,” the President told me.
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Science and Health: Peer-reviewed Environmental Protection Agency [TAG]studies say that the Clean Air Act and
subsequent amendments have reduced early deaths associated with exposure to ambient fine particle pollution and ozone,
and reduced [TAG]illnesses such as chronic [TAG]bronchitis and acute[TAG]myocardial [TAG]infarction. The EPA estimates
that, between 1970 and 2010, the act and its amendments prevented 365,000 early [TAG]deaths from particulate matter
alone. ”No challenge poses more of a public threat than climate change,” the President told me.

a word, or a short title). The majority of methods for query-based summarization are extractive
(Fisher and Roark, 2006; Daumé III and Marcu 2006; Feigenblat et al. 2017; Xu and Lapata 2020),
retrieving sentences from the input document that are closest to the given query. However, these
methods typically lack coherence. Recent abstractive methods (Nema et al. 2017; Xu and Lapata
2021; Su, Yu, and Fung, 2021) achieve much more coherent and fluent results than extractive
methods. Nema et al. (2017) incorporate query attention into an encoder-decoder RNN model,
while other works (Xu and Lapata 2021; Su et al. 2021) are based on the Transformer paradigm to
generate even higher quality summaries.

2.4 Differences with previous methods

Our work differs from all the aforementioned approaches in several ways. First, the proposed
method is model-agnostic, unlike earlier approaches that required modifications to the model’s
architecture (Krishna and Srinivasan 2018; Frermann and Klementiev 2019; Bahrainian et al.
2021), enabling it to be applied effortlessly across any model. Second, it can be used to guide
the summary generation towards any form of textual context, whether it is part of or external to
the source document. While existing methods depend on short input prompts (Fan, Grangier, and
Auli, 2018a; He et al. 2022; Zhang et al. 2023; Yang et al. 2023) to direct the summary, the proposed
method is not limited to such constraints since it can incorporate arbitrary textual information to
steer the focus of the output summary. This can also be extended to broader contexts, includ-
ing collections of documents, as we experimentally demonstrate (see subsection 5.2.2). To the
best of our knowledge, this is the first work that can be used for abstractive personalized docu-
ment summarization with such diverse textual contexts, including individual documents or entire
collections such as a user’s reading history.

3. Contextual abstractive summarization
To influence the summary of an input document towards a textual context, our approach prepends
during inference the special token [TAG] to the words of the input document that are semantically
close to the context. Table 2 demonstrates the result of this process by considering an article from
CNN/DailyMail (Hermann et al. 2015) as the input document and two different topics (“climate
change” and “science and health”) as the context.

To achieve this tagging, our method employs SBERT (Reimers and Gurevych 2019), a pre-
trained BERT-based sentence embedding model, in order to obtain representations of both the
context and each word of the input document (see subsection 3.1). It is important to note that
our method is versatile, and any embedding model could be used to obtain these representations
at this stage. Then, it computes the cosine similarity between the representations of each word of
the input document and the context and tags a word if this similarity is higher than a threshold
(see subsection 3.2). An illustration of this process is shown in Figure 1. To train a model to

https://doi.org/10.1017/nlp.2025.10009 Published online by Cambridge University Press

https://doi.org/10.1017/nlp.2025.10009


6 T. Passali and G. Tsoumakas

x1,x2,x3 
... 
... 

 xN-1, xN 

c1,c2,c3 
... 
... 

 cM-1, cM 

SBERT

x1, [TAG]x2,x3 

... 

... 
 xN-1, [TAG]xN 

SBERT

e11 ... e1d

... ... ...

eN1 ... eNd

e1 ... ed

Input Document

Context

Tagged Document

Figure 1. We encode each word of the input document into the same space with the given context using SBERT. Words of
the input document that are semantically close to the context are prepended with the special token [TAG].

influence a summary towards the tagged words, our approach relies on existing summarization
datasets, treating the ground truth summaries as context (see subsection 3.3).

3.1 Context and input word encoding

One of the key advantages of our approach is that the given context can be any textual information,
beyond a short text, such as a document or even a collection of documents. For instance, the
collection of documents could be the history of articles that a user has read on a website, in order
for summaries of other articles to be aligned with his reading interests. The document could be the
Wikipedia page of a topic (e.g., climate change) or entity (e.g., Barack Obama) a user is interested
in, providing a richer source of information for influencing the summary. As another example, it
could be a scientific paper that a researcher is drafting; in order to obtain summaries of related
papers, she is studying. Our approach can, of course, also accept short text, such as one or more
entities, topics, or arbitrary keywords (e.g., battery life, screen) that are of interest to a user.

The encoding, e(c), of a context, c, differs among the different types of context. When it is a
short text, we directly give it as input to SBERT, as the number of its tokens is not expected to
exceed the input size of the model:

e(c)= SBERT(c). (1)

When the context is a single document, consisting of n sentences {s1, . . . , sn}, we average all
the sentence representations of the document into a final representation:

e(c)= 1
n

n∑
i=1

SBERT(si). (2)

In the case of a collection of n documents {d1, . . . , dn}, for each document we follow the same
process as in the case of a single document, and then we average all the document representations
into a final representation:

e(c)= 1
n

n∑
i=1

e(di). (3)

The encoding of each word {x1, x2, . . . , xn} of the input document x is also computed via
SBERT so that it belongs to the same space as the encoding of the context:

e(xi)= SBERT(xi). (4)
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Note that since Transformers use sub-word tokenizers, words that comprise more than one
token are represented by the average of the embeddings of their tokens.

The length of the context can affect the tagging process and, as a result, the quality of the gen-
erated summaries. We expect that using a larger context, such as a full document or a collection of
documents, will provide a richer and more informative representation compared to a short input
text, which may lack contextual depth. Our experimental results show that even with a large con-
text, like a collection of documents, the performance remains high and is not negatively affected
by the longer context length, demonstrating the versatility of our approach. At the same time,
our method also performs well with shorter input contexts. This flexibility allows our approach to
adapt effectively to different types and lengths of contexts.

3.2 Tagging

Given an input document x consisting of nwords {x1, x2, . . . , xn} and a context c, we first compute
the cosine similarity between the encoding of each word e(xi) and the encoding of the context e(c).
We will tag those words whose similarity to the context is higher than a threshold t.

To compute this threshold, we learn a Gaussian mixture model with two components from
these similarities, under the assumption that one corresponds to the similarities of words that are
relevant to the context and one to those that are irrelevant. A Gaussian mixture model GMM for
each similarity simxi between a word xi and the context c can be defined as follows:

GMM(simxi)= π1N(simxi |μ1,�1)+ π2N(simxi |μ2,�2), (5)

where π1 and π2 indicate the weight coefficients of each component and N(x|μk,�k) represents
the probability density function with μ1, μ2 and �12, �2 to be the mean and the variance of each
component.

We then take t the average of the means of the two Gaussian distributions as follows:

t = μ1 + μ2
2

. (6)

3.3 Training dataset

Large language models like Transformers typically require a large training dataset. Even though
these datasets exist for general-purpose summarization, there is a lack of specific-task datasets with
controllable attributes or additional information about different contexts. At the same time, exist-
ing controllable datasets with human annotations are very small (Bahrainian et al. 2022; Zhang
et al. 2023), limiting their usefulness for training such models. Prior work for topic-controllable
summarization relied mostly on synthetic datasets Krishna and Srinivasan (2018); Passali and
Tsoumakas (2024). However, this raises concerns regarding the reliability of such datasets, which
may potentially negatively impact the models’ performance on real-world datasets. For example,
Krishna and Srinivasan (2018) generate a dataset for topic-controllable summarization by com-
bining sentences from two distinct documents on different topics paired with a single summary
derived from only one of them. While this approach can serve as a good baseline for evaluation,
it may yield unreliable results or even be too simple for models to accurately distinguish between
different topics. In practice, documents, such as news articles, will typically discuss relevant topics,
making this setup unrealistic.

The proposed method overcomes these limitations by exploiting the ground truth sum-
maries of existing summarization datasets like CNN/DailyMail (Hermann et al. 2015), MultiNews
(Fabbri et al. 2019), and XSum (Narayan, Cohen, and Lapata, 2020) to tailor the summary genera-
tion towards this context. Following this process, the proposed method incorporates the inherent
structure of any summarization dataset without the need for additional labeled data.
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Tagged Article: (CNN)[TAG]President
Barack Obama took part in a roundtable
discussion this week on [TAG]climate
[TAG]change, refocusing on the issue from a
public [TAG]health vantage point. [..] The
EPA estimates that, between 1970 and 2010,
the act and its amendments prevented
365,000 early deaths from particulate matter
alone. "No [TAG]challenge poses more of a
public [TAG]threat than [TAG]climate
[TAG]change" the [TAG]President told me.
When I asked about the strength of the
science supporting the direct relationship
between [TAG]climate [TAG]change and
public [TAG]health, he said, "We know as
temperatures rise, insect-borne diseases
potentially start shifting up. [..] While in L.A.,
he said, the [TAG]air was so bad that it
prevented him from running outside. He
remembers the [TAG]air quality alerts and
how people with respiratory problems had to
stay inside. He credits the [TAG]Clean
[TAG]Air [TAG]Act with making
[TAG]Americans "a lot" [TAG]healthier, in
addition to being able to "see the mountains in
the background because they aren't covered
in smog." [...]

Article: (CNN)President Barack Obama took
part in a roundtable discussion this week on
climate change, refocusing on the issue from
a public health vantage point. [..] The EPA
estimates that, between 1970 and 2010, the
act and its amendments prevented 365,000
early deaths from particulate matter alone. "No
challenge poses more of a public threat than
climate change" the President told me. When I
asked about the strength of the science
supporting the direct relationship between
climate change and public health, he said,
"We know as temperatures rise, insect-borne
diseases potentially start shifting up. [..] While
in L.A., he said, the air was so bad that it
prevented him from running outside. He
remembers the air quality alerts and how
people with respiratory problems had to stay
inside. He credits the Clean Air Act with
making Americans "a lot" healthier, in addition
to being able to "see the mountains in the
background because they aren't covered in
smog." [...]

Ground Truth Summary: "No challenge
poses more of a public threat than climate
change," the President says. He credits the
Clean Air Act with making Americans "a lot"
healthier .

Figure 2. Training Dataset Creation. We exploit the ground truth summaries of existing large-scale summarization datasets
to tailor the summary generation towards this context.

More specifically, given a summarization dataset that consists of documents accompanied by
their respective target summaries, the proposed method uses these ground truth summaries as
contexts and extracts their representation. The extracted context representation from the target
summary is used to tag the most representative words of the input document. More specifically,
given a document xi that consists of n words {wi

1,w
i
2, . . . ,wi

ni] and its corresponding context ci
as extracted from the target summary, we define a similarity function sim(wi

j, ci) which measures
the similarity between the word wi

j and the context ci. This process is described by the function g,
where:

x′
i = g(xi, ci)=

{
[TAG,wi

j] if sim(wi
j, ci)≥ t

[wi
j] otherwise

(7)

Here, x′
i represents the version of the document xi with specific words tagged with a special

token [TAG], based on their similarity to the context exceeding the threshold t. The process of
compiling the training dataset is shown in Figure 2.

During training, the model learns to intuitively guide the summary generation towards the
target summary by back-propagating the cross-entropy loss between the predicted and the ground
truth summary. As a result, the model learns to intuitively give more attention to the words that
are prepended with the special tag token. During inference, the model can direct the summary
towards any textual representation by adjusting the position of control tokens.

4. Relevance measure
Existing controllable summarizationmodels are prone to generating hallucinated content in order
to ensure the presence of the user-requested topic in the summary. For example, CTRLsummight
force the generation of the requested topic in the summary regardless of its relevance to the input
document, leading to unfaithful summaries with misleading information, as shown in Table 1.

The evaluation of suchmodels typically includes metrics that simply count howmany times the
requested topic appears in the summary (He et al. 2022) or compute the similarity between the

https://doi.org/10.1017/nlp.2025.10009 Published online by Cambridge University Press

https://doi.org/10.1017/nlp.2025.10009


Natural Language Processing 9

generated summary and the given topic (Passali and Tsoumakas 2024). In this way, summaries that
include the requested topic might get a high relevance score without being reliable and relevant to
the input document.

To overcome this limitation, we propose an unsupervised relevance measure (REL) to evaluate
how faithful the generated summaries are to the input document. REL builds on the assumption
that if a summary is relevant to the input document, we expect that the sentence of the generated
summary that is closest to the requested topic should be close to at least one sentence of the
original document. In addition, it requires only the generated summary and the input document,
so it can be easily used without the need for ground truth summaries.

REL consists of the following steps: First, given a generated summary S, we extract the sentence
from the summary that is closest to the requested topic. Then, REL is computed as the maxi-
mum of all the similarities between the selected sentence representation and each of the sentence
representations of the original document.

More specifically, REL is computed as follows:
REL(S,D)=max

i∈D {sim(e(si), e(sr)}, (8)

where D represents the set of sentences in document d and sim(e(sj), e(sr) denotes the cosine
similarity between the representation of the sentence j of document d and the sentence r from
summary s. The sentence r is defined as

r = arg max
j∈S

sim (e(sj), e(c)), (9)

where S represents the set of sentences in a summary s and sim(e(sj), e(c) denotes the cosine
similarity between the representation of the sentence j of summary s and the context c.

A high REL score indicates that the generated summary is semantically close to the document,
while a lower REL score is a strong indicator that the generated summary might contain content
that is not reliable. In cases where more than one sentence is semantically close to the context,
REL considers the most relevant one and still can provide an indicator of the reliability of the
summary. However, note that the proposed metric is not intended to replace existing metrics
for summarization, such as ROUGE score, but rather to serve as an additional indicator of the
reliability of a summary in relation to the provided context. Exploring alternative variations of the
metric (e.g., incorporating multiple relevant sentences) is left for future research.

5. Empirical evaluation
This section presents the results of the empirical evaluation of the proposed method. First, we
provide details about the experimental setup, and then we present and discuss the experimental
and human evaluation results.

5.1 Experimental setup

In this subsection, we present the datasets that were used for the evaluation of the proposed meth-
ods. Also, we provide details about the models and the training as well as discuss the evaluation
metrics that we used.

5.1.1 Datasets
We use the six following abstractive summarization datasets for our experiments:

• CNN/DailyMail (Hermann et al. 2015): a news summarization dataset that consists of
more than 300K articles and summaries from CNN and DailyMail news sources. We use
the non-anonymized version 3.0.0 of the dataset.
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Table 3. Dataset statistics. Size is measured in articles for train, validation, and test set while
the average length for documents and summaries is measured in tokens.

Size (articles) Length (tokens)

Dataset Train Validation Test Document Summary

CNN/DailyMail 287,113 13,368 11,490 781 56
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MultiNews 44,972 5,622 5,622 2,103 264
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

XSum 204,045 11,332 11,334 431 23
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

NEWTS 4,800 – 1200 568 70
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

MacDoc 4,278 554 547 835 54
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Debatepedia 12,000 719 1,000 72 10

• MultiNews (Fabbri et al. 2019): a summarization dataset withmore than 56K news articles
accompanied by human-written summaries from more than 1,500 websites.

• XSum (Narayan et al. 2020): a news summarization dataset with more than 200K articles
and human-written summaries collected from the BBC website.

• NEWTS (Bahrainian et al. 2022): a human-annotated topic-controllable summarization
dataset based on CNN/Dailymail. It consists of 6,000 article-summary pairs annotated with
topics.

• MacDoc (Zhang et al. 2023): a human-annotated controllable summarization dataset
from the MacSum dataset. It is based on the CNN/DailyMail dataset and contains over
5,000 articles and human-written summary pairs with five different control attributes,
including topic, among others.

• Debatepedia (Nema et al. 2017): a dataset that contains debate topics, including pros and
cons arguments for 663 topic areas, in the form of triplets with a document, query, and
summary. Each debate topic can include several queries that result in a dataset of 12,695
triplets.

Some statistics regarding the size and length of the datasets are shown in Table 3.

5.1.2 Context sources
We evaluate the proposed method under three different context scenarios: a) a topic mention,
b) a document, and c) a collection of documents. To simulate these context representations, we
employ Vox (Vox Media 2017), a topical news corpus with 23,024 articles divided into 185 the-
matic categories. We remove categories that are assigned to less than 30 documents as well as
general categories (e.g., “The Latest,” “On Instagram,” “Vox Sentences,” “Podcasts,” “Episode of the
Week,” “Reviews, ” “2016ish,” “First Person,” “Identities,” and “The Big Idea”). After preprocess-
ing, we result in 61 out of 185 categories. We then use the filtered corpus to extract the different
context representations. More specifically, in the case of the short text, we use the category itself.
For a single document, we randomly select an article from the corpus, while for a collection of
documents, we use all the documents that are assigned to the same category.

We use the test sets of the CNN/DailyMail, XSum, and MultiNews datasets to influence the
summary according to the different context scenarios as extracted from the Vox Dataset. For
each document in the dataset, we use the top-3 closest context representations for each scenario
(short text, single document, document collection) to generate the tagging scheme for each docu-
ment. For each document in the test set, we generate three new documents with different tagging
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schemes according to the different contexts. Note that since articles do not typically include highly
diverse topics, we expect that the top-3 topics will be close to each other. For the Debatepedia
dataset, we use the query as the context.

5.1.3 Models and training
The proposed method is built on top of two state-of-the-art summarization models, BART-large
and PEGASUS-large. BART-large is a Transformer model with 12 encoder/decoder layers, a bidi-
rectional encoder, and an autoregressive decoder. It consists of approximately 406 M parameters.
PEGASUS-large is another Transformer model with 16 encoder/decoder layers and consists of
more than 560M parameters. To compare the performance of the proposed method against state-
of-the-art models, we also employ a variety of LLMs, including GPT-3.5, GPT-4, LLaMA-3 8B,
Mistral 7B, and Claude v2. For all the LLMs, we set the temperature to 0 for reproducibility of the
experiments. Following prior work on topic-controllable summarization by Yang et al. (2023), we
use the following prompt: ”Summarize this article with respect to Aspect [Aspect]. Write directly
the summary.”

To extract all the embedding-based representations, we use the multi-qa-distilbert-cos-v1, a
lightweight DistillBERT model as introduced by Sentence Transformers Reimers and Gurevych
(2019). We use the Hugging Face (Wolf et al. 2020) implementation for all the models.

We fine-tune both summarization models with a batch size set to 6 and a learning rate set to
3e-05, following He et al. (2022). Both BART-large and PEGASUS-large were trained for 150,000
steps with early stopping on the validation set, as they typically converged before reaching this
limit. Note that further fine-tuning or extensive hyperparameter searching could lead to better
performance. All training experiments were conducted on an NVIDIA T4 Tensor 16 GB GPU
using Google Colab. For the inference of LLMs, we used the AWS Amazon Bedrock service, while
the GPT models were accessed via the OpenAI API.

The evaluation results include the following models:

• BART (Lewis et al. 2020), the vanilla BART model, based on the BART-large architecture,
without controllable attributes.

• PEGASUS (Zhang et al. 2020a), the vanilla PEGASUS model, based on PEGASUS-large
architecture, without controllable attributes.

• BARTtag model, which is based on the BART-large architecture.
• PEGASUStag model, which is based on the PEGASUS-large architecture.
• CTRLsum (He et al. 2022), a controllable summarization model fine-tuned on the
CNN/DailyMail dataset that works by prepending the requested entity to the input
document.

• BART-FT (Su et al. 2021), a BART model for query-focused summarization that works by
concatenating the query with the document using a special [SEP] token.

• GPT-3.5 (OpenAI, 2022a), an LLM, developed by OpenAI, based on the GPT-3 architec-
ture with 175 billion parameters.

• GPT-4 (OpenAI, 2023), an improved version of GPT-3.5, also developed by OpenAI, with
1.5 trillion parameters.

• LLaMA 3 (Dubey et al. 2024), a family of LLMs developed by Meta AI, with multiple
versions of different parameters. In this setup, we use the 8 billion version.

• Mistral (Jiang et al. 2023), an LLM developed by Mistral AI, with 7 billion parameters.
• Claude (Anthropic, 2024), an LLM, developed by Anthropic AI, with 130 billion
parameters.
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Table 4. Experimental results on CNN/DailyMail dataset using different input context for a
short text (topic), document (doc.), and collection of documents (col.). F-1 scores for ROUGE-1
(R1), ROUGE-2 (R2), and ROUGE-L (RL) are reported.

R1 R2 RL BERTScore REL cos simsum

CTRLsum (topic) 37.33 16.66 34.55 87.06 0.67 0.27 0.80
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (topic) 41.97 19.85 38.74 87.82 0.90 0.19 0.93
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (topic) 43.59 20.85 40.66 88.29 0.86 0.19 0.92
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (doc.) 41.96 19.86 38.72 87.82 0.90 0.19 0.95
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (doc.) 43.52 20.78 40.58 88.28 0.86 0.19 0.92
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (col.) 41.89 19.76 38.64 87.81 0.90 0.20 0.95
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (col.) 43.63 20.87 40.70 88.30 0.86 0.25 0.93

5.1.4 Evaluation metrics
We use the family of ROUGE (Lin, 2004) metrics and BERTScore (Zhang et al. 2020b) for eval-
uating the quality of the generated summaries as well as the proposed REL metric to assess the
reliability of the summary with respect to the input document. Since we do not have a ground
truth summary for the different contexts, we calculate ROUGE with the target summary of the
corresponding document. Even though ROUGE and BERTscore metrics are based on the target
summary, they can provide an overview of whether the generated summaries are still in line with
the general meaning of the input document. In addition, we report the cosine similarity (“cos”)
between the generated summary and the requested topic to evaluate how close the generated sum-
mary is to the given context. The higher the cosine similarity, the closer the summary is to the
given context. Also, we compute the variance (“simsum”) between the different summaries gen-
erated towards different contexts for the same input document. For calculating the variance, we
compute the average cosine similarity between all the different pairs of the different generated
summaries. A lower score indicates that the summaries have high variance, while a higher score
indicates low variance with similar summaries.

5.2 Results

This subsection provides the results of the experimental evaluation on different datasets. First,
we discuss the results for the different textual contexts, including short (single word or phrase)
and arbitrary textual contexts (document or collection of documents). Then, we proceed with a
comparison with existing controllable summarization models such as CTRLsum (He et al. 2022),
state-of-the-art LLMs, and query-focused models such as BART-FT (Su et al. 2021).

5.2.1 Short textual context
The results of the CNN/DailyMail test set for the different context scenarios are shown in Table 4.
We notice that the average cosine similarity (cos) between the generated summaries and the
requested short text for a single topic is similar for both the PEGASUStag and BARTtag models
(∼ 0.19). Furthermore, the average similarity between the different summaries for the same doc-
ument for both models is around 0.9, indicating that the models do generate slightly different
summaries in different contexts. Note that since the top 3 topics that are nearest to the input doc-
ument are typically similar to each other, we do not expect major changes between the different
summaries.

In addition, the evaluation results in Table 4 demonstrate a significantly higher cosine similar-
ity for the CTRLsum model (0.29 compared to 0.19), along with a higher variance between the
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Table 5. Examples of summaries generated by CTRLsum and the proposed PEGASUStag for different topics of the same
document.

Original Document: Amanda Knox may have finally cleared her name, but eight years of legal battles have left the
Seattle native penniless, exhausted and traumatized from stress, claims her biographer. “In prison, she was
threatened with rape from a male guard, it was a really terrible experience,” says Trial By Jury author, Douglas
Preston. “I think it has really affected her, it’s really hard to lead a normal life after that.” Scroll down for video . Strain
and relief: Amanda Knox spoke outside her parents’ home on March 27 flanked by her fiancé Colin Sutherland after
she was exonerated for the murder of Meredith Kercher in November 2007 . Three weeks after an Italian court
overturned her conviction for the 2007 murder of British student, Meredith Kercher, Prestontold RadarOnline that
Knox is living out a bittersweet victory. “She went to Italy as a normal 20-year-old, West Coast girl, a soccer player,
rock climber, very naïve,” says Preston about Knox’sill-fated adventure to Perugia. “So many terrible things happened
to her in Italy, so many lies were said, and the online savagery directed at her, I’ve never seen anything like it.” So
affected has Knox been by her struggle to be exonerated by the Italian courts, that Preston hinted to RadarOnline that
she is suffering PTSD and seeking professional help. “Anyone who has been through whatshe’s been through is going
to have issues. It’s like a soldier come back from Iraq, having children shot in front of him, you’ve been through a
horrific experience. If it doesn’t affect you physically,it affects you emotionally,” he says to Radar. Family struggle:
Amanda Knox stands on the front porch with her fiancé, her mother Edda Mellas and stepfather, Chris Mellas.
According to herbiographer, Knox and her family have spent millions fighting her conviction . On top of her fight to be
declared innocent, Preston claims that Knox has been ravaged financially by legal fees. This despite receiving a
reported 4 million advance for her 2013 book, Waiting To Be Heard. “The ordeal has been hugely emotional, but the
financial impact has been catastrophic,” says Preston.“Amanda received a 4 million advance for her book, that money
has all gone, immediately out oft he door to pay legal fees and there is nothing left,”Preston explains. “She really
wants to establish that she’s innocent in Italy, they’ve paid a lot of fees to Italian lawyers.”
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CTRLsum
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Criminal Justice: The Seattle native was cleared oft he 2007 murder of Meredith Kercher on March 27 by the Italian
Court of Criminal Justice.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Gun Violence: Amanda Knox’s biographer, Douglas Preston, tells RadarOnline that she is suffering from PTSD and is
seeking professional help. Preston is the author oft he book, “Gun Violence:A Biography of Amanda Knox”. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Criminal Justice: Amanda Knox and her family have spent millions fighting her conviction for the 2007 murder of
British student Meredith Kercher. Her biographer, Douglas Preston, claims thatKnox has been leftpenniless,
exhausted and traumatized from stress.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Gun Violence: Trial By Jury author Douglas Preston tells RadarOnline that Amanda Knox is living out a bittersweet
victory. “She went to Italy as a normal 20-year-old, West Coast girl, a soccerplayer, rock climber, very nave,” says
Preston about Knox’s ill-fated adventure to Perugia. “So many terrible things happened to her in Italy, so many lies
were said, and the online savagery directedat her, I’ve never seen anything like it.” So affected has Knox been by her
struggle to be exonerated by the Italian courts, that Preston hinted to RadarOnline that she is suffering PTSD and
seekingprofessional help.

generated summaries. In addition, CTRLsum has a lower performance in terms of ROUGE and
BERTscore metrics compared to the proposed models, which indicates that the generated sum-
maries for the different topics might differ. On the other hand, these summaries might diverge
from the general meaning of the input document. Despite the fact that the lower scores show a
greater variance between the different summaries, the RELmetric reveals a significant weakness in
CTRLsum’s ability to generate relevant summaries with respect to the input document, in contrast
to the proposed methods, PEGASUStag and BARTtag , which show significantly higher reliability.
More specifically, a qualitative evaluation of the generated summaries shows that CTRLsum suc-
ceeds in achieving higher performance by forcing the generation of the requested topic in the
output summary. Some indicative examples of this behavior are shown in Table 1 and 5.

More specifically, we can see that CTRLsum forces the generation of the requested topic with-
out ensuring the content validity of the summary. Thus, it can generate artificial content without
preserving the document’s original meaning, resulting in unreliable summaries. For example, in
Table 1 for both requested topics, Science & Health andNeuroscience, CTRLsum tends to generate
inaccurate information, as shown in bold red text, that is not stated in the original document. The
proposed BARTtag does not suffer from the same limitation. Similar conclusions can be drawn for
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Table 6. Experimental results on the MultiNews dataset using different input context for a
short text (topic), document (doc.), and collection of documents (col.). F-1 scores for ROUGE-1
(R1), ROUGE-2(R2), and ROUGE-L (RL) are reported.

R1 R2 RL BertScore REL cos simsum

PEGASUStag(topic) 43.05 16.10 37.97 86.37 0.84 0.22 0.86
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (topic) 42.97 15.05 37.69 86.40 0.77 0.24 0.82
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (doc. ) 42.67 15.89 37.63 86.31 0.83 0.22 0.85
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (doc.) 41.70 14.03 36.49 86.06 0.74 0.22 0.83
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (col.) 42.93 16.02 37.86 86.35 0.84 0.33 0.85
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (col. ) 42.34 14.60 37.09 86.23 0.76 0.34 0.83

Table 7. Experimental results on the XSum dataset using different input context for a short
text (topic), document (doc.), and collection of documents (col.). F-1 scores for ROUGE-1 (R1),
ROUGE-2(R2), and ROUGE-L (RL) are reported.

R1 R2 RL BertScore REL cos simsum

PEGASUStag(topic) 45.43 22.70 37.31 92.11 0.66 0.20 0.83
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (topic) 41.08 18.33 32.99 91.36 0.64 0.23 0.82
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (doc. ) 45.00 22.31 36.85 92.04 0.65 0.20 0.82
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (doc.) 39.61 17.32 31.80 91.11 0.63 0.19 0.81
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUStag (col.) 45.30 22.57 37.17 92.08 0.65 0.28 0.82
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (col. ) 40.87 18.16 32.80 91.32 0.64 0.30 0.82

the PEGASUStag model, as shown in Table 5. Again, CTRLsum generates inaccurate information
by imposing the requesting topic in the summarization output for both criminal justice and gun
violence topics. In contrast, the proposed PEGASUStag model generates summaries that are both
topic-aware and provide reliable and accurate information according to the input document.

5.2.2 Arbitrary textual context
In contrast to existing controllable models like CTRLsum, the proposed method is not restricted
to a specific word or entity for controlling the output summary. This means that the proposed
method can also work effectively with a whole document or a collection of documents for guiding
the summary generation, as shown in the second and third sections of Table 4. Note that we do
not report results for CTRLsum in these sections since it cannot readily work with this type of
information. More specifically, CTRLsum receives the input by prepending the requested topic in
the original document. Thus, it is limited to single words or phrases since it is not possible to fit an
arbitrary textual context into the input of the model. In Table 4, we notice that BARTtag achieves a
high cosine similarity (0.25) when more information is available (collection of documents) com-
pared to a single document (0.13) or a single topic (0.19), while the REL metric remains high for
both cases (0.86). Both the proposedmodels (BARTtag and PEGASUStag) achieve a high REL score,
but BART seems to outperform PEGASUStag in terms of simsum and cos metrics.

The same conclusions can be drawn when evaluating different datasets, as shown in
Table 6 and 7, where the results on the MultiNews and XSum datasets are reported, respectively.
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Table 8. Experimental results on the MacDoc dataset. F-1 scores for ROUGE-1 (R1), ROUGE-
2(R2), and ROUGE-L (RL) are reported.

R1 R2 RL BertScore REL cos

BART 30.36 10.49 20.41 87.13 – –
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUS 27.51 9.10 19.10 86.29 – –
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GPT-3.5 26.17 8.45 16.80 87.00 0.77 0.42
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GPT-4 26.93 8.55 16.86 87.00 0.76 0.46
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Claude 25.42 7.77 16.03 85.60 0.74 0.52
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

LLaMA 25.68 8.32 16.56 85.78 0.74 0.44
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Mistral 27.09 8.68 17.18 86.54 0.77 0.39
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CTRLSum 25.75 9.77 19.64 87.57 0.82 0.41
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (Ours) 29.84 10.50 20.79 86.98 0.85 0.34

More specifically, for the MultiNews dataset, we observe that the BARTtag achieves again the
higher cosine similarity (0.35) in the collection of documents setting compared to the single doc-
ument (0.22) and single topic (0.24) settings. In addition, for the XSum dataset, the higher cosine
similarity (0.30) is achieved with the BARTtag in the collection of documents setting.

The higher variance that is observed between the different summaries for both the XSum
andMultiNews datasets compared to the CNN/DailyMail dataset (average similarity ∼ 0.82 com-
pared to∼ 0.92) confirms the effectiveness of the proposedmethod to generate diverse summaries
according to the different topics.

5.2.3 Topic-controllable summarization
We evaluate the proposed method (BARTtag) on two topic-controllable summarization datasets,
MacDoc (Zhang et al. 2023) and NEWTS (Bahrainian et al. 2022), and compare its perfor-
mance with state-of-the-art models. Unlike the previous datasets (CNN/DailyMail, XSum, and
MultiNews), where ground truth summaries were used to simulate context, both MacDoc and
NEWTS contain human-annotated summaries explicitly annotated for different topics. In this
experiment, ROUGE scores can serve as a strong indicator of the topical focus of the summary
since they can measure the quality of the summaries in relation to the topic-oriented reference
summaries. Therefore, higher ROUGE scores indicate better performance in generating accurate
and relevant summaries that align with the requested topic.

The results on the MacDoc dataset are presented in Table 8. We report the performance of
both topic-controllable methods and baseline models (BART and PEGASUS) that do not incorpo-
rate topic control. It is important to note that the baseline PEGASUS and BART models, without
topic control, generate the same summary for each topic, as they are not designed to adapt to dif-
ferent topics within the same document. Overall, we observe that the proposed BARTtag model
outperforms all other methods in terms of ROUGE scores (R1: 29.84, R2: 10.50, RL: 20.79),
demonstrating its effectiveness in generating summaries that not only align with the requested
topic but also maintain high overall quality. This indicates that the proposed method can success-
fully shift the topic of the generated summary. At the same time, the proposed method achieves
the highest REL score (0.85), showing that the summaries are trustworthy and accurately reflect
the input document’s content.

Although the cosine similarity with the topic for BARTtag (0.34) is lower compared to other
models, such as Claude (0.52), this is paired with a significantly higher REL metric and ROUGE
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Table 9. Experimental results on the NEWTS dataset. F-1 scores for ROUGE-1 (R1), ROUGE-
2(R2), and ROUGE-L (RL) are reported.

R1 R2 RL BertScore REL cos

BART 32.89 11.26 21.27 86.33 – –
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

PEGASUS 30.93 10.39 20.22 85.48 – –
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GPT-3.5 33.11 10.69 20.46 86.90 0.77 0.23
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GPT-4 32.53 10.31 19.94 86.58 0.71 0.26
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Claude 32.55 9.92 19.12 85.38 0.73 0.29
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

LLaMA 30.20 9.20 18.32 84.56 0.58 0.40
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Mistral 33.55 10.75 20.42 86.41 0.76 0.22
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

CTRLSum 19.49 6.70 14.86 86.15 0.87 0.18
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag (Ours) 33.27 11.73 21.87 85.56 0.87 0.20

scores. This suggests that while the proposed method may not align as closely with the topic in
terms of cosine similarity, it produces more reliable and accurate summaries, as shown by the
higher ROUGE and REL scores. Additionally, we observe that Claude’s higher cosine similar-
ity (0.52) is accompanied by a lower reliability score (0.74 compared to 0.85) and lower overall
ROUGE scores (25.42 compared to 29.84 R1). This indicates that although Claude’s summaries
may be semantically closer to the requested topic, they are less aligned with the target summaries.
Overall, there appears to be a correlation between ROUGE scores and the reliability metric, sug-
gesting that the proposed REL metric is a trustworthy indicator of the topical focus and accuracy
of the summaries.

Similar conclusions can be drawn from the results on the NEWTS dataset (see Table 9). The
proposed BARTtag model consistently achieves the highest ROUGE scores across all the models.
While Mistral achieves a similar ROUGE-1 score to BARTtag (33.55 vs. 33.27), our model outper-
forms Mistral in terms of ROUGE-2 and ROUGE-L scores (11.73 R2 and 21.87 RL), indicating a
higher overall quality of the summaries. Moreover, BARTtag also achieves the highest REL score
(0.87), confirming the trustworthiness and accuracy of the generated summaries. In contrast,
while CTRLSum achieves the same high REL score (0.87), it significantly underperforms in terms
of ROUGE-1 scores (19.49 compared to 33.27 R1).

Finally, we observe that models like LLaMA, which show a higher cosine similarity with the
topic (0.40), demonstrate low REL and ROUGE scores. This pattern suggests that while these
models generate summaries that appear closely aligned with the requested topic, those might not
be reliable or well-aligned with the target summaries.

5.2.4 Query-focused summarization
We also compare the proposed method with a query-focused summarization model fine-tuned on
the Debatepedia dataset, as shown in Table 10. Similar performance is observed for both models
(BARTtag and BART-FT), with the latter slightly outperforming the BARTtag in terms of ROUGE
and BERTScore. More specifically, both BARTtag and BART-FT achieve ∼ 66 ROUGE-1 score,
with the BART-FT slightly outperforming BARTtag in ROUGE-2 (54.71 compared to 53.79) and
ROUGE-L (65.39 compared to 64.68). Also, both REL and cosine similarity metrics yield the same
results, indicating a close distance between the generated summary and the given query. More
specifically, both models achieve a ∼ 0.63 REL score and 0.51 cosine similarity. These results
demonstrate that the proposed method is more effective when more information is available, for
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Table 10. Experimental results on the Debatepedia dataset with the given query used
as the available context. F-1 scores for ROUGE-1 (R1), ROUGE-2(R2), and ROUGE-L (RL)
are reported.

R1 R2 RL BertScore REL cos

BART-FT 66.84 54.71 65.39 93.59 0.63 0.51
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BARTtag 66.05 53.79 64.68 93.50 0.62 0.51

Table 11. Correlation Between REL Metric and Human Ratings.

Metric Correlation p-value

Pearson 0.830 1.15× 10−14
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Spearman 0.809 1.36× 10−13

example when a collection of documents is available for extracting the context representation.
However, it is worth noting that query-focused summarization is a slightly different task from
topic-controllable summarization. While queries can represent topics in some cases, there are
scenarios, such as dealing with an arbitrary textual context, that is a collection of articles from a
user’s history, where the topic cannot be easily expressed as a query. In these situations, the chal-
lenge is to control the summarization output according to a broader and more complex input;
thus, query-focused summarization approaches cannot readily be applied.

5.3 Human evaluation

To validate the proposed REL metric, we conducted a human evaluation study. In this study,
each participant was presented with the original document and its corresponding summary and
asked to rate the summary’s reliability on a scale from 1 (not reliable) to 10 (highly reliable).
Each participant evaluated three different summaries, resulting in a total of 33 summaries rated
by 29 undergraduate students. Each summary was annotated by an average of 1.64 participants.
To ensure the reliability of the data, we excluded annotators where ratings differed by more than
4 points from the mean. Inter-annotator agreement, measured with Krippendorff’s alpha coeffi-
cient (Krippendorff, 2018) with ordinal weights, was 0.852, indicating a high level of consistency
among annotators.

The primary goal of this evaluation was to determine how well the REL metric aligns with
human judgments. We measured the correlation between the evaluation results and the REL
scores using both Spearman’s and Pearson’s correlation coefficients. The results reveal a strong
correlation with Spearman’s correlation coefficient of 0.83 and Pearson’s correlation coefficient
of 0.809, as shown in Table 11. The correlation coefficients being very close to 1 support the REL
metric’s effectiveness in capturing the reliability of summaries as perceived by human annota-
tors. In addition, both very low p-values (p � 0.01) indicate a statistically significant correlation
between the REL metric and human annotations.

6. Conclusions and future work
In this work, we proposed a controllable summarization method for guiding the summary gener-
ation towards arbitrary textual context from a short text, like a topic or an entity, to a document
or a collection of documents. The proposed method works by first extracting a BERT-based
representation of the given context that is then used to tag the most representative words of the
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input document. The main advantage of our method is that it can exploit all the different types
of textual information beyond a short text, such as a document or a collection of documents, in
order to direct the focus of the summary generation.

In addition, our findings revealed that existing controllable summarization methods are prone
to generating artificial content in order to ensure the presence of the requested topic in the gener-
ated summary. To detect this behavior, we proposed an appropriate evaluation metric to measure
the reliability of the topic-oriented sentences of the summary with respect to the input document.
We also conducted a human evaluation study to confirm the validity of the proposed metric. The
experimental results demonstrated that our method can effectively shift the generation towards
the given context under different zero-shot scenarios while surpassing state-of-the-art LLMs in
preserving the quality and reliability of the generated summaries.

Even though this work is focused on news summarization, it can also be easily applied
in other domains. An interesting future research direction would be to employ the proposed
method for scientific article summarization to obtain personalized summaries based on the related
papers that a researcher is interested in. In addition, variations of the proposed metric could be
explored by incorporating multiple sentences or using an average to compute the relevance of the
summary.
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