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The purpose of this expository article is to familiarize the reader with one of the fundamental problems in the theory of infinite groups. We give an up-to-date account of the so-called Fox problem which concerns the identification of certain normal subgroups of free groups arising out of certain ideals in the free group rings. We assume that the reader is familiar with the elementary concepts of algebra.
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6. Fox Problem. Let $F$ be a non-cyclic free group freely generated by a finite set $X$ and let $\mathbf{Z} F$ denote the integral group ring of $F$. The elements of $\mathbf{Z} F$ are finite sums of the form $\sum_{i} n_{i} f_{i}, n_{i} \in \mathbf{Z}, f_{i} \in F$ (with $1=e$, the identity element of $F$ ). The addition and multiplication in $\mathbf{Z} F$ are defined by the rules:

$$
\sum_{i} n_{i} f_{i}+\sum_{i} m_{i} f_{i}=\sum_{i}\left(n_{i}+m_{i}\right) f_{i}
$$

and

$$
\left(\sum_{i} n_{i} f_{i}\right) \cdot\left(\sum_{j} m_{j} f_{j}\right)=\sum_{i, j} n_{i} m_{j} f_{i} f_{j}
$$

The trivial map $F \rightarrow \mathbf{Z}$ yields the ring homomorphism $\tau: Z F \rightarrow \mathbf{Z}$ defined by $\tau\left(\sum_{i} n_{i} f_{i}\right)=\sum_{i} n_{i}$ whose kernel $\mathfrak{f}$ is an ideal of $\mathbf{Z} F$, called the augmentation ideal of $\mathbf{Z} F$. Since $f_{i}-f_{j}=f_{j}\left(f_{j}^{-1} f_{i}-1\right), \mathfrak{f}$ consists of elements of the form $\sum_{i} u_{i}\left(f_{i}-1\right)$, $u_{i} \in \mathbf{Z} F, f_{i} \in F$. Further, since $\left(f_{i} f_{j}-1\right)=f_{i}\left(f_{i}-1\right)+\left(f_{i}-1\right)$ and $\left(f_{i}^{-1}-1\right)=$ $-f_{i}^{-1}\left(f_{i}-1\right)$, it follows that, for $f \in F,(f-1)$ is of the form $\sum_{x} a_{x}(x-1), a_{x} \in \mathbf{Z} F$,

[^0]$x \in X$. Thus
$$
\mathfrak{f}=\operatorname{ideal}_{\mathbf{Z F}}\{(x-1), x \in X\} .
$$

More generally, for $n \geq 1$,

$$
\mathfrak{f}^{n}=\operatorname{ideal}_{\mathbf{Z F}}\left\{\left(x_{1}-1\right) \cdots\left(x_{n}-1\right), x_{i} \in X\right\}
$$

For each $n \geq 1$, the set

$$
D_{n}(F)=F \bigcap\left(1+\mathfrak{f}^{n}\right)=\left\{f \in F \mid f-1 \in \mathfrak{f}^{n}\right\}
$$

is easily seen to be a normal subgroup of $F$. Since $\left[f_{1}, f_{2}\right]-1=f_{1}^{-1} f_{2}^{-1} f_{1} f_{2}-1=$ $f_{1}^{-1} f_{2}^{-1}\left(f_{1} f_{2}-f_{2} f_{1}\right)=f_{1}^{-1} f_{2}^{-1}\left(\left(f_{1}-1\right)\left(f_{2}-1\right)-\left(f_{2}-1\right)\left(f_{1}-1\right)\right) \in \mathfrak{f}^{2}$, it follows that $F^{\prime}$, the commutator subgroup of $F$, is contained in $D_{2}(F)$; and a simple induction on $n$, using the above argument, shows that $D_{n}(F) \geq \gamma_{n}(F)$, the $n$-th term of the lower central series of $F{ }^{(1)}$ The equality $D_{n}(F)=\gamma_{n}(F)$ for $n \geq 1$ is a classical result due to Wilhelm Magnus [8].

Now, let $R$ be a normal subgroup of $F$. Since subgroups of free groups are free, $R$ is itself a free group freely generated by a set $Y$, say (the elements of $Y$ are certain reduced words of the form $\left.x_{1}^{\varepsilon_{1}} \cdots x_{l}^{\varepsilon_{1}}(l \geq 1), \varepsilon_{i} \in\{1,-1\}, x_{i} \in X\right)$. The linear extension of the natural homomorphism $\theta: F \rightarrow F / R$ yields the ring homomorphism $\theta: \mathbf{Z} F \rightarrow \mathbf{Z}(F / R)$ defined by $\theta\left(\sum_{i} n_{i} f_{i}\right)=\sum_{i} n_{i} \theta\left(f_{i}\right)$, whose kernel $r$ is an ideal of $\mathbf{Z} F$ (contained in $\mathfrak{f}$ ) given by

$$
\mathfrak{r}=\operatorname{ideal}_{\mathbf{Z} F}\{(y-1), y \in Y\}
$$

For each $n \geq 1$, we consider the ideal

$$
r \mathfrak{f}^{n}=\operatorname{ideal}_{\mathbf{Z F}}\left\{(y-1)\left(x_{1}-1\right) \cdots\left(x_{n}-1\right), y \in Y, x_{i} \in X\right\} .
$$

Then, the set

$$
F(n, R)=F \cap\left(1+r \tilde{r}^{n}\right)=\left\{f \in F \mid f-1 \in \mathbb{r} \mathfrak{f}^{n}\right\}
$$

is a normal subgroup of $F$. We call $F(n, R)$ the $n$-th Fox subgroup of $F$ relative to $R$. The identification of $F(n, R)$ is known as the Fox problem. It is a generalization of the case $R=F$, where we know that $F(n, F)=D_{n+1}(F)=$ $\gamma_{n+1}(F)$.

For $r_{1}, r_{2} \in R,\left[r_{1}, r_{2}\right]-1=r_{1}^{-1} r_{2}^{-1}\left(\left(r_{1}-1\right)\left(r_{2}-1\right)-\left(r_{2}-1\right)\left(r_{1}-1\right)\right) \in \mathfrak{r}^{2} \subseteq \mathrm{rf}$ and it follows that $F(1, R) \geq R^{\prime}$. The equality $F(1, R)=R^{\prime}$ is once again a classical result due to Wilhelm Magnus [9]. ${ }^{(2)}$ For $n \geq 2$, the identification of $F(n, R)$ turns out to be a difficult and challenging problem in group theory. ${ }^{(3)}$

[^1]2. Free differential calculus. For a detailed account of Fox's free differential calculus and its various applications we refer the reader to Chapter 3 of Birman [1]. Here we simply recall the basic definitions and a connection with the Fox subgroups $F(n, R)$.

Given $w \in \mathbf{Z} F$, for each $x \in X$, the (left) partial derivative $\partial w / \partial x$ of $w$ is defined by the mapping

$$
\frac{\partial}{\partial x}: \mathbf{Z} F \rightarrow \mathbf{Z} F
$$

given by

$$
\begin{equation*}
\frac{\partial(u+v)}{\partial x}=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial x}, \quad u, v \in \mathbf{Z} F \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial(u v)}{\partial x}=u \frac{\partial v}{\partial x}+\frac{\partial v}{\partial x} \tau(v), \quad u, v \in \mathbf{Z} F \tag{ii}
\end{equation*}
$$

(iii)

$$
\frac{\partial x^{\prime}}{\partial x}=\left\{\begin{array}{lll}
1 & \text { if } & x^{\prime}=x, \\
0 & \text { if } & x^{\prime} \in X, \\
x^{\prime} \neq x & x^{\prime} \in X
\end{array}\right.
$$

(iv)

$$
\frac{\partial(1)}{\partial x}=0 .
$$

It follows, for instance, that if $f=f_{1} x^{\varepsilon_{1}} f_{2} x^{\varepsilon_{2}} \cdots f_{l} x^{\varepsilon_{1}} f_{l+1} \in F, l \geq 1, \varepsilon_{i} \in\{1,-1\}, f_{i}$ are elements of $F$ not involving $x$, then

$$
\frac{\partial f}{\partial x}=\sum_{i=1}^{l} \varepsilon_{i} f_{i} x^{\varepsilon_{1}} \cdots f_{i} x^{\left(\varepsilon_{i}-1\right) / 2} .
$$

Further

$$
f_{1} x^{\varepsilon_{1}} \cdots f_{i} x^{\left(\varepsilon_{i}-1\right) / 2}(x-1)=\varepsilon_{i}\left(f_{1} x^{\varepsilon_{1}} \cdots f_{i} x^{\varepsilon_{i}}-f_{1} x^{\varepsilon_{i}} \cdots f_{i}\right)
$$

implies that

$$
\sum_{x} \sum_{i=1}^{l} \varepsilon_{i} f_{1} x^{\varepsilon_{1}} \cdots f_{i} x^{\left(\varepsilon_{i}-1\right) / 2}(x-1)=f-1 .
$$

This yields the fundamental formula

$$
f-1=\sum_{x} \frac{\partial f}{\partial x}(x-1)
$$

where $x$ ranges over all elements of $X$ which occur in $f$. The higher order Fox derivatives are defined inductively by

$$
\frac{\partial^{k} u}{\partial x_{1} \cdots \partial x_{k}}=\frac{\partial}{\partial x_{k}}\left(\frac{\partial^{k-1}(u)}{\partial x_{1} \cdots \partial x_{k-1}}\right) .
$$

Theorem 2.1 (Fox). Let $R$ be a normal subgroup of $F$ and let $\theta: \mathbf{Z} F \rightarrow$ $\mathbf{Z}(F / R)$ be the linear extension of the group homomorphism $F \rightarrow F / R$. Then

$$
F(n, R)=\left\{f \in F \left\lvert\, \theta\left(\frac{\partial^{k} f}{\partial x_{1} \cdots \partial x_{k}}\right)=0\right., \quad \text { for all } 0 \leq k \leq n \text { and all } x_{i} \in X\right\} .
$$

[The computation with the free differential calculus for $n \geq 2$ is quite involved and is unlikely to yield the required identification of $F(n, R)$ ].
3. A matrix representation. The group $F / F(n, R)$ admits a faithful matrix representation of degree $n+1$ over a suitable ring. This was first observed by Enright [2]. Here we give a faithful representation of $\mathbf{Z} F / \mathrm{f}^{n}$ which, in turn, yields a faithful representation of $F / F(n, R)$ similar to the one obtained by Enright.

Let $F$ be freely generated by $X$. For each $n \geq 1$, let

$$
\Lambda_{n}=\left\{\lambda_{i, i+1}^{(x)} ; 1 \leq i<n+1 ; x \in X\right\}
$$

be a set of independent and commuting indeterminates. Let $A_{n}=\mathbf{Z}(F / R)\left[\Lambda_{n}\right]$ be the ring of polynomials in $\lambda_{i, i+1}^{(x)}$ 's over the group ring $\mathbf{Z}(F / R)$. We set $A_{0}=\mathbf{Z}(F / R)$ and denote by $T\left(A_{n}\right), n \geq 0$, the ring of all $n+1 \times n+1$ upper triangular matrices over $A_{n}$. For each $x \in X$, the matrix

$$
\varphi_{n}(x)=\left[\begin{array}{cccccccc}
\mathbf{x} & \lambda_{1,2}^{(x)} & 0 & - & - & - & 0 & 0 \\
0 & \mathbf{1} & \lambda_{2,3}^{(x)} & - & - & - & 0 & 0 \\
- & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - \\
- & - & - & - & - & - & - & - \\
0 & 0 & 0 & - & - & - & \mathbf{1} & \lambda_{n, n+1}^{(x)} \\
0 & 0 & 0 & - & - & - & 0 & \mathbf{1}
\end{array}\right]
$$

is an invertible element of $T\left(A_{n}\right)$, where for $f \in F, \mathbf{f}=\theta(f)=f R \in F / R$. It follows that the map

$$
\varphi_{n}: X \rightarrow T\left(A_{n}\right)
$$

given by $x \rightarrow \varphi_{n}(x)$ defines a homomorphism of $F$ into $T\left(A_{n}\right)$. Extending $\varphi_{n}$ by linearity yields the ring homomorphism

$$
\varphi_{n}^{*}: \mathbf{Z} F \rightarrow T\left(A_{n}\right)
$$

Theorem 3.1 (Gupta and Passi [6]). For all $n \geq 0, \mathrm{rf}^{n}$ is the kernel of $\varphi_{n}^{*}$.
Since $\operatorname{Ker} \varphi_{n}=F \cap\left(1+\operatorname{Ker} \varphi_{n}^{*}\right)=F \cap\left(1+\mathfrak{r}^{n}\right)$, the above theorem yields the following corollary.

Corollary 3.2. $F(n, R)=\operatorname{Ker} \varphi_{n}$; or equivalently, $F / F(n, R)$ is isomorphic to the group of $n+1 \times n+1$ matrices generated by all $\varphi_{n}(x), x \in X$.

Remark 1. In Gupta and Passi [6] the matrices used are lower triangular and the representation obtained is that of $\mathbf{Z} F / f^{n}$. However, the proof in our case is essentially the same.

Remark 2. The case $n=1$ is the well-known Magnus representation of $F / R^{\prime}$ (since $F(1, R)=R^{\prime}$ ); and the case $R=F$ gives a faithful representation of the free nilpotent group $F / \gamma_{n+1}(F)$ (since $F(n, F)=\gamma_{n+1}(F)$ ).

Remark 3. If $R=F^{\prime}, A_{n}$ is a commutative integral domain and hence can be embedded in its field of fractions. Thus in this case $F / F\left(n, F^{\prime}\right)$ is isomorphic to a linear group. Further, since $F\left(n, F^{\prime}\right)$ is a fully invariant subgroup of $F$, we have a sequence of relatively free torsion free linear groups.

Remark 4. A connection with the free differential calculus is provided by the following observation. For $w \in \mathbf{Z} F$, let $\alpha_{i, j}(w), 1 \leq i<j \leq n+1$, denote the $i j$ entry of the matrix $\varphi_{n}^{*}(w)$. Then $\alpha_{i, j}(w)$ is a sum of terms of the form

$$
\mu\left(u\left(x_{i}, \ldots, x_{j-1}\right)\right) \lambda_{i, i+1}^{\left(x_{i}\right)} \cdots \lambda_{j-1}^{\left(x_{i-1}^{1}, j\right.},
$$

where

$$
\mu(u)=\left\{\begin{array}{lll}
\theta(u) & \text { if } & i=1 \\
\tau(u) & \text { if } & i>1
\end{array}\right.
$$

and

$$
u\left(x_{i}, \ldots, x_{j-1}\right)=\frac{\partial^{i-i}(w)}{\partial x_{i} \cdots \partial x_{j-1}}
$$

Remark 5. The matrix representation provides a useful tool for studying the behaviour of the upper and the lower central series of $F / F(n, R)$ (see Gupta and Passi [6]).
4. Identification of Fox subgroups. It is easy to identify some of the subgroups of $F(n, R)$. For $t \geq 1$, let $R_{t}=R \cap \gamma_{t}(F)$. Then $R_{t} \leq F \cap\left(1+\mathrm{r} \wedge f^{t}\right)$, and it follows that

$$
\left[R_{t_{1}}, R_{t_{2}}\right] \leq F \cap\left(1+\mathfrak{r f}^{t}\right)
$$

where $t=\min \left\{t_{1}, t_{2}\right\}$. More generally, for $n \geq 1$, let

$$
\mathbf{t}(m)=\left(t_{1}, \ldots, t_{m}\right), \quad 2 \leq m \leq n+1,
$$

be an $m$-tuple of positive integers satisfying

$$
t_{1}+\cdots+\hat{t}_{i}+\cdots+t_{m} \geq n, \forall i
$$

( $\hat{t}_{i}$ indicates $t_{i}$ missing). Then it is quite straightforward to verify that

$$
\left[R_{t_{1}}, \ldots, R_{t_{m}}\right] \leq F \cap\left(1+\mathrm{r}^{n \mathfrak{f}}\right)=F(n, R) .{ }^{(4)}
$$

In particular, if

$$
G(n, R)=\prod_{m=2}^{n+1} \prod_{\mathbf{t}(m)}\left[R_{t_{1}}, \ldots, R_{t_{m}}\right]
$$

where the product is taken over all $m$-tuples $\left(t_{1}, \ldots, t_{m}\right)$ satisfying $t_{1}+\cdots+$ $\hat{t}_{i}+\cdots+t_{m} \geq n, \forall i$, then $G(n, R) \leq F(n, R)$. As written, $G(n, R)$ may contain several redundant factors which can be eliminated by using P. Hall's three subgroup Lemma ( $[A, B, C] \leq[B, C, A][C, A, B], A, B, C \unlhd F)$. Thus for example

$$
\begin{aligned}
G(1, R)= & {\left[R_{1}, R_{1}\right]\left(=R^{\prime}\right) } \\
G(2, R)= & {\left[R_{2}, R_{2}\right]\left[R_{1}, R_{1}, R_{1}\right] } \\
G(3, R)= & {\left[R_{3}, R_{3}\right]\left[R_{2}, R_{1}, R_{2}\right]\left[R_{1}, R_{1}, R_{1}, R_{1}\right] } \\
G(4, R)= & {\left[R_{4}, R_{4}\right]\left[R_{3}, R_{1}, R_{3}\right]\left[R_{2}, R_{2}, R_{2}\right] } \\
& \times\left[R_{2}, R_{1}, R_{1}, R_{2}\right]\left[R_{2}, R_{1}, R_{2}, R_{1}\right]\left[R_{1}, R_{1}, R_{1}, R_{1}, R_{1}\right] .
\end{aligned}
$$

Enright [2] and Hurley [7] proved that $F(2, R)=G(2, R)$ for all $R \leq F$. Also, Gupta and Gupta [5] proved that $F\left(n, F^{\prime}\right)=G\left(n, F^{\prime}\right)$ for all $n \geq 1$. These observations leads us to ask:

$$
\text { Is } F(n, R)=G(n, R) \text { ? }
$$

It follows from the matrix representation of $F / F(n, R)$ that $F / F(n, R)$ is always a torsion free group. Since $F / G(n, R)$ may have periodic elements we must replace $G(n, R)$ by its isolator

$$
G^{*}(n, R)=I_{R}(G(n, R))=\left\{w \in R \mid w^{k} \in G(n, R), \quad \text { for some } \mathrm{k}=\mathrm{k}(\mathrm{w}) \geq 1\right\}^{(5)}
$$

The above question now takes the form:

$$
\text { Is } F(n, R)=G^{*}(n, R) \text { ? }
$$

It has been shown in Gupta [4], that if $F / R F^{\prime}$ is finite then $F(n, R)=G^{*}(n, R)$ for all $n$. In particular, the Fox problem is solved when $F / R$ is a finitely generated periodic group. Moreover, if $F / R F^{\prime}$ is finite then $G^{*}(n, R)=$ $I_{R}\left(\left[R_{n}, R_{n}\right] \gamma_{n+1}(R)\right)$. Apart from certain small values of $n$, the solution of the general Fox problem remains open.

[^2]5. A reduction theorem. The difficulty in the solution of the general Fox problem is mainly due to the arbitrary nature of the normal subgroup $R$ of $F$. It seems to be hinged on another equally important problem. Since $\left[R_{i}, R_{i}\right] \leq$ $R^{\prime} \cap \gamma_{i+j}(F)$, it follows that if $H(n, R)=\prod_{i+j=n}\left[R_{i}, R_{j}\right]$, then $H(n, R) \leq$ $R^{\prime} \cap \gamma_{n}(F)$. Here we ask:
$$
\text { Is } H(n, R)=R^{\prime} \cap \gamma_{n}(F) \text { ? }
$$

Once again $F / R^{\prime} \cap \gamma_{n}(F)$ is torsion free and we replace $H(n, R)$ by its isolator

$$
H^{*}(n, R)=I_{R}(H(n, R)) .
$$

It seems reasonable to expect that $H^{*}(n, R)=R^{\prime} \cap \gamma_{n}(F)$. In anticipation we make the following definition.

Definition. Let $R$ be a normal subgroup of a finitely generated free group $F$. Set $H(1, R)=R^{\prime}$. For $n \geq 1, R$ is said to be $n$-separable if $R^{\prime} \cap \gamma_{n}(F)=$ $H^{*}(n, R)$. If $R$ is $n$-separable for all $n \geq 1$, then we say that $R$ is separable.

If $R \leq \gamma_{c}(F)$, then $R$ is trivially $n$-separable for $n \in\{1, \ldots, 2 c\}$. If $F / R$ is a free polynilpotent group then $R$ is separable (Smel'kin [11], Ward [12]). If $F / R F^{\prime}$ is finite then $R$ is separable (Gupta [4]). Beyond these we do not know any general result concerning separability. We conclude this article with the statement of the following reduction theorem (the details will be published elsewhere).

Theorem 5.1. Let $R$ be a normal subgroup of a finitely generated free group $F$. If for some $n \geq 2, R$ is ( $n-1$ )-separable then $F(n, R)=G^{*}(n, R)$.

Remark. A uniform structure theorem for $R$ (too complicated to be included here) enables us to establish $n$-separability of $R$ for small values of $n$ (e.g. $n \leq 8$ ).
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[^0]:    Received by the editors April 7, 1980. This paper is one of a series of survey papers written at the invitation of the editors.

[^1]:    ${ }^{(1)}$ For a group $G, \gamma_{1}(G)=G, \gamma_{i+1}(G)=\left[\gamma_{i}(G), G\right], i \geq 1$, where for subgroups $A, B$ of $G$, $[A, B]=\operatorname{sgp}\{[a, b], a \in A, b \in B\},[a, b]=a^{-1} b^{-1} a b$ is the commutator of $a$ and $b$.
    ${ }^{(2)}$ This result is also attributed to Schuman [10] (see Fox [3] for a proof).
    ${ }^{(3)}$ This problem also appears as Problem 13 in Birman [1].

[^2]:    ${ }^{(4)}$ If $G_{1}, \ldots, G_{m}$ are subgroups of a group $G$, then $\left[G_{1}, \ldots, G_{m}\right]=\operatorname{sgp}\left\{\left[g_{1}, \ldots, g_{m}\right], g_{i} \in G_{i}\right\}$ where $\left[g_{1}, \ldots, g_{m}\right]=\left[\left[\cdots\left[g_{1}, g_{2}\right], \ldots\right], g_{m}\right]$ is a left-normed commutator of weight $m$.
    ${ }^{(5)}$ For any $S \unlhd R \unlhd F$, with $R / S$ nilpotent, $S^{*}=I_{R}(S)$ is again a normal subgroup of $F$.

