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GENERATORS OF Un(V) OVER A QUASI SEMILOCAL 
SEMIHEREDITARY RING 

HIROYUKI ISHIBASHI 

0. Introduction. Let o be a quasi semilocal semihereditary ring, i.e., 
o is a commutative ring with 1 which has finitely many maximal ideals 
{Ai\i G /} and the localization oA • at any maximal ideal A t is a valuation 
ring. We assume 2 is a unit in o. Furthermore * denotes an involution on 
o with the property that there exists a unit 6 in o such that 6* = —d.V is 
an w-ary free module over o with / : V X V —-> o a X-Hermitian form. 
Thus X is a fixed element of o with XX* = 1 and / is a sesquilinear form 
satisfying/(x, y)* = \f(y, x) for all x, y in V. Assume the form is non-
singular; that is, the mapping M —> Horn (M, A) given by x —»/( , x) 
is an isomorphism. In this paper we shall write/(x, y) = xy for x, y in V. 

Let U be a submodule of F. If there exist w vectors Xi, . . . , xT, . . . , xn 

such that U = ox© . . .© oxr and V = oxi© . . . © oxr . . . © oxw, then 
we call U a subspace of V and r the dimension of U, r is denoted by 
dim U. 

Let [ / b e a subspace of V. We call U a line if dim U = 1, a plane if 
dim U = 2, and a hyperplane if dim £/ = n — 1. 

Let £/w(F) or U(V) be the unitary group on V. We call an element a 
in £/(F) an isometry on V. An isometry r on V which fixes every vector 
in a hyperplane VT of V is called a quasi-symmetry if VT is nonsingular, 
and a unitary transvection if VT is singular: Let 5 be the set of all those 
r, i.e., the set of quasi-symmetries and unitary transvections. 

In the present paper, we shall determine the length 1(a) of any isometry 
a in U(V), i.e., the minimal number of factors that are needed to express 
a as a product of elements in 5. The result is 

1(a) = n — d 

where d is the dimension of a maximal subspace of V which is contained 
in the module Va of a. In this paper set theoretic difference of A and B 
will be written A — B. M © N is a direct sum of modules M and N. 

Clearly, this is a generalization of [7]. 

1. Statement of the theorem. {A^i G /} is the set of all maximal 
ideals of o. For i in / , let -KI or — be the canonical homomorphism from 
o onto ô = o/A i. We use the same notation 7r* or — to denote the canon
ical map from V onto V = V/AtV. We note that we consider no form on 
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V and we only regard F as a module. Further, for a in U(V) we define â in 
Aut (V) by âx = ôx, x G F. 

For a subset £/ of F, U1- = {x G F|x£7 = 0}. For submodules £/ and 
W of F, C/ ± W means C/IT = 0 and U C\ W = {0}. For a G 17(7) 
let Fff be the fix module of a, i.e., 

Va = {% (z V\(j% = x} and d = min {dim rwi(V<T)\i G / } . 

We define / (a) = 0 for o- = 1. 
Now, with these notations, we state our theorem. 

THEOREM. For any a in Un(V) we have 1(a) = n — d. 

2. Preliminary lemma. We have finitely many maximal ideals 
{Ai\i G I) y I is the index set. For each i in / , \j/i or ' denotes the canonical 
homomorphism of o into oAi which carries an element a of o to the class 
af of oAi represented by a/1. 

Therefore for a and b in o, a' = b' if and only if ca — cb for some c in 
o — Ai. We use the same notation xf/f or ' to denote the canonical homo-
morphisms V —> oAiV or U(V) —> Aut (o^-F). We consider no form on 
oAiV and only regard it as a module. 

Now, we take a base {xM|/x = 1, . . . , n] for V and fix it. 

LEMMA 2.1. Le£ i £ I. 

(a) For vectors u and v in V if we have uf = z/, Jftew cw = oz/br some c 
iw o — A t. 

(b) For any vector v in V we can express cv = ay for some a G o, 
c Ç o - i j and y G V — AiV. 

Proof. First we prove (a). We have the base {xi, . . . , xn\ for V. Write 
u = 2^ aMxM a n d ^ = ^L ^ M » aM» M̂ ê o. Then a / = 0/ for JU = 1, . . . , n. 
Hence for each /x we have cMaM = cM6M for some cM in o — A t. Putting 
c = I I cM, we have (a). 

Next we prove (b). Write z; = J^ aMxM, aM G 0. First let v' = 0, i.e., 
ai = . . . = an' = 0. This means that for some Ci, . . . , cn in o — Ai we 
have Ciai = . . . = cwaw = 0. So, if we put c = IT cM, a = 0 and 3/ = any 
vector in F — ^4* F, then we have cv = ay. Next let v' 9^ 0. Therefore at 
least one a/ , say a/ , is not zero. Since oAi is a valuation ring, we may 
assume a / divides all a/ in oAl. From this and by (a) we have (b). 

3. Proof of the theorem. For i in / , throughout this paper, — denotes 
Ti} ' denotes ^ and et denotes an element in o with 71-̂e* = 1 and ir^t — 0 
for j y£ i\ such et exists by the Chinese Remainder Theorem. 

LEMMA 3.1. Let \ES\1 ^ 5 ^ r] be r hyper planes of V, then 

dim C\ Es^ n — r for any i in I. 
s=l 
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Proof. Take any i in / . If r = 1, then the lemma is clear. So let r > 1. 
Write 

r - 1 

D = C\ E, and £ = E r . 

We suppose dim D ^ n — (r — 1) and show 

dim D C\ E ^ n — r, 

which gives us the lemma by induction on r. 
W7e write d = dim D. Take a base xu . . . , xrf for 5 where Xi, . . . , xd 

are in D. Since E is a hyperplane, we can write V = E® ox, x £ F. We 
may express xM = wM + aMx, u, ^ E and a, (z o for each ju = 1, . . . , rf. 

If a / = 0 for all /x, then we have an element c in o — Al with_£aM = 0 
for all JU. Hence ex, = cu, is contained in D C\ E, and so D C\ E = D. 
Consequently, dim D C\ E > n — r. 

Next, we treat the case that at least one a / 9^ 0. Since oAi is a valua
tion ring, we may assume a / divides any a J in oAi. Put a / = (bj I c' ^)aî 
for some b, in o and cM in 0 — A{. Then 

(cMaM)' = c / a / = V ^ i ' = (Mi) ' -

Hence £McMaM = £M6Mai for some eM in o — A *. Put 

Then M̂ is in D C\ E. Since cM, eM are in o — A if we have 

dim D C\ E ^ d - l ^ n - r . 

COROLLARY 3.2. 1(a) ^ n — d. 

Proof. Remember that quasi-symmetries and unitary transvections 
fix hyperplanes. Apply the lemma. 

By the corollary it suffices to show that 1(a) ^ n — d. The proof will 
proceed by induction on n — d. 

LEMMA 3.3. Let U be a submodule of V. If V = 0 for all i in I, then 
V = U. 

Proof. We have 

n 

V = © ox,. 

Take {utfl\ in U with xM = ûifi for i in / and /x in {1, . . . , n). Put 

Then HM is contained in U and xM = M̂ for each i and /x. This means 

https://doi.org/10.4153/CJM-1981-092-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-092-1


GENERATORS OF Un(V) 1235 

xM — u^ is in A V, where A = C]iei At. So, we may write 

n 
Xu Un J / j CLn yX y , CLn V € A. 

P u t M = {aM„}. Then, we have 

l(uu . . . , un) = (E - M)l(xi, . . . , xn), 

E is the identi ty matrix. Since E — M is invertible, we have V = U. 

Let n — d = 0. Recall we have defined 

d = min {dim Wi(Vff)\i G / } . 

Hence by the lemma we have V = Va. Therefore, a = 1 and we have 
1(a) = 0 = n — d, whence there is nothing to do. 

So, let n — d > 0, i.e., a ^ 1. We shall show tha t there exists r in 5 
such t ha t 

min {dim iri(VTa)\i £ I) = d + 1, 

which will imply l(ra) ^ n — (d + 1) by induction on n — d, and so 
1(a) ^ n — d as we desire. Thus , all t ha t we have to do is to find such 
r in S. 

Definition. 

IQ = {i£ I\ff' - 1 = 0 for i} 

I, = [i£ l\„' - 1 ^ 0 for i). 

In other words, 

U = {i £ I\c(a — 1) V = 0 for some c G o — A t] 

and 

Ii = {i e I\c(a - 1 ) 7 ^ 0 for any c G o - 4 t . } . 

Clearly, / = 70 + A (direct sum) . 

LEMMA 3.4. Let i £ L If a vector y is contained in V — A tV, then there 
exists a vector x in V with yx G o — Ai. 

Proof. Wri te 

n 

y = H PM, P» € o. 

Since y d A tV, a t least one £M, say £>i, is not in A i% On the other hand, 
since V is nonsingular and { X\, . . . , xnj is a base for F, there exists a 
vector x m V with XiX = 1 and xMx = 0 for /x ^ 1. So we have yx = 
Pi $ At. 
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The following lemma is essential for the proof of the theorem. 

LEMMA 3.5. Let i £ I\. Then there exist a, c in o and x, y in V such that 
(Ci) c(a — l)x = ay with c # Au 

(C2) yx g 4 „ 
(C3) c(o- - 1 ) 7 CaV. 

Proof. We have a direct sum V = 0JLi oxM. For each xM, by (b) of 
Lemma 2.1 we can express 

cM(o- - l)xM = aM;yM 

where aM is in o, cM in o — A t and 3V in V — A tV. Since i £ i\ , we have 
(/ T̂  1. This implies that at least one a/ , say a / , is not zero. Since oAl 

is a valuation ring, we may assume a / divides all a / , say, let a / = 
a / J / for &M in o. Hence for each JU by Lemma 2.1 there exists d^'m o — Af 

such that a^dy. = aib^d^. We may take b\ = d\ = 1. Therefore, putting 
a = ai and £ = Y\J*=1 cAy w e have 

(1) c(a — l)xM = ft£M;yM 

where eM £ o, <?i £ o — 4̂ * and c G o — A t. From this (C3) c(a — 1) F C 
a F is now clear. 

Next, since yx £ F — 4̂ tV, by Lemma 3.4 for some xM wTe have 

(2) y&p g ^ ,. 

Let pj q be variables in o. We put 

x = pxi + <?xM, y = peiyi + qe^y^. 

Then by (1) we have (Ci) c(o- — l)x = ay and the equation 

(3) yx = pp*exyiXi + pq*e1yixfx + p*qeflyfiXi + qq^e^y^x^ 

holds. Hence it suffices to show that we can choose p, g in 0 with yx & A 7, 
which completes our proof. We recall that we have the unit 6 in o with 
0* = —6. Therefore the answer is given by the following table, where — 
denotes 71̂  (note ex 7^ 0 by (1) and yïx^ 9e 0 by (2)). 

Cases yiXi T^ 3V^T P 1 

1 5*0 1 0 
2 0 0 1 1 
3 0 ^ 0 ^ 0 0 1 
4 0 ^ 0 0 1 1 or 0 

In case 4 above, we take q d {1,6} with 

q*eiyixll + qe^y^Xi ^ 0; 

in fact such g exists, since eiyiXM ^ 0. Thus we have shown (C2) yx (? 4̂ *. 

https://doi.org/10.4153/CJM-1981-092-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1981-092-1


GENERATORS OF Un(V) 1237 

Let us call the above four elements a, c Ç o and x, j> Ç F in the lemma 
"a good foursome for i" if they satisfy ( G ) , (C2) and C(3) , and denote it 
by (ai Ji ci x)- Fur ther , when there exits a good foursome (a, y, c, x) for 
i, we say u x is good for i". With this definition we can say tha t if i £ A 
then there exists a vector x in V which is good for i. 

Now, since the involution * on o induces a permutat ion on the set of 
maximal ideals {A t\i Ç 1} of o, we can define a permutat ion on the index 
set / by defining i* = j if and only it A{* = A j . 

LEMMA 3.6. If i, i* Ç i \ , then there exists a vector ut in V which is good 
for both i and i*. 

Proof. If i = i* then there is nothing to do (apply Lemma 3.5). So let 
i 9e i*. To simplify the notation we write j = i*. Now by Lemma 3.5 we 
have good foursomes (ait yu cu xz) for i and (ay, yjy Cj, xf) for j . By 
condition (C\), (C2) we have respectively, 

(1) Ci (a — \)%i = atyi and Cj(a — l)xj = a^j 

with ct G o — 4̂ Î and £_, Ç o — Aj} and 

(2) 7T 1(3/̂ X1) 7* 0 and irjiyjXj) 9e 0. 

By condition (C3) we can express 

(3) ct(a — l)x7- = fljW;,- and ^(cr — l)x* = cijWi 

for some wi} Wj Ç F. 
Let £, g be variables in o and put w* = pxt + gx7. Then by ( l ) and 

(3) we have 

(4) d(a — l)Ui = (liipyi + qwj) and Cj(a - l)ut = cijipWi + qyj). 

Therefore, two foursomes (au pyt + qwj} cit ut) and (aj}pWi-\-
qyj} Cj, Ui) satisfy the two conditions ( G ) and (C3) for i and j respec
tively. So it suffices to show (C2) for those two foursomes respectively. 
Namely, we must show tha t we can choose p, q in 0 so tha t 

Ki((pyi + q.Wj)Ui) j£ 0 and 

irAipWi + qjj)ui) ^ 0. 

As usual, the Chinese Remainder Theorem will play a central role. To 
simplify the notation we write 

/ = (Pyt + qWj)Ui and g = (pwt + qyf)Ui. 

Therefore 

(5) / = PP*y&i + qp*WjXi + pq*yiXj + qq*WjXj 
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and 

(6) g = pp*WiXi + qp*yjXf + pq*wtXj + qffjjXj. 

By the Chinese Remainder Theorem we can take p, q in o as in the 
following table. 

Cases TTi(wjXj) -KjiwiXi) wi(wjXi) Tj(wiXj) viiyiXj) Trj(yjXi) p q 

1 5*0 0 1 
2 ?*0 1 0 
3 0 0 5*0 a \ 
4 0 0 5*0 1 / 3 
5 0 0 ^ 0 7 1 
6 0 0 5^0 1 Ô 

In the above, a is any element in o with 

Ti(a) = OyiTjia) G { ± 1 } and 

WjiaWiXj + jjXj) 9^ 0; 

y is any element in o with 

TT*(7*) = 0, 7^(7*) G { ± 1 } and 

TTj(y*yjXi + :y^./) ^ 0. 

As for /3 and 5 they are chosen symmetrical ly to a and y respectively. 
We now check t h a t p, q satisfy Ti(f) j* 0 and Wj(g) 9e 0. We t rea t 

Cases 1, 3, 5. In Case 1, p = 0 and q = 1, so Ti(f) = ir^WjXf) ^ 0. 
Fur ther , by (2), 7r;(g) = ir^y^xf) ^ 0. Next we t rea t Case 3. 

Let — denote 7rz-. Since WjXj = 0, p = a = 0 and g = 1, we have 
/ = a*u>;Xi. Fur the r 7Tj (a) Ç { ± 1 } implies a: Ç? ^4y. Hence a* (? ^4/* (note 
^4 ;* = ^4Z), i.e., a* ^ 0. T h u s we have / ^ 0. Let — denote 7i> Since 
7Tj(a) = 0, by the same way as above we have Wj(a*) = 0. Hence 
£* = a;* = 0. Fur ther , since we have 

q = 1 and aWiXj + 3̂ -Xy ^ 0, 

we have £ ^ 0. We consider Case 5. Let — denote 7r*. By ?^x;- = 0, 
£*" = y* = 0 and q = 1, we h a v e / = yytXj. Since 71^(7*) ^ 0, we have 
KiM ^ 0 and so / 7̂  0. Let — denote 7T> Since 71^(7*) = 0, we have 
Kj(y) = 0- Fur ther , since q = 1, we have 

g = y*yjXi + yjXj. 

Hence g 9^ 0. T h e cases 2, 4, and 6 are symmetr ic to the cases 1, 3, and 5, 
respectively and we omit them. 

L E M M A 3.7. If i £ / ] , then there exists a vector utin V which is good for 
i and d < dim Vff + out for i. 
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Proof. We write — for 7r*. Using Lemma 3.5, we have a good foursome 
(a>u ji, ci} xt) for i. If it holds tha t 

d < dim Va + oxu 

the lemma holds. So we assume this is not the case, i.e., 

d = dim Va + ox 7-. 

Since d < n, there exists a vector z in V with 

d < dim 7^ + oz. 

By condition (C3) wre may write Ci(<r — l)z = a ^ for some w in I \ Now 
for p (z o and g Ç o - i j we put 

Ui = pXi + qz and */* - £y f + gw. 

Then (a*, *;*, CU U{) satisfies (Ci), (C3) and 

(i < dim Fff + oMj. 

To show (C2) compute 

ViUt = pp*yiXt + qp*wxt + £g*;y?-2; + gg*ms. 

Since ytXi 9e 0 and 2 is a unit, we can take at {±1} with 

JiXj + « M i + OL*yiZ 9^ 0. 

Therefore, our p, q are given by the following table. 

Cases wz p q 

1 ^ 0 0 1 
2 O l a 

LEMMA 3.8. Le£ i £ / . 7"/&£w //£ere existe a vector uf in V with d < 
dim Va + oUifor both i and i*. 

Proof. Wri te j = i*. Since d < n, we can take zu z:j in V writh 

J < dim Va + 02* for i and 

d < dim Va + oZj for j . 

Let p be any element in o with 7r*(£) = 1 and Wj(p) = 0, g in o with 
7ri(g) = 0 and 7r;(g) = 1. Then ut = pxt + qXj is the desired vector. 

Definition. Let i £ I. We say a vector w is admissible for i\lu satisfies 
the following two conditions, where v = (a — \)u and — =irt. 

(a) V = vL + ou 

(b) d < dim Fff + ou. 
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We say u is admissible if u is admissible for all i in I . 

A key point of the proof is to find an admissible vector u in V. 

Definition. 

in = [i G h\i* e h} 

/io = {ie h\i* G Jo! 

hi = {i e h\i* G h} 

Zoo - {i G I0\i* G Jo}. 

Therefore we have I = In + i\o + ioi + loo (direct sum) , and 

In* = In, Iio* = loi, ^oi* = Iio, Zoo* = loo-

Definition. * defines a classification of I in which each class consists of 

{i, i*}. Let K be the set of representat ives of this classification with 

/io C if. 

For each k in if, applying Lemmas 3.6, 3.7 and 3.8, we can take a vector 

uk in F with the following properties ( P i ) , (P2) and (P3): 

(P i ) If & £ I n , then wfc is good for both k and &*. 

(P2) If k G I10, then ^fc is good for k and d < dim F a + ouk for &. 

(P3) If k G /oo, then rf < dim Va + ow* for both k and &*. 

Fur ther , for each k in K, we take an element ak in o with a* = 1 for 
k and k* and 5* = 0 for k £ I — {k, k*}. P u t w = ^ ^ ^ afcwfc and 
z; = (a — l)u. Wi th these nota t ions our next task is to show t h a t u is an 
admissible vector. 

LEMMA 3.9. (a) Let i be in I0. Then it holds that 

d < dim Va + ou for i*. 

(b) Let i be in I\. Then u is good for i. 

Proof. First we prove the case (a) . Let i G I0. T a k e k in K Pi {i, i*}. 
Then we have û = ûk for i*. Note I0 = loo + loi- If i G /oo then 
i* G i"oo and so k G Zoo- Therefore by the proper ty (P3) for w^ we have 
(a) of the lemma. If i G 70i then i* G i\o, consequently i* = k, because 
110 C K and 70i <Z K- Therefore, by the proper ty (P2) for ^ we have 
also (a) of the lemma. 

Next we prove the case (b) . Let i G i \ . T a k e k in K H {i, i*}. We 
have J i = I n + Iio- If i G A i then z* G Ai , consequently & G In- If 
i G /10 then i = k. Hence, in each case, by the properties (P i ) and (P 2 ) 
we see t h a t uk is good for i. Let (au y u cu uk) be a good foursome for i. 
Then by (Ci) and (C3) we have 

c,(o- - l)u = aAakyi + X ) « / ^ ; ) 
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for some Wj in V where ^ is the sum for j in K — {k}. By (C2) we have 
ytuk d At. Hence, putting 

w = <xkyt + 2 * 

we have wu = y tuk i£ 0 for i. Thus {au w, cu u) is a good foursome for .̂ 
That is, u is good for i. 

LEMMA 3.10. If i Ç 70, / / ^ F = v1 for i* (here v = (a — l)u). 

Proof. Since i d h, for some c in o — At we have c(o- — 1)F = {0}. 
Hence cv = 0. Therefore, for all w in V we have 0 = (cv)w = v(c*w), i.e., 
c*w C v1- and so c*F C v1-. On the_other hand, since c d Au we have 
c* g A f. Thus it holds that V = v1 for i*. 

LEMMA 3.11. If i d Io, then u is admissible for i*. 

Proof. By (a) of Lemma 3.9 we have 

d < dim Va + ou for i*. 

By Lemma 3.10 we have V = v1- + ou for i*. 

LEMMA 3.12. Let i £ I. For y in V if yu d At then we have V — 
y1- + ou for i*. 

Proof. We use — for Tt*. Take any z in V. Put a = zy and c = uy. We 
note that yu 9^ At if and only if uy d A 7*. Hence c 9e 0. Since cz — 
aw G y1-, we have cz G y1- + ow. This implies V = y1- -\- ou for i*. 

LEMMA 3.13. If i d A //&ew w w admissible for i*. 

Proof. We write z* = 7 and use — for 7i> Since i d A, by (b) of Lemma 
3.9 we have a good foursome (a, 3/, c, u) for i. Therefore it holds that 
cv = ay with c d Au yu d yl * and c(o- - 1 ) F C ^ ^ . 

First, we show V = v1- + ou. Since yu d Au by Lemma 3.12, we have 
V = yL + ou for 7. We show 3^ C vL. Take any 2 in yL. Then 0/2 = 
a^s = 0, which implies vc*z = O^i.e.^*^ d zr1. On the other hand, by 
c d Af we have c* d y4y, hence 3^ C v-1. Thus, V = vL + ou. 

Next we show d < dimW + ou. Suppose the inequality does not hold, 
i.e., d = dim Va + ou. Then û d Va and so we may write u = z -\- s 
for some z in Fff and 5 in AjV. Since yu d Au we have w^ ? ^4,-. Thus 
zy ([ Aj. Hence yz d A f. Put b = 3>z, whence & $ A t. Then 

a6 = ayz = cvz = 0, 

because v = (o- — l)w and ((cr — l)F)F f f = {0}. Thus, we have 

6c(o- - 1 ) 7 C baV C {0}. 

But, since be d Au this would imply i d 70, a contradiction. 
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LEMMA 3.14. u is an admissible vector in V. 

Proof. We show that u is admissible for all i in / . Take any i in / . 
Then i* G / . We have / = I0 + I\. If i* G 70 then u is admissible for i 
by Lemma 3.11. Hi* G I\ then w is admissible for i by Lemma 3.13. 

Now, by the lemma we have for all i'm I 

(1) V = z^ + oa 

and 

(2) d <dim F, + ou. 

Further, since v = (a — l)u and Vff((<T — 1)F) = {0}, we have 

(3) Va C v\ 

Here, we may assume û ^ 0 without loss of generality. Because, if 
necessary, we can choose z in F , with w + z ^ 0 and take u -\- z for w 
above. 

Thus, by (1) ^ (3), we can choose a base {ûn, . . . , w<(n_D, ẑ } for F 
for each i in / such that wa , u^, . . . ,uid are in Fa and z^(d+D, . . . , w<(W_i) 
are in vL. Put 

for each /x G {1, . • • , w — 1}, where e* has been defined before as an 
element in o with ^(e*) = <5̂ - (Kronecker <5) for i , j in / . It is clear that 
l^i, . . . , zv_i, û) is a base for V for each i in I. 

LEMMA 3.15. Let iii, . . . , un he n vectors in V. For each i in / , if V = 
©M=I ôwM, //&ew F = 0 M = I owM. 

Proof. By Lemma 3.3, we know 

n 

V = ]T] owM. 

Hence we show the linear independence of {wM} over o. Suppose 
aiWi + . . . + anun = 0, aM G o, 

with at least one nonzero coefficient, say a,\. We take a maximal ideal 4̂ t 

which contains the annilator of a\. Then a / ^ 0 in oAl. Since oAi is a 
valuation ring, we may assume a / divides all a / . So we have 

tfi'(tti' + (bS/c^Uz' + . . . ) = 0, 6M G o, cM G o - At. 

Hence, we have 

ai(eiiii + e2U2 + . . . ) = 0, eM G o, £i G o — 4̂ 2-. 
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Since V = 0 J L i ôu^ is nonsingular, we have a vector v in V with 
Wiz; = 1 and U^v = 0 for JU ^ 1. Pu t 

6 = (ei^i + e2u2 + . . .)*>• 

Then b £ o — A t and a J) = 0, which contradicts the choice of A f. 

By the lemma, we see tha t {z î, . . ., un-\, u) is a base for F. 
We write 

u = 0 ?v 

Then it holds t ha t 

(4) V = U ® ou 

(5) U Cv1-

(6) J ^ dim U H F , for all i in J. 

By (4) we can define a linear map r on F by defining r = 1 on U and 
rw = u + p. Since z; = (a — \)u and [ / C ^ 1 by (5), r preserves the 
form on V. In fact, we shall see t ha t r is in Un(V) by the following lemma. 

LEMMA 3.16. F = U® oau. 

Proof. We shall show tha t V = V 0 ôô'zT for all i in / , which will imply 
F = £/ © oo-x by Lemma 3.15. Since U is a hyperplane of F, we have 
£7 £ F. Therefore it suffices to show tha t V = U + oau. 

First let i £ 70- Hence we have c in o — A t with c^ = 0. We note 
7ô= ô = 7c. Hence 

U + oau = £7 + o(w + v) = U + oc(u + v) = U + ou = V 

by (4). 
Next let i Ç A. Then by (b) of Lemma 3.9 we have a good foursome 

(a, w, c, w) for i. Hence we have 

U + oaw = £7 + oc(u + z;) = U + o(cw + aw). 

Therefore if â = 0 then the right hand side equals U + ou = F and we 
have the lemma. So we t reat the case d ^ 0. In this case, we suppose 
U + oau £ F which will imply a contradiction. Since V is a hyperplane 
of V, our assumption means cm Ç £7. Since £7 C ^x , we have (aii)v = 0. 
Therefore 

0 = (au)v = au (au — w) = (u — cra)w = — vu. 

Hence 0 = cou = aww = âïiw, a contradiction, because we have 
wu~ 7e 0. 
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By the lemma r is an automorphism on V and so r is contained in 
Un(V). Write Z? = otti + . . . + oud. Then Z> C V,. Since D C U, we 
have Z> C FT. Therefore Z> C VT-ia. Further, since TU = au, we have 
r~1au = u. From these two, now we have 

D © ou C FT-I,. 

Finally, since Z> © cm is a subspace of V with 

dim (Z> © ou) = d + 1, 

we have 

d + 1 S dim FT-iff for all i in Z. 

Thus we have completed the proof of the theorem. 
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