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I INTRODUCTION

The market for automated driving systems (ADSs, commonly referred to as automated vehicles, autonomous cars, or self-driving cars)\(^1\) is predicted to grow from US$54.2 billion in 2019 to US$556.6 billion in 2026.\(^2\) Around 21 million in sales of vehicles equipped with ADSs globally in 2035, and 76 million in sales through 2035,\(^3\) are expected in an inextricably connected global market of automobiles, information and communication technology (ICT), and artificial intelligence (AI) platforms and services, along a massive value chain that transcends borders. Indeed, ADSs – one of the most promising AI applications – build on software infrastructure that works with sensing technologies such as Light Detection and Ranging (LiDAR), radar, and high-resolution cameras to perform part or all of the dynamic driving tasks.\(^4\) The ADS industry landscape is complex and dynamic, including not only automobile companies and suppliers (e.g., Daimler AG, Ford Motor Company, BMW AG, Tesla Inc., and Denso Corporation), but also ICT giants (e.g., Waymo, Intel Corporation, Apple Inc., NVIDIA Corporation, Samsung, and Baidu) and
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\(^1\) Various terms are used to refer to vehicles equipped with different levels of driving automation systems (a generic term that covers all levels of automation), such as self-driving cars, unmanned vehicles, and automated vehicles. However, as explained in Section II, the inconsistent and sometimes confusing use of terms may lead to regulatory misconceptions. This chapter uses “automated driving systems” to cover level 3–5 systems according to the most widely recognized classification by SAE International. See also Peng’s Chapter 6 in this volume.


\(^4\) More specifically, AI algorithms and sensing technologies help to draw a real-time, three-dimensional map of the environment (a 60-meter range around the vehicle), monitor surrounding activities, navigate and operate (e.g., speed, brake, steer, and change gear selection) the vehicle. See Autonomous Vehicle Market Outlook – 2026, note 2 above. See also HY Lin, Autonomous Vehicles and the Law: Technology, Algorithms and Ethics (Cheltenham, Edward Elgar Publishing, 2019), at 5–19.
novel service providers (e.g., Uber, Lyft, and China’s Didi Chuxing) in different parts of the world. There have also been an increasing number of cross-sectoral collaborative initiatives between such companies, including the partnership between Uber and Toyota to expand the ride-sharing market, or General Motor’s investment in Lyft, undertaken with the goal of developing self-driving taxis.

While governments around the world have been promoting ADS development and relevant industries, they have also been contemplating rules and standards in response to its legal, economic, and social ramifications. Apart from road safety and economic development, ADSs promise to transform the ways in which people commute between places and connect with one another, which will further alter the conventional division of labor, social interactions, and the provision of services. Regulatory requirements for testing and safety, as well as technical standards on cybersecurity and connectivity, are necessary for vehicles with ADSs to be allowed on roadways, but governments worldwide have not established comprehensive and consistent policy frameworks within their jurisdictions because of the experimental nature of related technologies, not to mention multilateral consensus or harmonization. Furthermore, liability rules, insurance policies, and new law enforcement tools are also relevant issues, if not prerequisites. Last but not least, ethical challenges posed by ADSs play a key role in building trust and confidence among consumers, societies, and governments to support the wide and full-scale application. How to align ADS research and development with fundamental ethical principles embedded in a given society — with its own values and cultural contexts — remains a difficult policy question. The “Trolley Problem” aptly demonstrates such tension. As will be discussed, such challenges not only touch upon substantive norms, such as morality, equality, and justice, but also call for procedural safeguards, such as algorithmic transparency and explainability.

Faced with such challenges, governments are designing and constructing legal and policy infrastructures with diverse forms and substances to facilitate the future of connected transportation. Major players along the global ADS value chain have yet to agree upon a common set of rules and standards to forge regulatory governance on a global scale, partly because of different political agendas and strategic positions.


6 See K Korosec, “Autonomous Car Sales Will Hit 21 Million by 2035, IHS Says” (Fortune, 7 June 2016), https://perma.cc/4HEX-MHJT.

7 For example, the United States government announced in 2016 its $4 billion investment in automated vehicles. See B Vlasic, “U.S. Proposes Spending $4 Billion on Self-Driving Cars” (New York Times, 14 January 2016), https://perma.cc/36DJ-QKMQ.


9 See the discussion in Section II.

10 In addition, the respective regulatory governance strategies of these countries may change and adapt in light of ongoing economic growth, national security, and business competition issues. Their
While it seems essential to have rules and standards that reflect local values and contexts, potential conflicts and duplication may have serious World Trade Organization (WTO) implications. In Section II, this chapter examines key regulatory issues of ADSs along the global supply chain. Regulatory efforts and standard-setting processes among WTO members and international (public and private) organizations also evidence both the convergence and divergence in different issues. While regulatory issues such as liability, cybersecurity, data flow, and infrastructure are multifaceted, complex, and fluid, and certainly merit scholarly investigation, this chapter cannot and does not intend to cover them all. Rather, in Section III, this chapter uses the most controversial (but not futuristic) issue – the ethical dimension of ADSs, which raises tensions between the protection of public morals and trade secrets – to demonstrate the regulatory dilemma faced by regulators and its WTO implications. It points out three levels of key challenges that may translate into a regulatory dilemma in light of WTO members’ rights and obligations, including those in the General Agreement on Tariffs and Trade (GATT), the Agreement on Technical Barriers to Trade (TBT Agreement), and the Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS Agreement). Section IV concludes.

II AUTOMATED DRIVING SYSTEMS: MAPPING KEY REGULATORY ISSUES

A Regulatory Challenges Facing Automated Driving Systems and the “Moral Machine” Dilemma

At the outset, the use of terminology and taxonomy must be clarified. There exist various terms that are used to refer to vehicles equipped with different levels of driving automation systems (a generic term that covers all levels of automation), such as self-driving cars, unmanned vehicles, autonomous cars, and automated vehicles. However, for reasons to be elaborated later, this chapter consciously uses regulatory endeavors, as well as competition (or cooperation), may also lead to a more coherent global standard-setting process in international arenas. See generally H-W Liu, “International Standards in Flux: A Balkanized ICT Standard-Setting Paradigm and Its Implications for the WTO” (2014) 17(3) Journal of International Economic Law 551; M Du, “WTO Regulation of Transnational Private Authority in Global Governance” (2018) 67(4) International and Comparative Law Quarterly 867. In some cases, the General Agreement on Trade in Services (GATS) may come into play, especially when most ADSs do not fall squarely into either “goods” or “services” in light of the increasing “servitization” of modern manufacturing. See E Lafuente et al., “Territorial Servitization and the Manufacturing Renaissance in Knowledge-Based Economies” (2019) 53(3) Regional Studies 313; T Baines et al., “Servitization of the Manufacturing Firm: Exploring the Operations Practices and Technologies That Deliver Advanced Services” (2014) 34(1) International Journal of Operations & Production Management 2; G Lay (ed.), Servitization in Industry (New York, Springer, 2014). The discussion on service under the GATS is beyond the scope of this chapter, the primary focus of which lies in product-oriented standards and rules.
“ADSs” – namely, level 3–5 systems as defined by the SAE International’s taxonomy and definitions\(^\text{12}\) – to refer to the kinds of driving automation that require only limited human intervention and that more appropriately denote the essence of commonly known terms such as “self-driving cars” or “autonomous vehicles.” Indeed, the inconsistent and sometimes confusing use of terms such as “self-driving cars” or “autonomous vehicles” may lead to problems not only related to misleading marketing practices, mistaken consumer perceptions, and information asymmetry, but also insufficient and ineffective regulatory design. For instance, in the robotics and AI literature, the term “autonomous” has been used to denote systems capable of making decisions and acting “independently and self-sufficiently,”\(^\text{13}\) but the use of such terms “obscures the question of whether a so-called ‘autonomous vehicle’ depends on communication and/or cooperation with outside entities for critical functionality (such as data acquisition and collection).”\(^\text{14}\) Some products may be fully autonomous as long as their functions are executed entirely independently and self-sufficiently to the extent entailed in level 5, while others may depend on external cooperation and connection to work (which may fall under the scope of level 3 or level 4). Yet when the term “autonomous vehicle” is commonly used to refer to level 5, levels 3 and 4, or even all levels of driving automation as defined in various legislation enacted in different states,\(^\text{15}\) regulatory confusion ensues. Comparable conceptual and practical problems can also be found with the use of “self-driving,” “automated,” or “unmanned” in regulatory discourse.

While ADSs offer many benefits to road safety, economic growth, and transportation modernization,\(^\text{16}\) myriad regulatory issues – such as safety, testing and certification, liability and insurance, cybersecurity, data flow, ethics, connectivity, infrastructure, and service – must be appropriately addressed.\(^\text{17}\) First, reducing


\(^\text{13}\) Ibid., at 28.

\(^\text{14}\) Ibid.

\(^\text{15}\) Ibid.


\(^\text{17}\) See, for example, A von Ungern-Sternberg, “Autonomous Driving: Regulatory Challenges Raised by Artificial Decision-Making and Tragic Choices,” in W Barfield and U Pagallo (eds), Research
human errors does not mean that ADSs are free from machine error, especially when the technology continues to grow in complexity. A review of recent incidents involving Tesla and Volvo-Uber systems suggests that ADSs may be subject to different standards of care, considering the many new safety threats and consumer expectations for the technology.

Other commentators also point to cybersecurity and industry risks related to ADSs, given their reliance on data collection, processing, and transmission through vehicle-to-vehicle and vehicle-to-infrastructure communications. The multifaceted yet under-addressed issues of privacy and personal freedom also call for clearer rules and standards.

The different risks posed by ADSs and IoT and their consequential interactions with the physical world may have crucial ramifications for international trade and investment law.

This chapter will not exhaust all of these regulatory issues, but rather focuses on the most controversial, ethical dimension of ADSs. There are concerns about the “crash algorithms” of ADSs, which are the programs that decide how to respond at the time of unavoidable accidents. Ethical issues stem from the infamous “Trolley Problem,” a classic thought experiment of utilitarianism vis-à-vis deontological

18 “After all, humans can be amazing drivers, the performance of advanced automation systems is still unclear... and automation shifts some errors from driver to designer.” BW Smith, “Human Error as a Cause of Vehicle Crashes” (Centre for Internet and Society, 18 December 2013), https://perma.cc/4VNs3B-SST4.

19 See generally Lim, note 4 above.


ethics introduced in 1967 by Philippa Foot.²⁵ It involves a runaway, out-of-control trolley moving toward five people who are tied up and lying on the main track. You are standing next to a lever that can switch the trolley to a side track, on which only one tied-up person is lying. The problem? Would you pull the lever to save five and kill one? What is the right thing to do? In modern times, the advent of ADSs makes the Trolley Problem, once an exercise of applied philosophy, a real-world challenge rather than an ethical thought experiment.²⁶ Should ADSs prioritize the lives of the vehicle’s passengers over those of pedestrians? Should ADSs kill the baby, the doctor, the mayor, the jaywalker, or the grandma? Or should ADSs be programmed to reach a decision that is most beneficial to society as a whole, taking into account a massive range of factors? Researchers at the Massachusetts Institute of Technology (MIT) designed scenarios representing ethical dilemmas that call upon people to identify preferences for males, females, the young, the elderly, low-status individuals, high-status individuals, law-abiding individuals, law-breaking individuals, and even fit or obese pedestrians in a fictional, unavoidable car crash.²⁷ They collected and consolidated around 40 million responses provided by millions of individuals from 233 jurisdictions and published their results in an article titled “The Moral Machine Experiment.”²⁸ How does the world respond to the Trolley Problem? While a general, global moral preference can be found, there exist strong and diverse demographic variations specifically associated with “modern institutions” and “deep cultural traits.”²⁹ For instance, respondents from China, Japan, Taiwan, South Korea, and other East Asian countries prefer saving the elderly over the young, while those in North America and Europe are the opposite.³⁰

As ADSs cannot be subjectively assessed ex post for blame or moral responsibility, it seems necessary – yet it is unclear how – to design rules to regulate the reactions of ADSs when faced with moral dilemmas.³¹ Presumably, ethics as well as cultural, demographic, and institutional factors may play a role in likely heterogeneous regulatory measures that could increase frictions in international trade. From a practical, legalist perspective, different tort systems in varying jurisdictions may also have an anchoring effect on ADS designs.³² While the decision at the time of

²⁸ Ibid.
²⁹ Ibid., at 62–63.
³⁰ Ibid.
³² One commentator also notes that the Trolley Problem and ethical principles might play a less decisive role than predictive legal liabilities that readily translate into monetary constraints on ADS manufacturers that are driven by profits. See B Casey, “Amoral Machines, or: How Roboticists Can Learn to Stop Worrying and Love the Law” (2017) 111 Northwestern University Law Review 231.
unavoidable accidents has immense legal, economic, and moral consequences, it is *predetermined* when the algorithms are written and built into ADSs. Algorithms are not objective. Rather, they carry the existing biases and discriminations against minority groups in human society, which are reflected and reinforced by the training data used to power the algorithms. Further, algorithms do not build themselves, so they may carry the values and preferences of people who write or train them. Therefore, ADS manufacturers are increasing exposed to legal and reputational risks associated with these moral challenges. Governments have not yet addressed these ethical puzzles posed by ADS algorithms.

**B Regulatory Initiatives at National and Transnational Levels**

One may ask whether there are existing or emerging international standards that can serve as a reference for domestic regulations. What approaches are regulators in different jurisdictions taking to address these issues? This chapter maps out some representative regulatory initiatives that have taken place at both the national and the transnational level and are respectively backed by public, private, and hybrid institutions — without concrete harmonization.

What are the relevant positions of the governments of these countries in the global value chain of automated vehicles? What are their respective regulatory governance strategies in light of concerns related to economic growth, national security, and business competition? To what extent are these countries competing (or cooperating) with one another to lead the global standard-setting process in various international arenas? At the national level, crucial questions have largely been left unaddressed. A leader in regulating ADSs, the United States Department of Transportation (US DoT) has been stocktaking and monitoring current ADS standards development activities, including those led by, inter alia, the SAE International, the International Organization for Standardization (ISO), the Institute of Electrical and Electronics Engineers (IEEE), the Federal Highway Administration (FHWA), the American Association of Motor Vehicle Administrators (AAMVA), and the National Highway Traffic Safety Administration (NHTSA), in relation to issues such as cybersecurity framework, data sharing, functional safety, event data recorders, vehicle interaction, encrypted communications, infrastructure signage and traffic, and

---


34 Ibid.


37 See, for example, Liu, note 10 above.

38 See generally Du, note 10 above.
testing approaches. While a couple of initiatives might partly touch upon some issues with ethical implications, nothing concrete has been designated to address ADSs’ ethical issues. In the United Kingdom, the British Standard Institution published a prestandardization document based on relevant guidelines developed by the UK Department for Transport and Centre for the Protection of National Infrastructure to facilitate further standardization on cybersecurity. Taiwan also set up a sandbox scheme for the development and testing of vehicles equipped with ADSs, and the sandbox is open to a broadly defined scope of experimentation, including automobiles, aircraft, and ships, and even a combination of these forms.

Again, none has been initiated to specifically address the ethical issues of ADSs. The world’s first concrete government initiative specifically on ADS ethical issues at the moment is the report with twenty ethical rules issued by the Ethics Commission for Automated and Connected Driving, a special body appointed by Germany’s Federal Ministry of Transport and Digital Infrastructure. The report consists of twenty ethical rules for ADSs. Of importance are the ethical rules, which ask that “[t]he protection of individuals takes precedence over all other utilitarian considerations,” that “[t]he personal responsibility of individuals for taking decisions is an expression of a society centred on individual human beings,” and that “[i]n hazardous situations that prove to be unavoidable, the protection of human life enjoys top priority in a balancing of legally protected interests.” In particular, Ethical Rule 8 provides that:

Genuine dilemmatic decisions, such as a decision between one human life and another . . . can thus not be clearly standardized, nor can they be programmed such that they are ethically unquestionable . . . . Such legal judgements, made in retrospect and taking special circumstances into account, cannot readily be transformed

40 Ibid., at 60.
42 Unmanned Vehicles Technology Innovative Experimentation Act (Taiwan) (UV Act). The UV Act was promulgated on 19 December 2018.
43 UV Act, Art. 3.
44 See Taeihagh and Lim, note 8 above, at 10.
46 2017 Germany Ethical Commission Report, note 45 above.
48 Ibid., Rule 4.
49 Ibid., Rule 7.
into abstract/general ex ante appraisals and thus also not into corresponding pro-
gramming activities.\textsuperscript{50}

Ethical Rule 9 further prescribes that “[i]n the event of unavoidable accident
situations, any distinction based on personal features,” such as age, gender, and
physical or mental conditions, “is strictly prohibited.”\textsuperscript{51} While the ethical rules are
not mandatory, they certainly mark the first step toward addressing ADSs’ ethical
challenges.\textsuperscript{52} It remains to be seen how these ethics rules will be translated into
future legislations and regulations in Germany and beyond.\textsuperscript{53}

Other relevant initiatives, while not specifically addressing ADS ethical issues,
include algorithmic accountability rules (generally applicable to data protection
and AI applications) that may inform future regulations. For instance, the European
Union’s General Data Protection Regulation (GDPR) sets out rights and obligations
in relation to algorithmic explainability and accountability in automated individual
decision-making.\textsuperscript{54} The European Commission also established the High-Level
Expert Group on Artificial Intelligence in 2018, which published the final version of
its Ethics Guidelines for Trustworthy Artificial Intelligence in April 2019.\textsuperscript{55} At the
same time, lawmakers in the United States recently tabled a new bill, the Algorithmic
Accountability Act of 2019, which intends to require companies to audit systems based
on machine learning algorithms, to examine instances of potential bias and discrim-
ination therein, and to fix any issues found in a timely manner.\textsuperscript{56}

There have been active and dynamic regulatory initiatives at the transnational
level.\textsuperscript{57} The United Nations Economic Council for Europe (UNECE)\textsuperscript{58} and the
1968 Vienna Convention on Road Traffic\textsuperscript{59} have struggled to change the formal
rules under their existing framework, given the complexity of the issues, high
negotiation costs, and institutional inflexibility.\textsuperscript{60} The Vienna Convention was

\textsuperscript{50} Ibid., Rule 8.

\textsuperscript{51} Ibid., Rule 9.

\textsuperscript{52} See Taeihagh and Lim, note 8 above, at 10.

\textsuperscript{53} See Lütge, note 45 above, at 557.

\textsuperscript{54} Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the
protection of natural persons with regard to the processing of personal data and on the free movement
of such data, and repealing Directive 95/46/EC (General Data Protection Regulation, GDPR), Arts.
21 and 22.

\textsuperscript{55} European Commission, “Building Trust in Human-Centric AI, Ethics Guidelines for Trustworthy

\textsuperscript{56} Algorithmic Accountability Act of 2019, OLL19205, 116th Congress (2019).

\textsuperscript{57} For a review of such transnational regulatory initiatives and their normative ramifications, see Liu and
Lin, note 36 above, at 440–450.

\textsuperscript{58} United Nations Economic Council for Europe (hereinafter UNECE), Economic and Social
ECE/TRANS/WP.1/145 (24–26 March 2014); UNECE, “UNECE Paves the Way for Automated

\textsuperscript{59} 1968 Vienna Convention on Road Traffic (78 Parties) and the March 2014 Amendment, https://perma
.cc/5C8K-Y5ST.

\textsuperscript{60} See Liu and Lin, note 36 above, at 410–411.
somewhat passive in the development of driving automated systems until an amendment to its Articles 8 and 39 entered into force in March 2016. The amendment allows for the transfer of driving tasks from humans to vehicles under certain conditions, lifting the formalistic requirement that a “human” must be in charge of driving tasks. In September 2018, the UNECE’s Global Forum on Road Traffic Safety (WP.1) adopted a resolution to promote the deployment of vehicles equipped with ADSs in road traffic. This resolution is rather soft and represents an informal approach to guiding Contracting Parties to the 1968 Vienna Conventions on the safe deployment of ADSs in road traffic. In any case, because major ADS players like the United States, China, and Japan are not contracting parties to the Vienna Convention, what will be done under the treaty body may not readily generate direct policy relevance and normative influence at the national level (at least for the moment). A few additional private and hybrid organizations have also been engaging in ADS standard-setting, including the SAE International, the ISO, and the IEEE. Among such standard-setting bodies, the SAE International and the ISO are the most comprehensive, cited, and embraced references. Given the complex and dynamic nature of ADS technologies, the SAE International and the ISO, as informal, private/hybrid bodies with more institutional flexibility, have been able to incorporate their members’ expertise to work together in developing common standards – SAE/ISO standards on road vehicle and intelligent transportation systems. The SAE International further offers the ISO a Secretariat function and services for ISO’s TC204 Intelligent Transport System work. With its transnational scope, domain expertise, and industry support, the SAE International’s standards, especially the recent clarification and definition of the J3016 standard’s six levels of driving automation, serve as the “most-cited reference” for the ADS industry and governance. While there has been progress at the transnational level, these
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61 Ibid.
64 See Liu and Lin, note 36 above, at 427–428.
65 SAE International J3016_201806, note 12 above.
68 ISO/SAE NP PAS 22736, note 66 above.
regulatory initiatives have yet to touch upon contentious ethical issues that extend beyond the narrower understanding of road safety of ADS.\footnote{At this moment, it appears challenging to reach multilateral consensus on controversial issues of ADS ethics. As some regulatory initiatives will likely be designed to pursue diverse policy objectives reflecting local values and moral preferences, there may be growing competition among countries.}

III REGULATORY AUTONOMY UNDER THE WORLD TRADE ORGANIZATION: TECHNICAL STANDARDS, PUBLIC MORALS, AND TRADE SECRETS

As noted, the complex ethical questions, algorithmic designs, and cultural, demographic, and institutional factors may readily be translated into heterogeneous regulatory measures that could increase frictions in international trade and bring about highly contentious issues under the GATT, TBT Agreement, and TRIPS Agreement. These potential frictions beg the questions: How much room in terms of regulatory autonomy will WTO members enjoy in addressing relevant public and moral challenges by conditioning the import and sale of fully autonomous vehicles and dictating the design of ADS algorithms to reflect and respect their local values? What are the normative boundaries set by the relevant covered agreements? Bearing this in mind, this chapter uses the ethical dimensions of ADSs as an example to identify three levels of challenges, in terms of the substance, form, and manner of regulation, for WTO members in regulating this evolving technology.

As the MIT research demonstrated, while a general sense of global moral preference may be identified, there are salient diversities in terms of demographic variations, modern institutions, and cultural underpinnings.\footnote{Awad et al., note 27 above, at 62–63.} It is therefore likely that some regulators in East Asian countries may adopt technical standards that uphold collective public moral and communal values in their efforts to regulate ADSs. Such technical standards may in turn prevent vehicles whose ADS algorithms (which may be trained with data collected from Western societies or written by programmers who do not embrace similar preferences) do not reflect such local ethics and values from entering the market. For instance, if China requires that ADS algorithms built into fully autonomous vehicles must make decisions about unavoidable crashes based on pedestrians’ “social status” or even their “social credit scores,”\footnote{For an in-depth discussion of China’s social credit system and its impact on social and economic activities, see generally Y-J Chen et al., “Rule of Trust: The Power and Perils of China’s Social Credit Megaproject” (2018) 32(1) Columbia Journal of Asian Law 1.} and vehicles that do not run on compliant algorithms will not be allowed in the market, what are the legal and policy implications under the GATT and TBT Agreement? To achieve similar regulatory objectives, WTO members may require ADS manufacturers to disclose their algorithm designs (including source code and training data) to verify and ensure conformity to...
applicable technical standards. In this case, what boundaries are established in the TRIPS Agreement that may prohibit WTO members from forcing disclosure of trade secrets (or other forms of intellectual property)?

**A Public Moral Exception, Technical Regulations, and International Standards**

First, import bans on vehicles equipped with ADSs because they are designed and manufactured in a jurisdiction and a manner that reflect a different value set, even if they are reasonable, could violate the national treatment or most favored nation obligations under the GATT. Certainly it would be interesting to see whether vehicles equipped with ADS algorithms that are trained with different data reflecting different cultural and ethical preferences are “like products,” or whether ADSs with “pet-friendly,” “kids-friendly,” and “elderly-friendly” algorithms are like products. How would diverse consumer morals in a given market influence the determination of likeness? The determination of likeness is “about the nature and extent of a competitive relationship between and among the products at issue,” and underlying regulatory concerns “may play a role” only if “they are relevant to the examination of certain ‘likeness’ criteria and are reflected in the products’ competitive relationship.” Given the compliance costs and the distributional role of the global value chain, “even-handed regulation would be found to treat like products less favorably.” Furthermore, to discipline algorithm designs in terms of how source codes are written and what/how training data are fed, WTO members would need to regulate not only the end product, but also the process and production methods, which remain controversial issues in WTO jurisprudence. Nevertheless, even if a violation of Article I or III is found, such measures may well be justified under GATT Article XX(a), namely when they are “necessary to protect public morals” and “not applied in a manner which would constitute a means of arbitrary or unjustifiable discrimination between countries where the same conditions prevail, or a disguised restriction on international trade” – the so-called two-tier test. Most other free trade agreements also contain such a standard

---

75 Ibid. See also Appellate Body Report, *United States – Measures Affecting the Production and Sale of Clove Cigarettes*, WT/DS466/AB/R (24 April 2012) [US–Clove Cigarettes], para. 120.
77 See Trachtman, note 23 above, at 20.
78 Ibid.
exception, allowing parties to derogate from their obligations to protect public morals. Similar clauses can also be found in GATS Article XIV(a) and TBT Agreement Article 2.2. Further examinations include whether the measures are “designed to protect public morals,” and whether they are “necessary” based on a weighing and balancing process. Such a process has been the yardstick of the GATT Article XX necessity test, which is, as reaffirmed by the Appellate Body in China – Publications and Audiovisual Products, “a sequential process of weighing and balancing a series of factors,” including assessing the relative importance of the values or interests pursued by the measure at issue, considering other relevant factors, and comparing the measure at issue with possible alternatives in terms of reasonable availability and trade restrictiveness. Most importantly, the definition and scope of “public morals” can be highly contentious, and WTO adjudicators have embraced a deferential interpretation:

[T]he term “public morals” denotes standards of right and wrong conduct maintained by or on behalf of a community or nation . . . the content of these concepts for Members can vary in time and space, depending upon a range of factors, including prevailing social, cultural, ethical and religious values . . . Members, in applying this and other similar societal concepts, should be given some scope to define and apply for themselves the concepts of “public morals” . . . in their respective territories, according to their own systems and scales of values.

More recently, the Appellate Body in EC–Seal Products also emphasized that WTO members must be given some scope to define and apply the idea of “public morals” pursuant to their own systems and values. Given this deferential approach, WTO members appear to enjoy ample leeway in defining and applying public moral-based measures according to their own unique social systems and communal values.
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80 As noted, however, the discussion on service under the GATS is beyond the scope of this chapter.
81 Appellate Body Report, Colombia – Measures Relating to the Importation of Textiles, Apparel and Footwear, WT/DS460/AB/R (22 June 2016) [Colombia–Textiles], paras. 5.67–5.70.
83 Ibid., paras. 300–311, 326–327.
Further, because the TBT Agreement cumulatively applies in conjunction with the GATT, an ADS regulatory measure that is justified may still violate the TBT Agreement, which similarly contains nondiscrimination obligations but lacks public moral exceptions. According to Trachtman, “the scope of the TBT national treatment requirement has been interpreted somewhat narrowly compared to that of GATT, excluding from violation measures that ‘stem exclusively from a legitimate regulatory distinction,’ in order to avoid invalidating a broader scope of national technical regulations than the GATT.”\(^{86}\) Under Articles 2.1 and 2.2 of the TBT Agreement, ADS regulatory measures are required to be sufficiently “calibrated” to different conditions in different areas, and to not be “more trade-restrictive than necessary to fulfill a legitimate objective, taking account of the risks non-fulfillment would create.”\(^{87}\) That is, similarly to the jurisprudence in the GATT, a holistic weighing and balancing process taking into account the degree of contribution, levels of trade restrictiveness, and the risks of non-fulfillment of the stated objectives as well as a comparison with possible alternatives are mandated.\(^{88}\) As will be demonstrated next, the necessity of regulatory measures that focus on mandatory disclosure of source codes and training data (both the substance and form of the regulation) may be fiercely challenged; at the same time, locating a reasonably available alternative can be equally problematic.

Given the transnational regulatory initiatives, Article 2.4 of the TBT Agreement also plays a crucial role here. WTO members are required to use the standards developed by the SAE/ISO and UNECE (so long as they are “relevant international standards”) as the bases for domestic regulations unless such standards cannot effectively or appropriately fulfill the legitimate objective of protecting public morals in the ADS issue area.\(^{89}\) While this may impose certain (albeit weak) restrictions on the regulatory autonomy and flexibility of WTO members when designing and imposing their ADS algorithm rules and standards in the ethical dimension,\(^{90}\) the implausible (if not impossible) global consensus on ethical decision-making means that such international standards remain far out of reach. In the long run, there might be more and more initiatives of international standards in this regard, potentially resulting in concerns over the structure, process, and participation in a standard-setting body as well as political confrontations at the TBT Committee.\(^{91}\)

\(^{86}\) Trachtman, note 23 above, at 21 (citing Appellate Body Report, United States – Measures Affecting the Production and Sale of Clove Cigarettes, WT/DS16/AB/R (24 April 2012), paras. 96–102).

\(^{87}\) TBT Agreement, Arts. 2.1 and 2.2. See Appellate Body Report, United States – Measures Concerning the Importation, Marketing and Sale of Tuna and Tuna Products, Recourse to Article 21.5 of the DSU by Mexico, WT/DS381/AB/RW (3 December 2015), para. 284.

\(^{88}\) Appellate Body Report, United States – Measures Concerning the Importation, Marketing and Sale of Tuna and Tuna Products, WT/DS381/AB/R (13 June 2012) [US–Tuna], at 320, 322.

\(^{89}\) TBT Agreement, Art. 2.4.

\(^{90}\) See Trachtman, note 23 above, at 22.

\(^{91}\) See Liu and Lin, note 36 above, at 411, 429–430, 446–447.
B Automated Driving System Algorithms, Source Codes, and Training Data as “Undisclosed Information” under the TRIPS Agreement

Even if the substance of ADS regulatory measures does not violate existing obligations under the GATT and TBT Agreement, WTO members may require ADS manufacturers to disclose their algorithms designs, source code, and training data to verify compliance and achieve their regulatory objectives. If WTO members force ADS vehicle manufacturers or programmers to disclose their trade secrets – proprietary algorithm designs, source codes, and training data – can they survive the test of the TRIPS Agreement? To be sure, entities that own ADS algorithms can seek protection via various channels including patents, copyrights, and trade secrets. However, the commercial practice in the ADS field (and many other AI applications) has been to hold both source code and training data as trade secrets to maximize the protection of interests and to remain competitive in the market.

Article 39.1 of the TRIPS Agreement requires members, when “ensuring effective protection against unfair competition as provided in Article 10bis of the Paris Convention (1967),” to “protect undisclosed information in accordance with paragraph 2.” Article 39.2 further provides that information – when it is secret (not “generally known among or readily accessible to persons within the circles that normally deal with the kind of information in question”), has commercial value, and is controlled by the lawful custodian – shall be protected “from being disclosed to, acquired by, or used by others without their consent in a manner contrary to honest commercial practices.” This requires WTO members to provide minimum protections for undisclosed information, recognized in Article 1.2 as a category of intellectual property, in accordance with the conditions and criteria provided in Article 39.2.

Article 39 does not explicitly prohibit members from promulgating laws, consistent with other provisions of the TRIPS Agreement, to allow lawful disclosure or create exceptions where trade secrets may lawfully be forced to be disclosed. Yet what may constitute a lawful disclosure under the TRIPS Agreement can also be controversial. Can members promulgate any law that requires disclosure of trade secrets to serve certain regulatory objectives? Are all measures regulating ADSs and requiring disclosure of source code and training data for conformity assessment...
lawful and consistent with the TRIPS Agreement? There has been no case law related to Article 39, but the fact that the United States’ proposal to include “theft, bribery, [and] espionage” of secrets in “a manner contrary to honest commercial practices”\textsuperscript{98} was rejected in the negotiation process indicates that what may constitute a lawful disclosure can also prove contentious.\textsuperscript{99} A contextual reading of TRIPS Agreement Articles 7 and 8 suggests that “Members may . . . adopt measures necessary to . . . promote the public interest in sectors of vital importance to their socio-economic and technological development,”\textsuperscript{100} and “a balance of rights and obligations”\textsuperscript{101} is called for, but such measures cannot “unreasonably restrain trade.”\textsuperscript{102} The scope of disclosure, the regulated entities, the manner of disclosure, and enforcement and safeguard may therefore be crucial factors in determining consistency. In this sense, in China’s social credit scenario, a limited approach that requires essential source code and training data (from companies that program the algorithms making ethical decisions, instead of all of the actors along the global ADS supply chain) to be disclosed to an expert committee (or similar institutional designs)\textsuperscript{103} for review and certification, rather than a wholesale, systematic forced disclosure, may appear to be more TRIPS-consistent. Additional safeguards that prohibit government agencies from sharing disclosed proprietary information with others may also help to avoid inappropriate forced technology transfers, unfair competition, and unfair commercial use.\textsuperscript{104} Relatedly, some recent megaregional free trade agreements (mega-FTAs) have included provisions that explicitly prevent governments from demanding access to an enterprise’s proprietary software source code.\textsuperscript{105} Demands for stronger protection of source code and training data and limitations on governments’ regulatory room for maneuver are likely to grow in the age of AI.

\textsuperscript{98} Negotiating Group on Trade-Related Aspects of Intellectual Property Rights, including Trade in Counterfeit Goods (1990), Status of Work in the Negotiating Group: Chairman’s Report to the GNG, MTN.GNG/NGn/W/76, Part III, s. 7. 1 A.2.

\textsuperscript{99} Malbon et al., note 97 above, at 579.

\textsuperscript{100} TRIPS Agreement, Art. 8.1.

\textsuperscript{101} TRIPS Agreement, Art. 7.

\textsuperscript{102} TRIPS Agreement, Art. 8.2.


\textsuperscript{105} See, for example, Comprehensive and Progressive Agreement for Trans-Pacific Partnership (CPTPP), Art. 14.17.
C “Algorithmic Black Box” and the Limits of Regulatory Measures

An additional layer of regulatory challenge that may prevent the effectiveness (therefore necessity) of these measures stems from the technological nature of machine/deep learning algorithms – its opaque characteristic, or as criticized by a leading commentator, the “black box” problem. This problem refers to the complexity and secrecy of algorithm-based (especially deep learning-based) decision-making processes, which frustrates meaningful scrutiny and regulation. Without understanding and addressing the black box challenge, it may be unrealistic to rely on disclosure or source codes as a regulatory approach. The black box problem can further be disentangled into “legal black box” and “technical black box.”

The “legal black box” is opaque because of the proprietary status of complex statistical models or source codes, as they are legally protected by trade secret laws. Regulatory measures focusing on forced disclosure are one way to fix such black box problems by unpacking the algorithms therein to secure a certain level of compliance.

However, the “technical black box,” which arises in applications based on machine/deep learning algorithms, is much more problematic. A technically inherent lack of transparency persists as decisions and classifications emerge automatically in ways that no one – even the programmers themselves – can adequately explain in human-intelligible terms why and how certain decisions and classifications are reached. There exists “no well-defined method to easily interpret the relative strength of each input and to each output in the network” due to the highly nonlinear technological characteristic. Therefore, the measures that are limited to legally forced disclosure can hardly address this technical black box problem. Even if the regulator forces ADS manufacturers to disclose source codes and algorithm designs, the level of compliance may not be effectively ascertained and evaluated. Because of this technical black box problem, regulatory measures designed to disclose source codes and ensure compliance with ethical
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rules on ADSs (hence the rational nexus between regulatory means and objectives) may be significantly frustrated.

IV CONCLUSION

ADTs promise to transform modern transportation, conventional division of labor, social interactions, and provision of services. However, when vehicles equipped with different levels of ADSs enter the market, a range of regulatory issues should be addressed. In particular, the ethical puzzles pose formidable and multifaceted challenges to governments to act individually and collectively in delivering good ADS governance. As analyzed by this chapter, complex ethical questions, algorithmic designs, and cultural, demographic, and institutional factors may readily be translated into heterogeneous regulatory measures that could increase frictions in international trade and bring about highly contentious issues in the WTO. This chapter used ADS ethics as a vantage point to identify and unpack three levels of challenges WTO members may face in addressing public moral issues by conditioning the import and sale and dictating the design of ADS to reflect and respect their local values. These challenges may well translate into a regulatory dilemma for WTO members. Premised upon a review of regulatory initiatives at national and transnational levels, this chapter not only identified the normative boundaries set by the relevant WTO-covered agreements but also highlighted the inherent limitations of potential regulatory measures due to the technological nature of AI, which call for a reconceptualization of the forms and substances of regulations on such evolving technology.