
COVERINGS OF BIPARTITE GRAPHS 

A. L. DULMAGE AND N. S. MENDELSOHN 

1. Introduction and summary. For the purpose of analysing bipartite 
graphs (hereinafter called simply graphs) the concept of an exterior covering 
is introduced. In terms of this concept it is possible in a natural way to decom­
pose any graph into two parts, an inadmissible part and a core. It is also 
possible to decompose the core into irreducible parts and thus obtain a canoni­
cal reduction of the graph. The concept of irreducibility is very easily and 
naturally expressed in terms of exterior coverings. The role of the inadmissible 
edges of a graph is to obstruct certain natural coverings of the graph. 

Ore (7) has studied graphs using the notion of a set of maximal deficiency. 
For finite graphs a set of maximal deficiency in Ore's sense becomes the 
complement of a first member of a minimal exterior pair as defined by us. 
Because of this, a number of theorems obtained by us become equivalent to 
theorems of Ore when the graph is finite. For infinite graphs the situation is 
quite different since Ore's finiteness condition and ours can never be satisfied 
simultaneously. 

Amongst the theorems obtained are generalizations of results due to Kônig 
(5) which may be interpreted as theorems in distinct representatives of sets. 
In the sixth section inequalities are obtained connecting the dimension of a 
graph with certain simple parameters obtained from a matrix representation. 
These results are continuations of those obtained by the authors in (2). Results 
of this type are of importance from the computational aspect and are connected 
with the theory of games through the optimal assignment problem as shown 
in von Neumann (9) and Dulmage and Halperin (4). 

2. Notation. Throughout this paper the following notation is used: 5 and 
T represent two arbitrary sets, and S X T their Cartesian product consisting 
of pairs (s, t) with 5 Ç S, t Ç T. Any subset K of S X T is called a graph, and 
its elements (s, /) are called edges. A, Au Su A*, A* are subsets of S and 
B, Biy Tu B*, B* are subsets of T. A t \J Ajf AtC\ Aj and Ât represent union, 
intersection, and complement (with respect to S). The null set is denoted by 
4>. If a set A t contains a finite number n of elements, n is called the order of 
Ai and this is denoted by v(At) = n; otherwise, v(At) — °°. If both S and 
T have a finite or countable number of elements ordered as si, s2, Sz, . . . , 
and h, U, fa, ... , and K is any graph, a standard matrix representation for 
K is defined as follows: the entry az;- = 1 if (su tj) is an edge of K, otherwise 
dij — 0. It will also be convenient to represent K by a more general matrix 
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representation in which entries are non-negative real numbers having the 
property atj > 0 if (su t3) G K, otherwise atj = 0. 

3. The covering theorems. Let K be any graph. A pair of sets [A, B], 
is an exterior cover (or simply cover) for K if for each (s, t) Ç K, s Ç A or 
/ £ B (or both). Otherwise stated, [A, B] is an exterior cover for K if 

KQ(AXB)V(ÀXB)V(AXB) = (AXT)\J(SX B). 

Thus K H ( I X 5) = <f> if and only if [ 4 , 5 ] covers i£. The number v(A) 
+ y (5) is called the dimension of the covering and K is said to be of finite 
exterior dimension if there is a covering [ 4 , 5 ] such that v(A) + v(B) is 
finite; otherwise K is of infinite exterior dimension. A graph K consisting of 
an infinite number of edges may be of finite exterior dimension. 

The exterior dimension E(K) of K is defined as E(K) = min(v(A) + v(B)), 
the minimum being taken over all exterior pairs [A, B] which cover K. An 
exterior pair [ 4 , 5 ] for which the minimum E{K) is achieved is called a 
minimal exterior pair, abbreviated m.e.p. 

Another concept of importance is that of a disjoint graph K*. The graph 
K* is said to be disjoint if for every two distinct edges (si, ti), (s2, t2) of K*, 
Si 9^ s2 and t\ ^ /2. It is obvious that a disjoint graph K* of finite exterior 
dimension E(K*) contains exactly E(K*) edges, and conversely. 

THEOREM 1. If K is a graph of infinite exterior dimension, then K contains 
an infinite disjoint subgraph K*. 

Proof. It is sufficient to show that to any disjoint subgraph K* of exterior 
dimension n, there is at least one edge in K, which when added to K* yields a 
disjoint subgraph of exterior dimension n + 1. Let (si, £i), (s2, t2), . . . , 
(sn, tn) be the edges of K*. Let A — {si, s2} . . . , sn} and B = {h, t2, . . . , tn). 
Since K is not of finite exterior dimension [A, B] does not cover K. Hence, 
K contains an edge (sn+1, Wi) which is contained in Â X B. This edge when 
added to K* yields the required subgraph. 

THEOREM 2. If K is a graph of finite exterior dimension then K contains a 
disjoint subgraph K* such that E(K) = E(K*). 

Proof. The proof is by induction on E(K). If E(K) = 1, then K is non-null 
and any edge of K may be used as K*. 

To establish the theorem for any E(K), we distinguish two cases. 
In the first case, there exists an m.e.p. [A, B] such that neither A nor B 

is null. Let v(A) = u, v(B) = v so that u + v = E(K). Put Kx = 
K r\ (A X B). [A, <f)] is an exterior pair for Ki of dimension u. The pair 
[A, </>] is an m.e.p. for, if not, Ki may be covered by a pair 

[AK1, BKl], with v(AKl) + v(BKl) = p < u. 

But then 
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[AKl,B\JBKl] 

covers K, and its dimension is p + v < E(K) which contradicts the fact that 
[A, B] is an m.e.p. for K. By the induction hypothesis since u < E{K) there 
exists a disjoint graph i£*i consisting of wedges of K\ such E(K*i) = E(Ki) = 
u. Similarly, if K2 = K C\ (Â X B), there exists a disjoint graph K*2 consist­
ing of v edges of K2 such that £(i£*2) = E(K2) = v. PuttingX* =K*x U F 2 

it follows that K* is a disjoint subgraph of K such that E(K*) — E(K). 
In the second case, if [A, B] is an m.e.p. then A = <£ or B = 0. Suppose, 

for definiteness, that B = </>. Then I Ç i X T. Let (5, 2) be any edge of 
K and let L = K Pi ((4 - 5) X {T - /)). Since [4, <f>] is an m.e.p. for 
K,E(K) = v(A). Since [̂ 4 - s, 0] covers L, 

£(L) < ^ - 5) + v(4>) = E{K) - 1. 

If E(Z) = £(-K") — 1, then by the inductive assumption there exists a disjoint 
subgraph L* of L such that E(L*) = E(L) = E(K) - 1. Putting K* = 
L* VJ ( ,̂ t) it follows that i^* is a disjoint subgraph of K such that E(K*) = 
E(K). If £(L) < E ( X ) - 1, let [AL,BL] be an m.e.p. for L. The pair 
[ i L U ^ , 5 L U / ] is a covering for K of dimension < E(K). Thus X has an 
m.e.p. in which neither set is null, which contradicts the hypothesis of the 
second case. 

The concept of a disjoint graph has been given two interpretations in the 
literature in connection with the matrix representations of a graph. The authors 
have in (2) introduced the notion of a sub-permutation set of places in a 
matrix as a set of places which contains at most one place in any row or 
column of the matrix. It is clear that in any matrix representation of a disjoint 
graph the non-zero entries occupy a sub-permutation set of places. Ore (7) 
has defined the term rank p of a matrix A, to be the order of the greatest 
minor in A with a non-zero term in its determinant expansion. Theorem 2, 
then, states that E(K) is equal to the term rank of any matrix representation 
of K. 

An edge of a graph K is said to be inadmissible if it is not an edge of any 
disjoint subgraph K* such that E(K*) = E(K); otherwise the edge is ad­
missible. By the proof of Theorem 1 a graph K of infinite exterior dimension 
does not have inadmissible edges. It is clear that on removing any or all in­
admissible edges from a graph leaves a new graph with the same admissible 
subset of edges. If K is any graph, the subset Kc consisting of all admissible 
edges of K is called the core of K. 

THEOREM 3. An edge of K is inadmissible if and only if it is in the union of 
all the sets A X B such that [A, B] is an m.e.p. for K. 

Proof. Let [A, B] be an m.e.p. for K and let (si, ti) Ç K be an element of 
A X B. Let E(K) = q and let K' be any subgraph of K containing ($i, ti) and 
having exactly q edges. Explicitly let K' consist of the edges (si, fa), (s2, t2), . . . , 
(sQ, tQ). Let v(A) = u, v{B) = vy where u + v = q. Since [A} B] is an exterior 
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cover for K'y either st £ A or tt Ç B for i = 2, 3, . . . , q. Also Si Ç A and 
t\ G B. Thus there are at least q + 1 elements belonging to 1̂ or £ . Since 
the totality of elements belonging to A or B is q, either two of si, S2, • • . , sq 

or two of tu h, . . . , tq are equal. If, for definiteness, two of S\, ̂ 2, . . . , sg are 
equal and A' = {51, s2, . . . , sQ}, v(Af) < q — 1 and |yl', <£] covers i£'. Hence 
E(Kf) < q so that (51, /1) is inadmissible. 

Conversely, if (s, t) £ K does not belong to A X B for any m.e.p. [̂ 4, B] 
for i£, it will be shown that (s, t) lies in a disjoint subgraph K* for which 
£ ( £ * ) = E(K). Let L = X H ((5 - 5) X ( r - 0)- Clearly £(L) < £ ( £ ) . 
If £(L) = E(K) - 1, let L* be a disjoint subgraph of L such that £(L*) = 
E(L). Then i^* = L* U (5, )̂ is a disjoint subgraph of i£, such that E(K*) 
= E(K). If E(L) <E(K) - 2 , let [ i L , 5 L ] be an m.e.p. for L. Then 
[ALVJ s, BLKJ t] is an exterior cover for K of dimension < E(K). Hence 
[AL\Js, BL\Jt] is an m.e.p. for K, and (s, t) £ (ALVJ s) X (BLKJt). 
This gives the required contradiction. 

Complementary to the concept of an exterior pair for a graph K is that of 
an interior pair for which the following is a definition. A pair {A, B} where A 
and B are non-null subsets of S and T respectively is said to be an interior 
pair for a graph K if {A X B) C iv. From the definition it follows that if 
[A, B] is an exterior cover for K such that A 9^ S and B 9^ T then {Â, B\ 
is an interior pair for K (the complement of K in 5X2"). Conversely, if {A, B) 
is an interior pair for K, then [Â, 5] is an exterior cover for K. For any graph 
K an interior dimension I(K) is defined by I(K) = max (V(-<4) + v(B)) 
where the maximum is taken over all interior pairs {A,B\ for K. A pair 
{A,B} for which the maximum value I(K) is achieved is called a maximal 
interior pair. The number v{A) + v(B) is called the dimension of the pair 
{A, B} regardless of whether \Ay B} is a maximal interior pair. If a graph K 
has interior pairs {A,B} of arbitrarily large dimension we put I(K) = 00. 
Note that there is no necessary connection between the magnitudes of the 
dimensions I(K) and E(K). Either may be greater than, equal to, or less than 
the other and either may be infinite while the other remains finite. There is a 
duality theorem connecting the exterior dimension of a graph with the interior 
dimension of its complement (provided both are finite) which is now given. 

THEOREM 4. Let v(S) = p, v(T) = q, p < q. If K is a graph for which 
E(K) < p, then E{K) + I(K) = p + q. If E(K) = p, then E(K) + I(K) 
< p + q, the equality sign holding if and only if K has an m.e.p. [A, B] for 
which A 7^ S and B 9^ T. 

Proof. Suppose E(K) < p and let [A, B] be an m.e.p. for K. Then A 9^ S 
and B 9^ T so that {Â, B) is an interior pair for K. Hence I(K) > v(Â) + 
v(S) = p - v(A) + q - v(B) = p + q- E(K). Hence I(K) + E(K) >p + 
q. Now let {Au Bi] be a maximal interior pair for K. Then I(K) = v(Ai) + 
v(Bi). Furthermore [Ai, Si] is an exterior cover for K so that 

E(K) < „(Âi) + viBO = p - v{Ax) +q- v{B,) = p + q - I(K). 
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Hence E(K) + I(K) < p + q. This together with the previous inequality 
yields E(K) + I(K) = p + q. 

If now E{K) = p and there is an m.e.p. [A, B] such that A 9* S, B j* T 
then the above proof is valid and E{K) 9e I(K) = p + q. On the other 
hand, if [A, B] is an m.e.p. for K implies A = S or B = T, thein either K 
has no interior pair in which case E(K) = I(K) = p < p + q or for any interior 
pair {Ai, Bi] for K, [Âh Bi] is an exterior cover for K with Ai 9e S and 
Bi 9e T. Hence, [Ai, i§i] is not an m.e.p. for K, which implies 

E(K) < v(A1) + v(B1) =p- v(A1) + q - K-Bi) =P + q~ I(K). 

Hence E{K) + I(K) < p + q. 
Theorem 4 has the following interpretation for matrices. Let M be a p 

by q matrix of term rank p. If p < p < q then M contains a u by z; block of 
zeros and p + z/ + z> = £ + £. If p = p < g, then for any block of zeros of 
size u by z; in M, p + w + z><£ + g. In §4 we shall return to the matrix 
interpretation of the graphical theorems. 

4. The canonical decomposition of graphs. A graph K is said to be 
irreducible if for every m.e.p. [A, B] for K, either A = <f> or B = </>; otherwise 
K is reducible. It is clear that an irreducible graph has no inadmissible edges. 
In this section the decompositions of reducible graphs of finite exterior dimen­
sion is considered. 

THEOREM 5. If [A, Bi] and [A2j B2] are m.e.p.1 s for a graph K of finite ex­
terior dimension then [Ai P A2l B\ \J B2] and [^4iU^42, Bx P B2] are both 
m.e.p.'s for K. 

Proof. Let (s, t) be any edge of K. Then 5 £ Ai or t £ B\ and s Ç A2 

or t G B2. If 5 ê {Ai U i42) then s G .4i and 5 Ç v42 so that * Ç J3i and 
t (z B2. Hence [Ai\J A2j Bi C\ B2] is an exterior cover for K. Similarly, 
[Ai P A2j Bi yj B2] is an exterior cover for K. Now 

E(K) = v(Ai) + v{Bi) = v{A2) + v(B2). 

Since [A1r\A2,B1U B2] covers X, 

E(K) < K-4i H 4 , ) + P(B1 U J32) 
= v(A1 P A2) + v(Bx) + v(B2) - v{Bl P B2). 

Since [Ax U A2, Bx P B2] covers K, it follows that 

E{K) <v(A1UA2) + v(B1nB2) = K î) + K 2̂) -Ki in^ 2 ) + K^n52). 
Both equalities must hold for, if not, we have 

2E(K) < v(A1) + v{B,) + v(A2) + v(B2) = 2E(K), 

a contradiction. Thus [Ai C\ A2} BiKJ B2] and [Ai U A2} Bi P 52] are m.e.p. 's 
for X. 
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THEOREM 6. If [Ah Bi] and [A2jB2] are m.e.p.'s for K and if Ax C A2 

then B2 C Bi. 

Proof. Suppose Ai C A2 and b2 £ B2 but b2 Ç Bx. There must exist an 
edge (a2, b2) of K such that a2 £ A2\ for if there is no such element then 
[A2, B2 — b2] is an exterior cover of smaller dimension than that of [A2, B2]. 
Since a2 Ç A2 and Ai C A2, then a2 G Ai. Since &2 G -Si the pair [A\, Bi] 
does not cover the edge (a2, b2), a contradiction. 

COROLLARY. / / [Au Bi] and [A2, B2] are m.e.p.'s for K and if Axis a proper 
subset of A2 or if Ai = 4>, then B2 is a proper subset of Bi or B2 = <f>. Also if 
[A, Bi] and [A, B2] are m.e.p.'s for K, then Bi = B2. 

THEOREM 7. For any graph K of finite exterior dimension there exist uniquely 
determined m.e.p.'s [A*, B*] and [A*, B*\ such that if [A, B] is any other m.e.p., 
then 

(i) A* is a proper subset of A or A* = <£, 
(ii) A is a proper subset of A*, 

(iii) B* is a proper subset of B or B* — <£, 
(iv) B is a proper subset of B*. 

Proof. If K has an m.e.p. [A*, B*] where A* = 0, then (i) and (iv) hold 
for any m.e.p. [A, B] and (yl*, B*] is the unique m.e.p. for K with this property. 
If there is no m.e.p. for K whose first member is null, let [A*, B*] be an 
m.e.p. for K for which A* contains the smallest number of elements of all 
first members of m.e.p.'s for K. A* is uniquely determined, since if A0 is the 
first member of an m.e.p. for K which contains the same number of elements 
as does A*, then by Theorem 5, A0 C\ A* is the first member of an m.e.p. for 
K. Hence if A0 9^ A*, the set AQ O A* would have fewer members than A*, 
a contradiction. Since A* is uniquely determined, the corollary to Theorem 6 
shows that B* is also uniquely determined. Let [A, B] be any other m.e.p. 
for K. [A*C\A,B*\JB] is an m.e.p. so that A* C\ A = A*. This implies 
B* VJ B = B*. Hence A* C A and B C B*. Both these inequalities are 
proper, otherwise A* = A and B* = B which contradicts the assumption 
that [A,B] is different from [A*, B*]. Similarly, there is an m.e.p. [A*, B*] 
for which (ii) and (iii) hold. 

From the above proof it is seen that the sets A*, A*, B*, B* are definable 
as follows: A* = [\A, A* = l)A,B* = f| B, J5* = [} B where A ranges 
over all first members and B ranges over all second members of m.e.p.'s for 
K. The pairs [Am, B*] and [A*, B*] will be referred to as the extreme m.e.p.'s 
îor K. 

Let [A*, B*] and [̂ 4*, B*\ be the extreme m.e.p.'s for a reducible graph K 
of finite exterior dimension E(K). If A* = A* the Cartesian product S X T 
is divided into three parts Rx = (A* X B*) \J ( I * X B*), R2 = A* X B*t 

and Rz = 1 * X 5*. On the other hand, if v(A*) - V(AJ) > 0, there is at 
least one non-null set A such that A C\ A* = 4>, A U ^4* is the first member 
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of an m.e.p. for K and such that v(A) is minimal. Let u\ = v{A) and let Si 
be a particular set (possibly unique) amongst all such A. Put A\ = A*. \J Si. 
Let Bi be the uniquely determined second member such that [Ai, B\] is an 
m.e.p. for K and let Tx = B* - Bx. Now 

v(Ti) = vifi*) - v{Bi) = {£(£) - F U * ) ) - {E(2Q - K^i)} 
= v(AÙ - v(A*) = *>(Si) = wi. 

Further, S* and Tt are constructed inductively as follows. Provided 
v(A*) — v{A* U 5i U 52, . . . , U Si-i) > 0 there exists at least one non-
null set A such that v(A) is minimal, A H (.4* \J Si . . . VJ S*_i) = 0 and 
^4* U 5i W S2 . . . W Si-i ^J A is the first member of an m.e.p. for K. Let 
St be any particular set which satisfies these requirements on A and put 
v(Si) = ut. Put At = 4 * U 5 i U 5 2 . . . U ^ _ i U S* and let B, be the unique­
ly determined set such that [Au Bt] is an m.e.p. for K. Let Tt — Bt-i — Bt. 
As before, v(Tt) = v(Si) = ut. 

The process stops when A* U Si U S2 . . . W S& = ^4*. Thus 5 = ^4* W 5 
U S 2 . . . W 5A; VJ Â*. This decomposition of 5 into k + 2 disjoint subsets 
is the canonical decomposition with respect to the reducible graph K of finite 
exterior dimension. T = B\J TiVJ T2 . . .\J Tk\J B* is the canonical de­
composition of T. We have: 

St 0 - 4 * = * fori = 1,2, . . . ,k\ 

Si H Sj — <j) for a// i, j , i 9^ j ; 
TiC\B* = <j> fori = 1,2, . . . ,fe; 

7\ C\Tj = $ for all i, j , i ^ j ; 

?(s<) = ?(r<) = ut\ 

E(K) = K Û) + v(P*) + E «,; 
i=i 

[A. u Bi] is an m.e.p. for K, i = 1,2, . . . k, 

where At = i * U 5 i U 5 2 , , . U S i 

and Bi = r < + i U Ti+2 . . . U ^ U A . 

Let 

2îi = 04* X 5*) U (Si X TO U (S2 X T2) . . . U (Sï\X*Tk) U ( i * X £*); 
i?2 = (4* X B*) U (4* X 5*) U (S, X T,); 

Rz = ( I * X 5*) U ( I * X 5*) U (St X r , ) : 
z>./ 

JRi, R2, Rz are disjoint and RiU R2KJ Rz = S X T. 
In the following figure, this decomposition is shown in the case where it is 

assumed that the elements of 5 are ordered so that the points of A* come first, 
followed by those of Si, S2, S3, . . . , Sk and finally Â*, while those of T are 
ordered B*y Tk, Tk_i, . . . Ti, B*. In this representation R2 appears in the 
upper left corner of the diagram, Rs in the lower right corner, and Ri separates 
R2 from R3. 
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This decomposition of the Cartesian product S X T into Ru R2l and Rz 
is the canonical decomposition of S X T with respect to the reducible graph 
K of finite exterior dimension. 

THEOREM 8. If Ri, R2 and R% form the canonical decomposition of S X T 
with respect to a reducible graph K of finite exterior dimension, then (i) every 
element of K P\ R2 is admissible and (ii) K C\ Rz — </>. 

Proof: Part (i) is implied by Theorem 3 for the following reasons. First, 
[̂ 4*, B*] and [A*, B*\ are m.e.p.'s for K. Secondly, [Su Tj] is an exterior cover 
for St X Tj and hence, if i <j, [AuBt] is an m.e.p. for K such that 
(SiXTjnKCiAiXBt). 

To prove part (ii) we note that clearly no element of K is in (Â* X B*) 
or in (Â* X 5*). Moreover [^U-i, 5 M ] , which is an m.e.p. for K does not 
cover any edge of Si X Tj when i > j . 

COROLLARY. (1) Corresponding to any edge (sy t) of R2y there exists at least 
one m.e.p. [A, B]for K such that (s, t) is in A X B. 

(2) Corresponding to any edge (s, t) of RZl there exists at least one m.e.p. 
[A, B] for K such that (s, t) is in Â X B. 

(3) In both (1) and (2) the m.e.p. may be chosen from among the k + 1 
m.e.p:s [A*,B*], [A1,B1]1 [A* B2], . . . , [4*_i, B*-i], [A*,B*]forK. 

K intersects R\ in k + 2 disjoint irreducible subgraphs as indicated in the 
following theorem. 
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THEOREM 9. If [A*, £*] and [̂ 4*, B*] are the extreme m.e.p.'s for a reducible 
graph K of finite exterior dimension, and if S = A*\J Si U S2. . . W SkU Â* 
and T = J5* U T\KJ T2. . . W Tk\J B* are the canonical decompositions of 
S and T, then (1) the subgraphs K C\ (A* X B*) and K Pi (A* X J3*) are 
irreducible and their only m.e.p.'s are (̂ 4*, </>) and (0, 5*) respectively, and 
(2) /^e subgraphs K C\ (Si X 7"*) are irreducible for i — 1, 2, 3, . . . , &. 

Pnw/. If there exists an m.e.p. [A', Bf] for I H ( i * X B*) such that ,4' 
is a proper subset of ^4*, we have v(A') + v(B') < v(A*). Since K r\ Rz 

is null, | / 1 ' , -6' U £*] is an exterior pair for K and since its dimension is 

v(A') + v{B') + „(B*) < K^U) + *(B*) = E(K) 

it is a minimal pair. Since A' is a proper subset of ^4*, this contradicts the 
fact that [A*, B*] is an extreme m.e.p. for K. Thus i£ H (̂ 4* X 5*) is irre­
ducible and its only m.e.p. is [A*, #]. Similarly K r\ (Â* X B*) is irreducible 
and its only m.e.p. is (</>, B*). 

If there exists an m.e.p. [A', B'] for K C\ (Si X Pi) such that neither A' 
nor 5 ' is null, then v(A') + v{B') < v(St) = K? \ ) . Since U*_i, Bt] is an 
exterior cover for K C\ R2, and since K C\ Rz is null, the pair [A,B] = 
[A i^i {J A', B i {J Bf] is an exterior cover for K. This cover is minimal, since 
its dimension is 

v(A^) + v(Af) + v(B') + v{Bt) < „(^<-i) + v(St) + v(Bt) = E(K). 

Since *(4*-i) < K^) = K^*-i) + "(SO < K^<-0 + v(St) = v(At), this 
contradicts the minimality assumption in the definition of St. Thus 
K r\(StX Tt) is irreducible for i = 1 , 2 , . . . , * . 

THEOREM 10. If K is a reducible graph of finite exterior dimension with a 
corresponding canonical decomposition of S and T, and if a denotes the collec­
tion of k + 1 m.e.p.'s U*, B*], [Alf Si] , [Ai9 B2], [Az, Bz], . . . , [Ak_h B^], 
|yl*, B*\ for K, and if fi denotes the collection of all m.e.p.'s [A, B] for K, and if 
y denotes the collection of 2k pairs [A, B] defined by 

A = ( U s J LM*, £ = ( U r j u s * 
in which A and II are complementary subsets of 1, 2, 3, . . . , k, then 

(i) OL C £ C 7, 
(ii) /&e admissible subset of K is Kc = K C\ Ri, 

(iii) ^ e inadmissible subset of K is K T = K C\ R2, and 
(iv) aw exterior pair [A, B] is an m.e.p. for Kc if and only if [A, B] Ç 7. 

Proof. Let Kx = K C\ Rlt We show, first, that [A,B] is an m.e.p. for 
Ki if and only if [A, B] belongs to 7. By Theorem 8, no element of K — Ki 
is admissible and hence by Theorem 2, E(Ki) = E(K). If [A, B] belongs to 
7 it covers Ki, and 
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v{A) + v{B) = v(A*) + KB») + É ut = E(K) = E(K{) 
1=1 

so that any [A, B] G y is an m.e.p. for K\. 
If [A, B] is any m.e.p. for Kx then, to show that it belongs to y it is sufficient 

to show that i * Ç i Ç i * J * Ç 5 Ç 5*, and that, for i = 1, 2, . . . , k, 
either ^ Pi 5 , = St and 5 H Tt = 0 or ^ Pi 5 , = 0 and B C~\Tt= Tt. 
Since [4, S] and [4*, 5*] are m.e.p.'s for Ku by Theorem b,[A\J A*,B C\ £*] 
is an m.e.p. for Ki and its dimension is 

v(A) + ?(4*) ~ v(A P 4*) + ?(# P 5*) = £(i^i) = E(K) = v(A) + v{B). 

Thus v{A* r\A) + v(B) - v{B P B*) = ?(4*) or v(A* n A) + v{B P É*) 
= v'(^4*). Thus, by Theorem 9, the exterior covering [A* P A, B P 5*] for 
E: P (^* X 5*) is minimal and A* P 4 = A* and J8 P 5* = 0. Thus 
4 * C 4 and 5 C B*. Similarly, since [4 P A*, B U B*] is an m.e.p. for Klt 

AQA* and B*QB. Since [ 4 , 5 ] and [A*\JSt,B* - T-] are m.e.p.'s for Ku 

[A U (4* U 5,), 5 P (5* - 7\)] = [ i W 5 ^ - 5 H r j 

is an m.e.p. for Ki by Theorem 5. Its dimension is 

v(A) + v(Si) - v(A nSt) + v(B) - v(B r\Tt) =E(K{) = E(K) =v(A) + v(B). 

Hence v(A P St) + *>(U P 7\) = v(Si). Thus, by Theorem 9, the exterior 
covering [A P Si} B P J"J of K P (S* X Tt) is minimal and either A P 5* 
= </> and 5 P T, = Tt or 4 P 5 , = 5 , and B P Tt = 0. 

Since every m.e.p. for i£ is an m.e.p. for K\, 0 C 7 and hence a Ç ^ Ç 7. 
Since 0 C 7, if [4, B] G 0 and if (5, *) is any edge oî A X B then either 

5 f i * and I G 5 * or 5 ^ i j and J G 5 , with i ^ j , or 5 G 4 * and J G 5*. 
Thus (5, £) is not in Ri. By Theorems 3 and 8 the inadmissible subset K T of 
K is K r\ R2. Hence the admissible subset is Kc = K P i£i. Since i£c = Ku 

(iv) follows. 
This completes the proof of Theorem 10. 

5. Some further properties of the canonical decomposition. Any graph 
K of finite exterior dimension decomposes the Cartesian product S X T into 
three regions Ri} R2f R*. In this section the stability of this decomposition 
under alterations of the graph K is discussed as is also the role played by the 
inadmissible edges in obstructing some of the m.e.p.'s for K. 

Property 1. If the graph K is altered by the addition or removal of edges 
from R2, the resulting graph has the same core as does K and the regions Ru 

R2} R^ are unaltered. The proof is obvious. 

Property 2. If edges in Ri are added to K, the resulting graph produces the 
same decomposition of S X T as does K and hence each added element is 
admissible. The proof again is immediate. 
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Property 3. Edges may be removed from K C\ Ri without changing the 
decomposition of 5 X T provided the following condition holds. If K0 is the 
resulting graph, then for each i the subgraph K0 P\ (St X Tt) has exterior 
dimension ut while (St X Tt) — K0 H\ (Si X Tt) has interior dimension less 
than Ui in the space (Si X Tt). A similar statement must hold for the * 'tails" 
(A* X B*) and Â* X B*. Again the proof is omitted. 

If the condition given in property 3 is violated the following may occur. If 
the exterior dimension of each of the blocks K0 r\ (A* X 5*), K0 Pi (St X Ti), 
K0 r\ (Â* X B*) is the same as that of the corresponding block with 
Ko replaced by K, then in the decomposition oî S X T with respect to K0, 
some of the blocks A* X B*, St X Tu À* X B* may break down into smaller 
irreducible sub-blocks, the remaining parts of the blocks going into R2 and 
Rz. If the exterior dimension of any of the blocks K0 A (A* X B*), 
Ko r\ (Si X Ti), Ko H (A* X J3*) is less than that of the corresponding blocks 
with Ko replaced by K, the whole nature of the decomposition may be des­
troyed. Certain edges originally in R2 may become admissible and some edges 
originally in Ri may become inadmissible. 

If K is altered by adding edges from the region Rz, the new graph may 
produce an entirely different decomposition of 5 X T. As an example of the 
effect of adding a single edge of R% to K, consider the following: Let S = 
{ai, a2, . . . , ak), T = {bi, b2, . . . , bk], K = the set of all (aiy bj) with j > i. 
Here A* = B* = <£, and the admissible edges are (aif bt) (i = 1, 2, . . . , &). 
The irreducible block St X Tt consists of the single edge (au bi). R2 consists 
of all edges (ait bj) with j > i and R$ all edges (aiy bj) with j < i. If the edge 
(ak, bi) is added to K, the resulting block is irreducible and hence all points 
become admissible. If instead of (ak, bi) another edge (au bj) with j < i is 
added to K then in the new graph some but not all of the edges which were 
inadmissible in K become admissible in the augmented graph. 

The role of the inadmissible elements of K as obstructions to m.e.p.'s is now 
considered. The core Kc of K has the 2k m.e.p.'s [A, B], 

A = ( [} Si)uA*,B = ( I) T-)u B*, 

where A and II are complementary subsets of 1, 2, . . . , k. Because of the 
occurrence of inadmissible elements in K, some of the 2* m.e.p.'s of Kc may 
not be m.e.p.'s for K. The following theorem shows that in the extreme case 
the number of m.e.p.'s may be reduced from 2k to k + 1. 

THEOREM 11. An m.e.p. [A, B], 

4 = ( U s j u ^ * B = ( U rJuB*, 
A and U as above, for the core of K is an m.e.p. for K, if and only if U (Sj X Tk), 
taken over all pairs j , k, in which j < k, 7 Ç II, k Ç A, contains no edge of K. 
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Proof. Let (s, /) be an edge of K. It is immediate that (s, t) is in some 
{Sj X Tk), j yj k, j e n , k e A if and only if s Ç A and t 6 5 . 

COROLLARY. / / ez/ery se/ 5^ X Tk in which j < k contains at least one edge 
of K then K has exactly the k + 1 m.e.p.1 s of the collection a> namely [̂ 4*, J5*], 
Wi,BJ [ V i , U [A*,B*]. 

6. Other decompositions of 5 X T. We have already considered the 
decompositions Rh i?2, i?3 of 5 X J". Although i?i is intrinsic, depending only 
on 5, r , and i£, there are cases in which the sets A u Bt are not uniquely deter­
mined and, in such cases, R2 and Rz are not uniquely defined. 

We now present two completely intrinsic decompositions of S X T. 
We use ($ to denote the collection of m.e.p.'s for K. By 

0 or U 
fi P 

we mean the intersection or union taken over the collection /3. 
We define 

Vl==Wl==(] ( ( i XB)U (AX B)), 
- ft 

V2 = l\ ((A XB)U (ÂXB)U (AX B)) - Vh 

F 3 = U (A XÊ), 

W2 = U (A XB)} 
P 

Wz = n ((A X B) U (A X B) U (A X B)) - Wu 

(Note that W\ may be obtained from Vu Wz from V2} and W2 from Vz, by 
replacing all ^4's and B's by their complements.) Since, for every [A,B], 
(A X B)U (A X B)U (A X B) and A X B are complementary subsets 
of S X T, Vu V2l and Vz are disjoint and have S X T as their union. Wu W2y 

and Wz have the same property. 

THEOREM 12. If Kc and K r are the admissible and inadmissible subsets of a 
reducible graph K of finite exterior dimension then 

(1) Kc C R1 = Vi = Wu 
(2) KT ç F 2 ç f t ç W2, 
(3) TT8 C 2?8 C Vz. 

Proof (1) We need only prove Ri = Vu If (s, t) is an edge of Ri, if [̂ 4, B] 
is any m.e.p., then, by Theorem 10 (since ^ Ç 7) 5 Ç i or K 5 but not 
both. Thus (s,t) e ((A X B) \J (A X B)) for every m.e.p. [A,B]. Hence 
Ri Q Vu 

By Corollary (1) to Theorem 8, if (s, t) is in R2} then (s> t) is in A X B for 
some m.e.p. and by Theorem 8, Corollary (2), if (s, t) is in Rz, then (s, t) is 
in A X B for some m.e.p. Thus R2 C\ Vi = Rz P\ Vi = <£, and hence Fi C Rlm 
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(2) V2 consists of all the edges of 5 X T which are in every cover of K 
but not in V\ (that is, not in Ri). Thus Kr C V2. By Corollary (2) to Theorem 
8, any edge of R3 is in F3 so that V2 C R2. By Corollary (1) to Theorem 8, 
R2 C W2. (3) follows from (1) and (2). 

The following examples illustrate these decompositions. If 5 = {au a2, 
. . . , ak], T — {bij b2, . . . , bjc} and if K is the set of all (aiy bj) with j > z, 
then Kc = 2?! = 7i = Wi, i£7 = i?2 = F2 = P72 and Rz = V* = W*. 

On the other hand, if S = {ai, a2, . . . , a*}, 7" = {£1, £2, . . . , bk) and K 
is the set of all (ait bt) then Kc = K = i?i = Vi = Wi and Ki = 0 = F2 = WV 

i?2 depends on the manner in which the construction of A1, 4̂ 2, . . . is effected, 
but, in any case, it consists of \k(Jk — 1) edges. For example, if (at, bt) is 
Si X I \ , then R2 consists of all (au bj) with i < j . 

W2 consists of all (au bj) with i 7e j . 

7. Application to matrices and computation. In this section some 
properties of the matrix representation of a graph are studied. Throughout 
this section the following notation is used. C is a p by q matrix with non-
negative entries of term rank p. It is assumed that p < q. S represents the 
sum of all the entries in C, M the maximum sum of the entries in any row 
or column of C, m the minimum sum of the entries in any row or column of 
C. Also to be used is the null dimension n of the matrix C, defined as the 
maximum value of u + v where C contains a w b y y block of zeros. Theorem 4 
states that p + n = p + q unless p = p in which case n < q. A problem of 
some interest is to estimate p for a given matrix C. For a large-sized matrix 
this is a problem of considerable difficulty. A systematic computing machine 
programme for the exact determination of p would involve a search through 
q\{q — p)\ terms which appear in the p by p minors of C. In what follows 
estimates of p in terms of p, q, S, M, m are obtained. Furthermore, trans­
formations in the matrix are introduced which lead to improved estimates of 
p. The results obtained can be applied to the problem of distinct representations 
of sets (6) and to variants of the optimal assignment problem in the theory 
of games. It is not to be expected that exact values of p can be obtained using 
the above-mentioned parameters only. In fact, in a recent paper, Ryser (8) 
has shown that for standard matrices (those in which the non-zero entries 
are 1) and using the transformation of replacing 

(JO - ( ï i ) 
that p may be varied between two values pi and p2 while each of the para­
meters 5, M, m are held constant. 

The following result has been found recently by the authors in (2): If 
p — r < S/M < p — r + 1, then p ^ p — r + 1. It will soon be shown 
how to modify the matrix C in such a way that p is held constant but that 
S/M is increased. This could lead to a better lower bound for p. 

https://doi.org/10.4153/CJM-1958-052-0 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1958-052-0


530 A. L. DULMAGE AND N. S. MENDELSOHN 

THEOREM 13. For any matrix C with non-negative entries, p > p + q — S/m, 
unless p = p. 

Proof. If p T^ p, p + n = p + q. Suppose C has a u by v block of zeros 
with u + v = n. By adding the entries in the u rows and v columns of C 
which contain this block of zeros, it follows that um + vm < S. Hence 
nm < S, or (p + q — p)m < S. Hence p > p + q — S/m. 

COROLLARY. / / q > S/m, then p = p. 

THEOREM 14. For any standard matrix C, 

. S — m + m(q 
^ _ 

q — m 

unless p = p. 
Proof. Suppose p 9e p, and C has a u by v block of zeros with u + v = n. 

u <z p — m, v K q — m. The smallest possible value for the number of zeros 
in such a block occurs when \v — u\ is a maximum and this occurs when 
v = q — m and u — n — q-\-m — p-\-m— p. The maximum number of 
Ts in C occurs when all places except the u by v block of O's are occupied with 
l 's. 

Hence qp — (q — m){p + m — p) > S, which proves the required inequality. 

THEOREM 15. For any standard matrix C, p ^ 2m — m2/q unless p = p. 

Proof. From the inequalities obtained in Theorems 13 and 14, 

QP - (q - ™)(P + rn - p) > 5 > (p + q - p)m. 

The inequality of the extreme terms reduces to that of the theorem. 
Remark. The inequality for p given by Theorem 15 is not necessarily weaker 

than those given in Theorems 13 and 14. Also, in general the inequalities 
connecting p with p, q, S, m give a better lower bound for p than the inequalities 
connecting with p, S, M (when p = q) quoted previously. 

The estimate p > p + q — S/m will be improved if the matrix C can be 
replaced by another having the same p but a smaller S/m. In what follows 
we may always assume that m 9e 0 since this occurs only if some rows or 
columns of C have only zero entries. On deleting these rows and columns the 
new matrix has a value of w ^ 0. 

A matrix C* is said to be graph equivalent to C if it is obtained from C by 
a finite sequence of the following types of operation: 

(1) Interchange of two rows. 
(2) Interchange of two columns. 
(3) Replacement of a non-zero entry by any positive number. 
For the next two theorems a systematic method will be given for replacing 

C by a graph equivalent matrix C* for which S/M is increased and S/m is 
decreased. The method is easily adaptable for machine computation. 

-p) 
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Let C be any p by q matrix with non-negative entries. Let M be the maximum 
value of any row or column sum in C and M* the next largest row or column 
sum in C. Let C* be the matrix obtained from C as follows: If the entry ctj 

of C does not occur in a row or column at which the maximum sum M is at­
tained, put c*ij = Cij. If Cij appears in a row or column at which the maximum 
sum M is attained, put 

* M* 
Cij~ M 

• Cij. 

THEOREM 16. If S* is the sum of all entries in C* then 

_5*_ S_ 
M* > M ' 

Proof, Rearranging rows and columns in C will not change the values of 
the parameters 5, M, S*, M*. Suppose the first u rows and first v columns of 
C have the sum M, all other rows and columns having sums < M. Partition 
C into four blocks as follows: 

Let A be the matrix dj, i < u, j < v, 
B be the matrix ctj, i < u, j > v, 
D be the matrix cijf i > u, j < v, 
E be the matrix cijt i > u} j > v. 

Let a, by d, e be the sums of the entries in A, B, D, E respectively; let A*, B*, 
D*, E* be the corresponding submatrices of C* and let a*, b*, d*, e* be the 
corresponding entry sums. Then M* is the maximum row or column of C* 
and 

M* M* M* 
a* = £L_ /7 A* = — h d* = --- d p* = e 
Li — -, -- Li. U — -. r U. Li — -, -- Li. O — C/. 

M M ' M ' Also 

Hence 

M* M* M* 
5* = a* + 6* + d* + e* = ~a + jlb + ~^d + * 

S* a + b + d e S — e . e 
M* M ' + M* M + M* 

or 

M* M \M* M) 
> 0 . 

COROLLARY. If the M* does not exist, then p = q and the matrix C is 
doubly stochastic so that (see (2)) p = p. If ,S*/Jkf* = 5/Af then e = 0. 
But then C contains a block of zeros of size /> — u by g — v so that, from 
Theorem 4, p < « + v. This supplies an upper bound for p. 

From the computational point of view this corollary is not as trivial as might 
first appear. For a large matrix the problem of locating a u by v block of 
zeros might require a search of prohibitive length. 
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By iteration of the process with S*/ikf* = Si/Mi a sequence of values 

S ^ Si Si 
M ^ Mi 52 * * -

is obtained. Either for some i, 

M\ " M,_i ' 

in which case the corollary to Theorem 14, together with the results in (2) 
quoted previously, give upper and lower bounds for p, or else the sequence 

S Si Si Sz 
M Mi M2 M* 

is an infinite properly increasing sequence. This sequence is bounded above 
since for all iy 

wt
<p-

In this case the terms approach a limit, and the result quoted previously 
together with an approximation to this limit gives a lower bound for p. 

Let C be any p by q matrix with non-negative entries. Let w ^ O b e the 
minimum value of any row or column sum in C. Let C* be the matrix obtained 
from C as follows: If the entry dj of C does not occur in a row or column a t 
which the minimum sum m is attained, put c*tj = dj. If ci} appears in a row 
or column at which the minimum sum m is attained put 

* m* 
Cij = Cij. 

m 

THEOREM 17. The sum 5* of the entries in C* satisfies 

wr m 

Proof. The proof is identical with that given for Theorem 16. 

The corollaries to Theorem 16 and the remarks concerning the iteration 
of the transformation have immediate analogues in Theorem 17. 

8. Concluding remarks. In the previous sections have we avoided the 
language of lattice theory in describing our results. In this language some of 
the results take on an interesting form and it is possible that the lattice formu­
lation might lead to further ramification of the theory. We also note in what 
follows that our notion of an interior pair can be used to reformulate the 
map colouring problem. 

The m.e.p.'s of a graph K may be partially ordered in a natural manner 
as follows: [A, B] C [C, D] if and only if A C C and B 2 D by set inclusion. 
In this ordering the lattice-theoretic join and meet are given by 
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[A, B] U [C, D]= (AUCBKD] 
and 

[A, B] H [C, D] = [AniC,BU D], 

respectively. By Theorem 5, if [A, B] and [C, 2)] are m.e.p.'s for a graph 2£, 
then [yl, B] U [C, 2)] and [4, S] H [C, D] are also m.e.p.'s for K. Also, since 
the definitions have been given in terms of set inclusion, the resulting lattice 
is distributive. Hence we have the following theorem: 

THEOREM 18. If K is any graph, the set of all m.e.p.'s for Kform a distributive 
lattice. 

Using the notation of §3, we can define complements of an m.e.p. as follows. 
The complement of [A,B] is taken as [(A* - A) U A*, (B* - B) \J J3*]. 
The complement of [-4,5] is not necessarily an m.e.p. for K. In fact the 
remark preceding Theorem 11, together with the proof used in Theorem 11, 
yields the following theorem. 

THEOREM 19. The lattice of all m.e.p.'1 s for a graph K is complemented if and 
tonly if K contains no inadmissible elements. 

We remark here without going into details that the region R2 can be sub­
divided into subregions such that for each of these subregions the presence of 
elements of K obstructs the complements of certain m.e.p.'s for K from being 
m.e.p.'s for K. 

In another direction it may be worth while to examine the polarity con­
struction given by Garrett Birkhoff (1, p. 54). Let K be any graph in 5 X T 
and K its complement. To any subset A of 5 we associate the subset B = 
$K{A) of T defined as follows: b Ç ^K(A) if and only if (a, b) 6 K for all a 
in A. Similarly with any subset B of T we associate the subset A = **(22) of 
S defined as follows: a Ç <t>k(B) if and only if (a, b) Ç K for all b Ç B. The 
following properties of this construction are given in (1). For any A and any 
5 , 

^icMA) 2 A} frftiB) 2 B. fd>*MA) = MA), ******(B) = **(5). 

If A = <f>k\l/k(A)y A is said to be closed. Similarly, B is closed if B = \[/k<l>k(B). 
A pair (A, B) is called a polar pair with respect to K if B = ypk(A) and A 
= </)jc(B). If (A, B) is a polar pair with respect to K, A and B are both neces­
sarily closed sets. To establish a connection between the concept of a polar 
pair and the concepts of interior and exterior pairs for a graph we make the 
following further definitions. An exterior cover [A, B] of K is said to be un-
contractable if for any other exterior cover [Ai, Bi] such that Ai C A and B\ 
C B then A\ — A and B\ = B. By this definition an m.e.p. [A, B] is an un-
contractable cover of minimum dimension. More generally we may say that 
the cover 1/1,2?] is uncontractable with respect to A, if for any other cover 
[Aij B] we have A C A\. Uncontractability with respect to B is defined in a 
similar way. An interior pair {A, B} for K is said to be inextensible if for any 
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interior pair {^i, £1} such that A C Ax and B C Bi then A = Ai and i? 
= Bi. A maximal interior pair {̂ 4, 5} is then simply an inextensible interior 
pair of maximum dimension. We can now state the following theorem. 

THEOREM 20. Let K be any graph and K its complement, and let [A, B] be 
an exterior pair for K. Then 

(1) MÂ) 3 B, 0t(5) 2 A. 
(2) ^Â(Â) = B if and only if [A,B] is uncontractable with respect to B; 

4>k{B) = A if and only if [A, B] is uncontr actable with respect to A. 
(3) [A, B] is an uncontr actable cover for K if and only if (Â, B) is a polar 

pair with respect to K. 

The proof of Theorem 20 is immediate and is not given here. Another 
theorem whose proof we omit is the following: 

THEOREM 21. With respect to any graph K an interior pair [A, B] is inexten­
sible if and only if {A, B) is a polar pair. 

Whether the concepts of uncontractable and inextensible pairs can lead to 
important properties of graphs is a matter of speculation. It may be worth 
mentioning here that the set of all uncontractable pairs for a graph K do not 
form a lattice in any natural way as do the m.e.p.'s for K. 

Finally, it might be worth while investigating whether the concepts of cover 
and interior pair can lead to interesting results in connection with symmetric 
graphs or with dominance matrices. While we have done no work on these 
problems, it turns out that many of the interesting problems can be formu­
lated in terms of concepts introduced here. We give one example—that of 
colouring a map in X colours. Let M be a map of r regions au a2, a3, . . . , ar. 
Put S = T = {au a2, . . . , aT}. The graph K corresponding to the map M 
is the set of all (aif a3) such that the regions at and a;- are contiguous. A colour­
ing of M using X colours consists of decomposing 5 into X mutually exclusive 
sets Su S2, S3, . . . , Sx in such a way that the pairs {Si, Si}, {S2, S2}, . . . 
{S\, S\) are interior to the complement of K. 
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