
LMS J. Comput. Math. 17 (Special issue A) (2014) 385–403 C© 2014 Authors

doi:10.1112/S1461157014000345

Subexponential class group and unit group computation in large
degree number fields

Jean-François Biasse and Claus Fieker

Abstract

We describe how to compute the ideal class group and the unit group of an order in a number
field in subexponential time. Our method relies on the generalized Riemann hypothesis and other
usual heuristics concerning the smoothness of ideals. It applies to arbitrary classes of number
fields, including those for which the degree goes to infinity.

1. Introduction

Let K = Q(θ) be a number field of degree n and maximal order OK . The ideal class group of an
order O of K of discriminant ∆ = disc(O) is a finite Abelian group that can be decomposed as
Cl(O) =

⊕
i Z/diZ, with di | di+1. Computing the structure of Cl(O), together with a system

of fundamental units of O, is a major task in computational number theory.
In 1968, Shanks [31, 32] proposed an algorithm relying on the baby-step giant-step method

to compute the class number and the regulator of a quadratic number field in time O(|∆|1/4+ε),
or O(|∆|1/5+ε) under the extended Riemann hypothesis [24]. Then, a subexponential strategy
for the computation of the group structure of the class group of an imaginary quadratic
extension was described in 1989 by Hafner and McCurley [17]. The expected running time of
this method is

L∆( 1
2 ,
√

2 + o(1)) = e(
√

2+o(1))
√

log |∆| log log |∆|.

Buchmann [9] generalized this result to the case of an arbitrary extension, thus obtaining a
heuristic complexity bounded by L∆( 1

2 , 1.7 + o(1)). This complexity is valid for fixed degree
n and ∆ tending to infinity. Practical improvements to Buchmann’s algorithm were presented
in [12] by Cohen, Diaz Y Diaz and Olivier. More recently, Biasse described an algorithm
for computing the ideal class group and the unit group of O = Z[θ] in heuristic complexity
bounded by L∆( 1

3 , c) for some c > 0 valid in certain classes of number fields.
The computation of the class group and unit group of an order in classes of large degree

recently received a growing attention due to their connection with cryptosystems based on the
hardness of finding short vectors in ideal lattices, such as the homomorphic encryption scheme
of Vercauteren and Smart [33]. Also, ideal decomposition in orders of complex multiplication
(CM) fields allows us to compute isogenies between Abelian varieties by the method described
in the elliptic case by Jao and Soukharev [20].

Contribution. Our main result is the first heuristic subexponential algorithm for ideal class
group and unit group computation in an order of an arbitrary class of number fields, including
when the degree is large, as opposed to all previous algorithms. We achieve an L∆( 2

3 + ε, c)
complexity for arbitrarily small ε and c > 0 for all classes of number fields. Under certain
restrictions, we obtain an L∆(a, c) algorithm for 1

3 6 a < 2
3 . We carefully address the numerical
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precision issues by using an original p-adic method inspired by [7], and we show how to return
a compact representation of the units in subexponential time as well, while all the previous
methods were exponential in the degree [10, 35] of the field. The present contribution is
essentially theoretical, and focuses on the complexity analysis. The p-adic method and the
compact representation algorithm were inspired by [7] while the relation search significantly
differs from [7]. The results of [7] and this paper are not comparable because [7] consists of
practical improvements on subexponential methods for fixed degree classes of number fields
[9, 12] while here we consider classes of number fields of degree going to infinity.

The main ingredient that allows us to achieve a subexponential complexity even when the
degree of the number field is large is the use of a different lattice reduction method when
reducing ideals. More specifically, the LLL-reduction used to find a reduced ideal in [12]
does not allow relations between ideals to be found in subexponential time, while the BKZk
reduction [28] with a suitable k does. The use of p-adic logarithms to compute the unit
group greatly simplifies the complexity analysis and the estimation of the precision loss during
arithmetic operations. In addition, it allows the parallelization of this process. Finally, our
compact representation method runs in subexponential time even when the degree in large
because we rely on LLL-reductions while the other methods [10, 35] need exact solutions to
instances of the shortest vector problem, which is exponential in the degree.

2. General description of the index calculus method

The subexponential method due to Buchmann [9] is a generalization of the algorithm of Hafner
and McCurley [17] for quadratic number fields, and its complexity is subexponential bounded
by L∆( 1

2 , O(1)), for classes of number fields with fixed degree. It relies on an index calculus
strategy. Let B = {p1, . . . , pN} be a set of invertible prime ideals of an order O whose classes
generate Cl(O). We have a surjective morphism

ZN ϕ−−−−→ I π−−−−→ Cl(O)

(e1, . . . , eN ) −−−−→
∏
i p
ei
i −−−−→

∏
i[pi]

ei ,

and the class group Cl(O) is isomorphic to ZN/ker(π◦ϕ). Therefore, computing the class group
boils down to computing ker(π ◦ ϕ), which is given by the lattice of (e1, . . . , eN ) ∈ ZN such

that pe11 , . . . , p
eN
N = (α), where α ∈ O. We collect many relations of the form

∏
i p
e
(j)
i
i = (αj)

and put them in the rows of the relation matrix M := (e
(j)
i ). If we have found enough of them,

they give us the group structure of Cl(O) via the Smith normal form (SNF) of M . Meanwhile,
every vector X := (x1, . . . , xN ) of the left kernel of M yields a unit γX := αx1

1 . . . αxNN . Since
the principal ideals that it generates satisfy

(γX) = p
∑
i xie

(1)
i

1 . . . p
∑
i xie

(N)
i

N = p0
1 . . . p

0
N = (1) = O,

this allows us to iteratively compute the unit group U by finding kernel vectors of M .

Algorithm 1. Class group and unit group of O.

Input: O, K, B = {p ⊆ O | N (p) 6 B} that generates Cl(O).
Output: Class group and unit group of O.

1: Derive random relations in Cl(O) between classes of elements of B.
2: Let M be a matrix for a generating system of the Z-lattice of the relations.
3: Compute ker(M).
4: Find a minimal generating set of the units of the form γX for X ∈ ker(M).
5: Find the group structure of Cl(O) from the SNF of M .
6: Certify the result.
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3. Finding relations when n→∞
In this section, we present our method for deriving relations in Cl(O) where O is an order in
a degree n number field K. Given a smoothness bound B > 0 and a ⊆ O, we want to find
products of the form a = (φ)p1 . . . pk, where α ∈ O and the pi are invertible prime ideals of
O with N (pi) 6 B. We want our method to run in subexponential time L∆(a, c1) for some
c1 > 0 and 0 < a < 1 when B is a subexponential bound. Here ∆ is the discriminant of O and
the subexponential function is given by

L∆(a, c) := ec log(|∆|)a log log(|∆|)1−a
.

One way of finding relations between ideals in Cl(O) is to enumerate random B-smooth ideals
in O (which means that they are power-products of prime ideals of norm bounded by B)
until one is equivalent to another B-smooth ideal (this test usually involves reducing it first,
as explained in § 3.3). The other typical method to find relations is to enumerate elements
φ ∈ O until the principal ideal it generates is B-smooth. In one case, it is the probability of
the smoothness of an ideal which rules the run time of an algorithm, and in the other case, it
is the probability of smoothness of an element, which is much less understood, in particular
due to the units of O.

3.1. Smoothness of ideals

In [30], Scourfield established a result on the smoothness of ideals in a number field comparable
to the ones known on integers. Let

Ψ(x, y) := |{a ⊆ OK | N (a) 6 x, a y-smooth}|,
and ε > 0, then Ψ(x, y)/x ∼ λKρ(u), where u = log(x)/ log(y), ρ is the Dickman function, λK
is the residue of the zeta function ζK(s) at s = 1 and (log log(x))(5/3)+ε 6 log(y) 6 log(x), x >
x0(ε) for some x0(ε). In the case where K is normal and n/(log |discOK |) → 0, λK can be
bounded absolutely, but there is no such result in the general case. We therefore rely on the
following heuristic for the smoothness of ideals.

Heuristic 1. We assume that the probability P (ι, µ) that an ideal of O of norm bounded
by ι is a power-product of prime ideals of norm bounded by µ satisfies

P (ι, µ) > e(−u log u(1+o(1))) foru = log(ι)/ log(µ). (3.1)

We do not know if Scourfield’s result remains true when we restrict ourselves to principal
ideals. This is one of the reasons why the complexity of the number field sieve [23] (NFS) is
only heuristic. In addition to the fact that we assume the same probability of smoothness for
principal ideals as for general ideals, we require a stronger smoothness assumption to perform
our q-descent that is described in § 3.3. Indeed, we want the primes in our decomposition to
be of inertia degree 1, that is of the form pO + (θ − vp)O, where vp is a root of T (X) mod p.
In general, prime ideals can have inertia degree f > 2 and thus be of the form pO + Tp(θ)O
where deg(Tp) = f . However, their proportion is low when B = L∆(a, c) for some 0 < a < 1
and c > 0. For 2 6 f 6 n, we have

#{p prime | pf 6 B} ∼ B1/f

log(B1/f )
=
fB1/f

logB
.

The proportion of primes whose fth power for 2 6 f 6 n is below the smoothness bound B
with respect to the primes bounded by B thus equals

1

π(B)

∑
26f6n

fB1/f

logB
=

∑
26f6n

1

L∆(a, c− c/f + o(1))
6

1

L∆(a, c/2 + o(1))
,

since n is polynomial in log |∆|.
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Heuristic 2. We assume that the probability P (ι, µ) that a principal ideal of O of norm
bounded by ι is a power-product of degree 1 prime ideals of norm bounded by µ satisfies

P (ι, µ) > e(−u log u(1+o(1))) foru = log(ι)/ log(µ). (3.2)

Corollary 3.1. Let ι = blogL∆(ζ, c)c and µ = dlogL∆(β, d)e. Then assuming Heuristic 1
or Heuristic 2, we have

P (ι, µ) > L∆

(
ζ − β, −c

d
(ζ − β) + o(1)

)
.

3.2. The BKZ-reduction

Given an ideal a ⊆ O and B > 0, the classic method derived from [9, 17] to produce a
relation of the form a = (φ)pe11 , . . . , p

eN
N consists of choosing B = {p | N (p) 6 B} where

B 6 L∆(1/2, O(1)) and testing random ideals of the form a·
∏
i p
ei
i whereN (pi) 6 48(log(|∆|))2

and ei 6 |∆| for B-smoothness in Cl(O). Indeed, under the generalized Riemann hypothesis
(GRH), the classes of ideals of norm less than 48(log(|∆|))2 generate the class group whose
size is bounded by

√
|∆|. This is a direct consequence of [2, Theorem 4], which states

that the primes of norm up to 12 log2(|disc(OK)|2N (f)) generate the ray class group of
conductor f. There is an f such that Cl(O) is a quotient of the ray class group of conductor
f and we have

12 log2(|disc(OK)|2N (f)) 6 12 log2(|disc(OK)|2N (f)4) = 12 log2(|∆|2) = 48(log(|∆|))2.

A reduction precedes the test for smoothness of a power-product of ideals a ·
∏
i p
ei
i to find

an ideal b ⊆ O in the same equivalence class as a′ := a ·
∏
i p
ei
i with a reasonably bounded

norm. It is done by finding a short element φ ∈ c where a′−1 = (1/l)c with l ∈ Z>0 and c ⊆ O.
Such a short element satisfies ‖φ‖ 6 λO|∆|1/2nN (c)1/n, where λO is an approximation factor
depending on the reduction method that we use.

With the LLL algorithm, we have λO = 2n/2 achieved in polynomial time in n. As shown
in [5], this does not allow a subexponential relation collection phase when n → ∞. Instead,
there are lattice reduction methods that offer the possibility of a trade-off between the time
spent in the reduction and the approximation factor λO. One can use Schnorr’s algorithm [29],
which was later improved by Gama and Nguyen [15], or the BKZ algorithm originally described
by Schnorr and Euchner [28], and rigorously analyzed by Hanrot, Pujol and Stehlé [18], relying
on the shortest vector subroutine described in [25]. Both are equivalent for our purposes, but
BKZ is known to outperform Gama and Nguyen’s method in practice. The BKZ algorithm
with parameter k relies on finding the shortest vector in k-dimensional blocks of the original
lattice. Using BKZ with parameter k, it is possible to find an approximate short vector with
λO = kn/2k in time 2O(k) × P (n) where P is a polynomial. We describe in Algorithm 2 how
to use it to reduce ideals.

Algorithm 2. BKZ-reduction.

Input: An ideal a ⊆ O, and k > 1.
Output: b ⊆ O and φ ∈ K with N (b) 6 kn

2/2k
√
|∆|, where b = (φ)a, n = dim(O) and

∆ = disc(O).
1: c← la−1 where l is the denominator of a.
2: Find a BKZk-reduced γ ∈ c.
3: b← (γ/l)a.
4: return b, γ/l.
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Algorithm 3. Ideal decomposition with the BKZ-reduction.

Input: Ideal a, ε > 0 and B > 0.
Output: Primes qi with N (qi) 6 B, φ ∈ K such that a = (φ) ·

∏
i qi.

1: k ← log(|∆|)ε.
2: a← (φ1)a where φ1 is the output of Algorithm 2 on (a, k).
3: found← false
4: while found = false do
5: Let q1, . . . , qN be random prime ideals with N (qi) 6 48 log(|∆|)2.
6: a′ ← (φi) · a

∏
i q
−1
i where φ2 is the output of Algorithm 2 on (a ·

∏
i q
−1
i , k).

7: if a′ is B-smooth then
8: found← true
9: Let β and (pj) such that a′ = (β)

∏
j pj .

10: end if
11: end while
12:

13: return {(qi)i6N , (pj)}, φ1 · φ2 · β

Proposition 3.2 (GRH + Heuristic 1). Let O be an order in a degree n number field,
∆ = disc(O), B > 0, and a ⊆ O an ideal. Then Algorithm 3 returns a B-smooth decomposition
in time

log(N (a))1+o(1)L∆(a, c1)

where:
B = L∆(a, c2) for some c1, c2 > 0;

a = 2
3 + ε for ε arbitrarily small in the general case;

a = 1
2 when n 6 log(|∆|)3/4−ε for ε arbitrarily small.

The proof of Proposition 3.2 can be found in [5].

3.3. The q-descent

The q-descent is a strategy that allows a complexity bounded by L∆(a, b) for a < 1
2 and

b > 0 in certain classes of orders. The generalization of Buchmann’s method together with a
BKZ-reduction can only yield an L∆( 1

2 ) algorithm for computing Cl(O) and solving related
problems. Indeed, no matter how small the approximation factor λO is, the norm of the reduced
ideal cannot have a tighter bound than |∆|O(1). The idea of the q-descent derives from the
algorithms based on the number field sieve [23] to solve the discrete logarithm problem in time
Lq(

1
3 ) in Fq (see in particular [1, 16, 22]). Our method is directly inspired by the analogue

for Cab curves presented in [13].
A version of the q-descent was considered in [6] to derive relations between ideals of norm

bounded by L∆( 1
3 , c1) in time L∆( 1

3 , c2) in the equation order Z[θ] of a number field Q(θ)
with degree and height of defining polynomial growing in certain proportions. It was recently
extended in [5] to any order in Q[θ], but on very restricted classes of instances. In the present
document, we extend the work of [5] to show how we can derive relations between ideals of
norm bounded by L∆(a, c1) in time L∆(b, c2) in wider classes of number fields such that the
specialization to a = b = 1

3 corresponds to the result stated in [5].
Our q-descent method applies to some classes of orders O in number fields K = Q(θ) =

Q[X]/T (X) for ∆ = disc(O). These classes are parametrized by constants n0, d0 > 0 and
0 < α < 1

2 . Let T (X) = tnX
n + tn−1X

n−1 + . . .+ t0 ∈ Z[X], n := [K : Q] and d be a bound
on the size of the coefficients of T , that is d := logHT , where HT := maxi |ti|. We say that
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the order O belongs to Cn0,d0,α if its discriminant ∆ satisfies

n = n0 log(|∆|)α(1 + o(1)) (3.3)

d = d0 log(|∆|)1−α(1 + o(1)). (3.4)

In the rest of the paper, we will use κ := n0d0 in the expression of the complexities.
These conditions on n and d are necessary because our approach is based on the number field

sieve whose performances depend on the properties of the defining polynomial of the number
field. However, it is easy to exhibit classes of orders satisfying conditions (3.3) and (3.4). For
example, as shown in [4, § 2], the equation orders of number fields defined by Xn − k where

k := belog(|D|)1−αc and n := blog(|D|)αc are in C1,1,α. These classes were described as a proof of
concept. In [5, § 4.4], Biasse describes a potential application of this q-descent method to the
evaluation of isogenies between Abelian varieties over a finite field of cardinality q with complex
multiplication and the computation of their endomorphism ring. In this case, conditions (3.3)
and (3.4) are equivalent to a condition of the form g ∼ log(q)δ for some δ > 0, where g
is the dimension of the Abelian variety. The method of [5, § 4.4] allows the computation of
relations between ideals in the polarized class group C(O), in subexponential time, but the
actual computation of isogenies requires the l-torsion, which is too expensive with the current
methods to generalize the work of Jao–Soukharev [20] (on isogeny computation) and Bisson [8]
(on endomorphism ring computation).

First decomposition. A modified version of Algorithm 3 needs to be called at the beginning
of the q-descent to write the class [a] of the ideal a in Cl(O) as a power-product of classes of
degree 1 prime ideals of norm bounded by |∆|. This restriction on the degree allows us to search
for short elements of a simple form in these primes, as we see in the proof of Theorem 3.1. We
describe the first decomposition in Algorithm 4 and analyze it in Lemma 3.3.

Lemma 3.3 (GRH + Heuristic 2). Let a be an ideal in an order O of a number field K in
Cn0,d0,α for some n0, d0, α with 0 < α < 1

2 . then we can write [a] as a power-product of classes
of prime ideals of the form

q = qO + (θ − vq)O,

where vq ∈ Z and N (q) 6 |∆|, in complexity log(N (a))1+o(1)L∆(b, o(1)) for any 0 < b 6 1.

Proof. We apply the same procedure as in Algorithm 3 with the parameter k = log(|∆|)b−ε
for an arbitrarily small ε > 0. This way, the reduced ideals b satisfy N (b) 6 |∆|O(1) and
are derived in time L∆(b, o(1)). According to Corollary 3.1, only L∆(b, o(1)) of them need to
be drawn until one which is |∆|-smooth is found, and under Heuristic 2, we can assume this
decomposition to only include prime ideals of inertia degree 1.

Algorithm 4. First decomposition.

Input: Ideal a, and 0 < b 6 1.
Output: Primes qi of inertia degree 1 and norm in O(|∆|), and φ ∈ K such that a = (φ)

∏
i qi.

1: k ← log(|∆|)b−ε for 0 < ε < b.
2: a← (φ1)a where φ1 is the output of Algorithm 2 on (a, k).
3: found← false
4: while found = false do
5: (qi)i6N ← random degree 1 prime ideals with N (qi) 6 12 log(|∆|)2.
6: a′ ← (φi) · a

∏
i q
−1
i where φ2 is the output of Algorithm 2 on (a ·

∏
i q
−1
i , k).

7: if a′ is |∆|-smooth with respect to the prime ideals of inertia degree 1 then
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8: found← true
9: Let β and (pj) such that a′ = (β)

∏
j pj .

10: end if
11: end while
12: return {(qi)i6N , (pj)}, φ1 · φ2 · β

The recursive decomposition. Once the first decomposition is done, the prime ideals
occurring in the decomposition of a are recursively decomposed as power-products of prime
ideals of lower norm. For that, we enumerate elements φ ∈ q = qO + (θ − vq)O of the form
φ = A(θ) until one is smooth.

Theorem 3.1 (GRH + Heuristic 2). Let O be an order of a number field K = Q(θ) ∈
Cn0,d0,α for 0 < α < 1

2 . We can find a B-smooth ideal equivalent to a |∆|-smooth ideal
a ⊆ O with a decomposition in degree 1 prime ideals in time L∆(b, µ), for some µ > 0 where
B = L∆(a, ρ) for some ρ > 0 satisfying:

(i) 1− b > α > 1− a− b; (ii) b+ 2a > 1; (iii) 2b+ a > 1; (iv) b > α.

Proof. We know that a splits into the prime ideals of the form q = qO + (θ − vq)O and
of norm bounded in O(|∆|). We proceed recursively, starting from the primes of the first
decomposition. At each stage, q = qO+ (θ− v)O is an ideal of norm bounded by L∆(a+ τ, c)
for some c > 0 and 0 6 τ 6 1− a. At the beginning we have τ = 1− a and c = 1. We search
for φ ∈ q such that (φ)/q is L∆(a+ τ/2, c′)-smooth for a c′ depending on c. Such a φ satisfies
q | (φ) and thus [q] can be decomposed as a power-product of classes of prime ideals involved
in the decomposition of (φ). We repeat this process until we obtain a decomposition involving
only classes of elements of B.

At each stage, we consider the φ belonging to the lattice of polynomials in θ of degree
bounded by

k :=

⌊
σ

n

(log |∆|/ log log |∆|)1−β−τ/2

⌋
,

where σ > 0 is a constant to be determined later and β := a + b. Note that condition (i)
implies that k → ∞. When β + (τ/2) < 1, we have k < n, and when β + (τ/2) > 1, we set
k = σn1−ε for ε > 0 arbitrarily small. These φ form a Z-lattice generated by

(v0, θ − v1, . . . , θ
k − vk),

with v0 = q and vi = viq mod q for i > 1. We want to spend the same time L∆(b, e + o(1))
at each smoothing step for e > 0 to be optimized later. The search space has to be of the
same size. We thus look for L∆(b, e + o(1)) distinct (k + 1)-tuples (α1, . . . , αk+1) ∈ Zk+1.
Using Lemma 3.5, for every integer z, we can find ekz such tuples satisfying log |αi| 6 D/k+ z
for i 6 k + 1 and log |

∑
i αivi| 6 D/k + z. We adjust the value of z to make sure that all

the L∆(b, e + o(1)) tuples obtained during the search phase satisfy this property by solving
ekz = L∆(b, e+ o(1)). This yields

z =
e

σ

1

n
log(|∆|)b log log(|∆|)1−b

(
log(|∆|)

log log(|∆|)

)1−β−τ/2

=
e

σ

1

n
log(|∆|)1+b−β−τ/2 log log(|∆|)1−(1+b−β−τ/2)

=
e

σ

1

n
log(|∆|)1−a−τ/2 log log(|∆|)1−(1−a−τ/2) =

1

n
logL∆(1− a− τ/2, e/σ + o(1)).
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Note that condition (ii) implies that 1− a 6 β. Let D = c log(|∆|)a+τ log log(|∆|)1−(a+τ) =
log(q). From [4, Lemma 2], log(N (φ)) 6 n(D/k + z) + dk + d log(k) + k log(n). Let us bound
the different terms of this expression. First we have

n(D/k + z) 6 nc log(|∆|)a+τ log log(|∆|)1−(a+τ)

(
log(|∆|)

log log(|∆|)

)1−β−τ/2
1

σn

+
e

σ
log(|∆|)β+τ/2 log log(|∆|)1−(β+τ/2).

Under condition (iii), we get a+ τ + 1− β − τ/2 6 β + τ/2, and therefore

n(D/k + z) 6
c

σ
log(|∆|)β+τ/2 log log(|∆|)1−(β+τ/2)

+
e

σ
log(|∆|)β+τ/2 log log(|∆|)1−(β+τ/2).

Moreover, kd = σκ log(|∆|)β+σ/2 log log(|∆|)1−(β+τ/2), so the algebraic integers φ we draw
satisfy

N (φ) 6 L∆(β + τ/2, (c+ e)/σ + o(1)).

Let q′ be the ideal such that (φ) = q · q′. Its norm is also bounded: N (q′) 6 L∆(β + τ/2,
(c + e)/σ + o(1)). Note that this condition also holds when β + τ/2 > 1 and k = n1−ε.
From Heuristic 2 and Corollary 3.1, an L∆(a+ τ/2, c′)-smooth decomposition is found in time
L∆(b, e) if c′ satisfies

c′ =
b

e

(
c+ e

σ
+ σκ

)
.

The optimal σ is
√

(c+ e)/κ, so c′ = (2b/e)
√
κ
√
c+ e. In time L∆(b, e + o(1)), we obtain an

L∆(a+ τ/2i, ci)-smooth decomposition where

ci =
2b

e

√
κ
√
ci−1 + e, c0 = 1.

Let χ = 2b
√
κ/e, then ci = χ

√
ci−1 + e and the limit c∞ of (ci)i∈N satisfies c∞ = χ

√
c∞ + e,

and the positive solution to this equation is

c∞ =
χ

2
(χ+

√
χ2 + 4e).

To estimate the number of steps necessary to reach an L∆(a, ρ)-smooth decomposition for some

ρ > 0, notice that L∆(a+ τ/2i−1, ci) = L∆(a, ci ·Mτ/2i−1

) forM = log(|∆|)/ log log(|∆|). Let
ξ > 0 be an arbitrary constant. After a number of steps only depending on e, κ and ξ, we have
ci < c∞(1 + ξ), and after O(log log |∆|) steps Mτ/2i−1

< (1 + ξ). We can thus decompose [a′]
as a power-product of classes of prime ideals of norm bounded by

L∆(a, c∞(1 + ξ)).

At each step, the decomposition involves O(log |∆|) ideals, and we perform O(log log |∆|) steps.
Therefore we obtain an L∆(b, ρ)-smooth decomposition for ρ = c∞(1+ξ) in time L∆(b, e+o(1))
and there are L∆(z, o(1)) ideals in the final decomposition.

Algorithm 5. q-descent.

Input: Ideal a, B = {p1, . . . , pN}.
Output: Primes (qi)i6l ∈ B, integers (ei) and (φj)j6k ∈ K such that a =

∏
j6k(φj) ·

∏
i6l q

ei
i .
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1: Find prime ideals (qi)i6l of norm bounded by |∆| and φ1 with a = (φ) ·
∏
i qi using

Algorithm 4.
2: genList← {φ1}, primeList← {q1, . . . , ql}, expList← {1, . . . , 1}.
3: while there is q /∈ B in the decomposition of [a] do
4: Find (qi)i6l, (ei)i6l and φk such that q = (φk)

∏
i6l q

ei
i as in Theorem 3.1.

5: genList← genList ∪ {φk}, primeList← primeList ∪ {q1, . . . , ql}.
6: expList← {e1, . . . , el}.
7: end while
8: return genList, primeList, expList.

Corollary 3.4. We can find an L∆(a, c1)-smooth decomposition of a |∆|-smooth ideal of
O in K ∈ Cn0,d0,α in time L∆(a, c2) if a satisfies 1− a > α > 1− 2a, a > 1

3 , and a > α.

Example.
– We can achieve an L∆( 2

5 , c1)-smooth decomposition in time L∆( 2
5 , c2) for some c1, c2 > 0

in orders of K ∈ Cn0,d0,α where 2
5 > α > 1

5 .
– We can achieve an L∆( 1

3 , c1)-smooth decomposition in time L∆( 1
3 , c2) for some c1, c2 > 0

in orders of K ∈ Cn0,d0,α for α = 1
3 , thus recovering the result of [5].

Finding short elements in q. We draw elements φ ∈ q = qO + (θ − vq)O in the Z-lattice
generated by (v0, θ − v1, . . . , θ

k − vk) where v0 = q and vi = vi0 mod q. In the proof of
Theorem 3.1 we rely on the fact that there are sufficiently many small elements in a bounded
hypercube of this lattice.

Lemma 3.5. Let σ, τ, c, a, β > 0 be as defined in the proof of Theorem 3.1 and some integers
D and k be defined by

k :=

⌊
σ

n

(log |∆|/ log log |∆|)1−β−τ/2

⌋
, D := log(L∆(a+ τ, c)).

Let v1, . . . , vk+1 be integers satisfying log |vi| 6 D. Then, for any integer z, there exist at least
ekz tuples (α1, . . . , αk+1) ∈ Zk+1 satisfying

log |αi| 6 D/k + z and log

∣∣∣∣∑
i

αivi

∣∣∣∣ 6 D/k + z.

Proof. Let us define the k + 1 dimensional lattice Λ generated by the rows of

A :=



1 0 . . . 0 v1

0 1
. . .

...
...

...
. . .

. . . 0
...

0 . . . 0 1 vk+1


.

For any element x ∈ Λ, there exists (α1, . . . , αk+1) ∈ Zk+1 such that

x =

(
α1, . . . , αk+1,

∑
i

αivi

)
.
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The determinant d(Λ) of Λ satisfies

d(Λ) =
√

det(AAT ) =

√ ∑
i6k+1

vi +
∑
i6k+1

vivk+1−i 6 (
√

2k + 1)eD.

Let X ⊂ Rk+2 be the symmetric and convex set of points defined by

X = {(x1, . . . , xk+2) | for all i |xi| 6 D/k + z}.

The volume V (X) equals 2k+2e(k+2)(D/k+z), and from [11, III.2.2, Theorem II] we know that
if V (X) > m2k+2d(Λ), then X intersects Λ in at least m pairs of points ±x ∈ Rk+2. It thus
suffices to prove that

ekz <
e(k+2)(D/k+z)

eD
√

2k + 1
= ekz .

e2D/k+2z

√
2k + 1

,

which is satisfied since D/k = (c/σ) log |∆|2/3−α+τ/2 log log |∆|1/3−τ/2 � log(2k + 1).

These short vectors need to be found via an enumeration algorithm of short vectors. This is
exponential in the dimension of the lattice, which itself is bounded by n. We use the method
described in [19] to perform this search.

Proposition 3.6. The search for the solution of the restrictions described in Lemma 3.5
takes time bounded by L∆(b, e+ o(1)) if condition (iv) of Theorem 3.1 is satisfied.

Proof. Enumerating vectors of length bounded by A = eD/k+z with [19, Algorithm 10] takes

2O(k) Ak

kk/2d(Λ)
6 2O(k) e

D+kz

kk/2eD
6 2O(k)L∆(a, e+ o(1)).

Furthermore, since k ∼ log(|∆|)α−ε for some ε > 0, we have 2O(k) = L∆(b, o(1)) from condition
(iv), which terminates the proof.

4. Finding the class group and the unit group from relations

Let B = {p1, . . . , pN} be a factor base of ideals whose classes generate Cl(O). Then the vectors
(e1, . . . , eN ) such that pe11 . . . peNN = (α) for some α ∈ O form a Z-module L in ZN . Once L has
full rank, we compute a tentative class group and unit group. This is done by finding a basis
of L together with kernel vectors from the Hermite normal form (HNF) of L. Then the Smith
normal form (SNF) of ZN/L gives us its group structure while we derive a minimal generating
set of the units coming from kernel vectors of L. Finally, the validity of the result is established
by testing the product of |ZN/L| and the volume of the current lattice of logarithm vectors
of units against the theoretical value of |Cl(O)|R given by an Euler product (where R is the
regulator). In the following, we present these steps separately.

4.1. Computing the tentative class group

We assume that we are given a full rank N ′ × N relation matrix M as input satisfying
N 6 N ′ ∈ L∆(a, c+o(1)) for 0 < a < 1, c > 0 and |M | 6 |∆| where |M | is the maximum of the
absolute value of the coefficients of M . We use the HNF algorithm described in Storjohann’s
thesis [34, Chapter 6] which provides us with bounds on the coefficients of kernel vectors,
which we need to compute units.

https://doi.org/10.1112/S1461157014000345 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157014000345


class group and unit group computation 395

Proposition 4.1. If the relation matrix M ∈ ZN ′×N satisfies N 6 N ′ ∈ L∆(a, c+ o(1)) for
0 < a < 1 and |M | 6 |∆|, then we can find a tentative class group G and a kernel ker(M) in
time L∆(a, (ν + 1)c+ o(1)) with:

– log(#G) ∈ L∆(a, c+ o(1));
– dim(ker(M)) ∈ L∆(a, c+ o(1));
– log |ker(M)| ∈ L∆(a, c+ o(1)),

where 2 6 ν < 3 is the exponent of matrix multiplication, #G is the cardinality of G and |A|
is the maximum absolute value of the entries of A.

Proof. We use the HNF and SNF algorithms from Storjohann’s thesis, which do not require
the matrix to be sparse. Note that in practical computations, a relation matrix is usually
sparse. The computation of the Hermite form costs O(Nν log(δ) +N2 log(N) B(log(δ)) where
δ = (

√
N |M |)N and B(x) = x log2(x) log log(x). Moreover, the coefficients of the resulting

Hermite form H, as well as the coefficients of the matrix U such that UM = H, are bounded
by δ. The computation of the nullspace and of the Smith form is dominated by the computation
of the HNF, and the dimension of the nullspace is N ′−N . The result is obtained by substituting
the values of |M | = |∆| and N ′ ∈ L∆(a, c+ o(1)) in the above formulas.

Note that for the final class group we have log(#G) ∈ L∆(0, 1
2 ), however, we might not have

enough relations yet.

4.2. Computing the tentative unit group

Assume we are given k := N ′ − N ∈ L∆(a, c + o(1)) kernel vectors X ∈ ZN ′ satisfying
log(|X|) ∈ L∆(a, c+ o(1)) together with the N ′ elements αi such that

(αi) = p
mi,1
1 . . . p

mi,N
N ,

where M = (mi,j)i6N ′,j6N is the relation matrix. Furthermore, let S be such that for all
i 6 N ′ and for all j 6 r+ 1, we have log |αi|j 6 S. We wish to compute a minimal generating
set for the group U generated by the units of the form βX = αx1

1 . . . α
xN′
N ′ , where X = (xi)i6N ′

is a kernel vector. Let r = r1 +r2 where r1 is the number of real embeddings and r2 the number
of complex embeddings. This boils down to finding r vectors that span

LR := {(log |βX |1, . . . , log |βX |r+1) | βX ∈ U}.

General strategy. Let A be the matrix given by

A =

(∑
j6k

xj log |αj |1, . . . ,
∑
j6k

xj log |αj |r+1

)
i6k

.

Let Ar be a matrix formed with r independent rows in A. These span the Q-vector space
generated by the rows of A. Let B ∈ Qk×r be such that BAr = A and Qcom ∈ Z>0 minimal
such that QcomB ∈ Zk×r. We compute the HNF HB of QcomB, along with U ∈ GLk×k such
that

U ·QcomB =

(
HB

(0)

)
.

Let Ur be the first r rows of U . Then UrA span LR (over Z). Indeed, it suffices to notice that
UA = UBAr is of the form (HQ/(0)) for some HQ ∈ Qr×(r+1). Then any row of A arises as a
Z-linear combination of rows of HQ = UrA.
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A p-adic approach. In [4], the approach described above was carried out by using fixed
point approximations of the log |αi|j . In [7], a heuristic p-adic approach was described and
implemented. It greatly simplifies the estimation of the required precision and the analysis of
the theoretical complexity (which was not done in [7]). Moreover, it allows the parallelization of
the process. In this section, we propose a rigorous analysis of the computation of the tentative
unit group with p-adic approximations. Our general strategy differs from that of [7] in the
sense that we compute the generating set directly from all the kernel vectors instead of doing
it iteratively.

We choose an unramified prime p such that the p-adic splitting field Kp has moderate degree

d ∈ O(n
1
2 logn). Note that the degree of a splitting field Kp is the order of the Frobenius

automorphism at p, hence the order of some element in the Galois group of the defining
polynomial of K. By the famous theorem of Erdős and Turán [14], asymptotically every
second element in S(n) has order bounded by exp( 1

2 log2 n) hence every second prime will give
rise to a p-adic splitting field of degree bounded by this. Furthermore, a ‘random’ field K is
expected to have Galois group S(n). In case the group is much smaller, the splitting field can
also be chosen much smaller. As the splitting field Kp = Qp[t]/g we choose g ∈ Z[t] as a monic
lift of a defining polynomial for Fpd the finite field with pd elements. We are of course only
working in approximations with a fixed precision, that is, in Rp = (Zp/pm)[t]/g = (Z/pm)[t]/g.
The costs of operations is thus O(d log d log log dm logm log p log log p) = L∆(ε, c) for all ε > 0
(n = n0 logα ∆(1 + o(1)), thus d = exp( 1

2 log2 n) = exp( 1
2 log2(n0 logα ∆(1 + o(1))))). Then we

have n embeddings φi of K → Kp, and we define a map Lp : K∗ → Kn
p : x 7→ (log φi(x))i

where φi is the usual p-adic logarithm extended to Kp. Let m be the p-adic precision we
work with and A(p) ∈ (Z/pmZ)k×(r+1) the p-adic approximation of the matrix A previously

described. We first find r independent rows of A(p) to form A
(p)
r (they exist assuming Leopoldt’s

conjecture). Then we solve the linear systems XA
(p)
r = ai in the p-adics and perform a rational

reconstruction of the solutions. Provided that the p-adic precision is large enough, this yields
B ∈ Qk×r previously defined, which allows us to compute our generating set.

We solve the linear systems XA
(p)
r = ~ai by first precomputing the SNF of (A

(p)
r /(0)) ∈

(Z/pmZ)(r+1)×(r+1) with the method described in [34, Chapter 7]. This yields two invertible

matrices U, V ∈ (Z/pmZ)r×r such that U(A
(p)
r /(0))V = diag(d1, . . . , dr, 0). Then each system

XA
(p)
r = ~ai is solved by first calculating ~a′i = (~ai | 0)V , then solving X ′D = ~a′i where

D = diag(d1, . . . , dr, 0) by performing r divisions in (Z/pmZ), and finally returning the first r
coefficients of X = X ′U . This is correct because

X

(
A

(p)
r

(0)

)
= X ′U

(
A

(p)
r

(0)

)
= X ′U

(
A

(p)
r

(0)

)
V V −1 = X ′DV −1 = ~a′iV

−1 = (~ai | 0).

This naturally extends to the resolution of linear systems of a rectangular matrix with less
than r rows, and it also allows us to decide if such a system has a solution, which we use to
extract r independent rows of A(p).

Algorithm 6. Tentative unit group.

Input: Generators (αi)i6N ′ , kernel vectors (oi)i6k of the relation matrix, p,m.

Output: (Vi)i6r in ZN ′ such that (
∏
j α

Vi,j
j )i6r generates all the units derived from (oi)i6k.

1: Compute G ∈ (Z/pmZ)N
′×r whose row vectors are the p-adic approximations of

(log |αi|1, . . . , log |αi|r).
2: A(p) ← (oi)iG, A

(p)
r ← A

(p)
(1), i← 2, where A(i) denotes the ith row of A.

3: while A
(p)
r has less than r rows do
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4: If XA
(p)
r = A

(p)
(i) has no solution, A

(p)
r ←

(
A(p)
r

A
(p)

(i)

)
.

5: i← i+ 1
6: end while
7: B ← {}. Precompute the Smith form of

(
A(p)
r

(0)

)
.

8: for i 6 k do
9: b← A

(p)
(i) . Solve X ′A

(p)
r = b.

10: Let X ∈ Qr be the rational reconstruction of X ′.
11: B ←

(
B
X

)
.

12: end for
13: Let Qcom the common denominator of B and U such that U ·QcomB = HNF(QcomB).
14: Let Ur be the first r rows of U and V = U(oi)i.
15: return The row vectors (Vi)i6r of V .

Proposition 4.2. The complexity of Algorithm 6 is in

O(L∆(a, c+ o(1)) · B(log(rpm))),

where B(x) = x(log(x))2 log log(x), m is the chosen p-adic precision, and L∆(a, c) is a bound
on the bit size of the entries of the kernel vectors (Ki)i6k. Furthermore, the entries of the
output V satisfy

log |V | ∈ O(L∆(a, c+ o(1)) + log(rpm)).

Proof. To solve our linear systems in (Z/pmZ)r×r, we need to compute the Smith form of
an (r+ 1)× (r+ 1) matrix. If the row dimension of the matrix is lower than r+ 1, we complete
it with rows of 0. We use the SNF algorithm described in [34, Chapter 7]. Its complexity is in

O(rν log(r) log(rpm) + r2 log(r) B(log(rpm))).

Between Steps 3 to 6 of Algorithm 6, we compute a maximum of L∆(a, c+ o(1)) Smith forms
of (r + 1) × (r + 1) matrices. Then one more is required in Step 7, before the series of k

linear system resolutions of Steps 8–12. The multiplications b ← (A
(p)
(i) | 0)V and X ′ ←

X ′U cost O(r2 B(log(rpm))) while the r divisions leading to the solution of X ′D = b cost
O(rB(log(rpm))).

Finally, one HNF computation needs to be performed in Step 13 of Algorithm 6. The matrix
QcomB is in Zk×r, and the bit size of its entries is bounded by O(log(pm)) since they are
the result of a rational reconstruction from elements in (Z/pmZ). Therefore according to [34,
Proposition 6.3], this costs

O(krν−1 log(δ) + kr log(r) B(log(∆))),

where δ = (
√
rpm)r. Note that k ∈ L∆(a, c + o(1)) while r ∈ L∆(a, o(1)), so this complexity

is bounded by the one stated in the claim. We also know that |U | 6 (
√
rpm)r, therefore,

|V | 6 k|(oi)i|(
√
rpm)r, and the result follows from the fact that log |oi| ∈ L∆(a, c+ o(1)).

The last part that needs to be addressed is the choice of the p-adic precision m. It directly
derives from the essential requirement for the rational reconstruction of a rational number d/l,
namely that pm > 2ld.

Proposition 4.3. Let S be such that log |αi|j 6 S for i 6 N ′, j 6 r and a, c such that
the bit size of the entries of the kernel vectors and the number N ′ of relations collected are in
L∆(a, c+ o(1)), then the p-adic precision must satisfy

m ∈ O(r log(S) + L∆(a, c+ o(1))).
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Proof. We assume that each αi coming from the relation search satisfies log |αi|j 6 S.

Therefore, each βXi = α
xi,1
1 . . . α

xi,N′

N ′ coming from a kernel vector Xi satisfies log |βXi |j 6
SN ′|X| ∈ S · 2L∆(a,c+o(1)). Let L(x) := (log |x|1, . . . , log |x|r). Then, each solution in Step 10
of Algorithm 6 is a solution to an equation of the form

∑
j6r xjL(βXj ) = L(βXj0 ). The xj ∈ Q

can be expressed as

xj = det(L(βX1
), . . . , L(βXj0 ), . . . , L(βXr ))/det(L(βX1

), . . . , L(βXr )).

The numerator and denominator of the above expression are bounded from below by 0.2 (an
absolute lower bound on the regulator), and by the Hadamard bound rr/2(S · 2L∆(a,c+o(1)))r

from above. Therefore, we must have pm > 2rr(S · 2L∆(a,c+o(1)))2r.

In order to find the initial independent units, we utilize the same proof. The only difference
is that, since we do not have a full rank system, we cannot use the lower regulator bound to
obtain a lower bound for the denominator above. We have to replace this by a bound derived
from the lower bound of the size of a non-torsion unit: S(β) > 21

128 (log n/n2).
We note that an additional advantage of the p-adic approach is the inherent potential to

parallelize: suppose after choosing independent units we then perform the above algorithm for
two different p-adic splitting fields Kp1,2 at half the precision each. The Chinese remainder
theorem (CRT) will allow us to combine the relations.

4.3. Certifying the result

Assume we are given the elementary divisors of a tentative class group of cardinality h′, the
generators (αi)i6N ′ of the principal ideals of the relations and the row vectors (Vi)i6r in

ZN
′

such that the
∏
j α

Vi,j
i are a minimal generating set of the units found from the kernel

vectors of the relation matrix. If O is the maximal order, we use an approximation of the
Euler product to certify the result: hR = (|µ|

√
|∆|/2r1(2π)r2) lims→1((s − 1)ζK(s)), where

ζK(s) =
∑

a (1/N (a)s) is the usual ζ-function associated to K and |µ| is the cardinality of µ
the group of torsion units. Indeed, it allows us to derive a bound h∗ in polynomial time under
GRH that satisfies h∗ 6 hR < 2h∗ (see [3]). If the tentative class number and regulator do
not satisfy this inequality, we declare a failure (or in practice, collect more relations).

We want to adapt this to general orders. Let f be the conductor of O in OK . Jenner [21]
showed that

ζO(s) :=
∏(

1− 1

NO(P)−s

)
where the product runs over all maximal ideals in O, and defines a zeta function for O, that
is a complex function with a meromorphic continuation on C with a simple pole at 1. Here,
NO(A) = |O/A| denotes the norm of some ideal A in O. Defining φO(s) :=

∏
(1−NO(P)−s)

for any order O and s ∈ C and the product running over all primes O ⊃ P ⊇ f, he showed

ζO(s) = ζOK (s)

∏
(1−NOK (P)−s)∏
(1−NO(P)−s)

= ζOK (s)
φOK (s)

φO(s)

for the ordinary zeta function ζK = ζOK of K and complex functions φOK , φO.

Neukirch [26, Theorem I.12.12] shows that the index of the unit group of O in the unit
group of OK satisfies

(OK∗ : O∗) =
h(OK)

h(O)

|(OK/f)∗|
|(O/f)∗|

.

Furthermore [26, Theorem I.12.11], the Chinese remainder theorem yields

O/f = ⊕OP/fOP
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where OP is the localization at P and the sum runs over all maximal ideals P ⊇ f (the terms
are trivial for the others). Now we define the canonical projection

Π : OP/fOP → OP/POP = O/P.

Since the map is surjective and all rings are finite, we get

|O/P||ker Π| = |OP/fOP|.

It is trivial to see that x ∈ OP/f is a unit if and only if Π(x) is a unit, so

|(OP/f)
∗| = (NO(P)− 1)|ker Π| = (NO(P)− 1)

|OP/f|
NO(P)

.

Combining this with the CRT, we see

|(O/f)∗| =
∏
|(OP/f)

∗| =
∏ NO(P)− 1

NO(P)

∏
|OP/f| = NO(f)

∏ NO(P)− 1

NO(P)

= NO(f)φO(1).

Lastly, we note

(OK∗ : O∗) = (OK∗ : 〈µ(OK),O∗〉)(〈µ(OK),O∗〉 : O∗) =
R(O)

|µ(O)|
|µ(OK)|
R(OK)

where µ(O) denotes the torsion part of O∗ and |µ(O)| is the size of the group it generates,
that is, the order of µ(O).

Now we have all ingredients to get the class number formula for O:

res ζO|s=1 = res ζOK |s=1
φOK (1)

φO(1)

= 2r1(2π)r2h(OK)
R(OK)

|µ(OK)|
|disc(OK)|−1/2 |OK/f|

NOK (f)

NO(f)

|O/f|

= 2r1(2π)r2(OK∗ : O∗)h(O)
NO(f)

NOK (f)

R(OK)

|µ(OK)|
|disc(OK)|−1/2

= 2r1(2π)r2
R(O)h(O)

|µ(O)|
N−1
O (f)|disc(OK)|−1/2.

Since N 2
O(f) = NOK (f) and disc(O) = disc(OK)N 2

O(f) we get the class number formula in this
case.

To use the class number formula we need to compute some approximation of res ζO|s=1 as
stated above. The algorithm in [3] derives an approximation to res ζOK |s=1 from the prime
ideals of norm bounded by C log(|disc(OK)|)2 using a polynomial time algorithm. We note
that to compute the primes in OK above a rational prime p, we need only the p-maximal over
order Op of O which can easily be computed using polynomial time algorithms. As the result
of this step we have an approximation to res ζOK |s=1, as well as approximations to φOK (1) and
φO(1). Bach’s algorithm guarantees the precision of the residue, and for the approximations
to φO(1) and φOK (1) we note that the error comes from the maximal ideals of norm greater
than C log(|disc(O)|)2 above the conductor where C is the constant used in the approximation
of the Euler product. Hence the error is close to 1.

To use the data, that is to perform this test, we need (an approximation to) R(O),
thus we need to compute fixed point approximations of the log |αi|j and first compute the

approximations of the log |βi|j where βi =
∏
j α

Vi,j
i . Let R′ be the determinant of the matrix
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whose row vectors are the (log |βi|1, . . . , log |βi|r). If R′ is computed with enough precision,
then certifying the result boils down to verifying that h∗ 6 h′R′ < 2h∗. Assume that we

compute ̂log |αi|j such that | ̂log |αi|j − log |αi|j | 6 2−q. Then as each addition induces a loss
of one bit of precision, whereas each multiplication by x ∈ Z induces a loss of log |x| bits of

precision, we get ̂log |βi|j such that | ̂log |βi|j− log |βi|j | 6 2−q
′

where q′ = q−(N ′+log |V |). To
handle the loss of precision due to the determinant computation, we use the following lemma.

Lemma 4.4. Let Ω = (ω1, . . . , ωr) and Ω̂ = (ω̂1, . . . , ω̂r) be r×r matrices with |Ω−Ω̂| 6 2−q
′
,

then |det(Ω)− det(Ω̂)| 6 rr/2+1(|Ω|r−1 + 1)2−q
′.

Proof. We have by multilinearity of the determinant and by Hadamard’s inequality

|det Ω̂− det Ω| =
∣∣∣∣ k∑
i=1

det(ω1, . . . , ωi−1, ω̂i − ωi, ω̂i+1, . . . , ω̂k)

∣∣∣∣
6 rr/2+1(|Ω|r−1 + 1)2−q

′
.

As log |αi|j 6 S, we have log |βi|j 6 N ′|V |S. Therefore, by Lemma 4.4, we obtain R′ with
precision q′′ where q′′ = q′ − (((r/2) + 1) + log((N ′|V |S)r−1 + 1)).

Proposition 4.5. Let S be such that log |αi|j 6 S, vectors (Vi)i6N ′ such that the βi =∏
j α

Vi,j
j generate the units derived from the kernel vectors of the relation matrix, and a, c such

that N ′, log |V | 6 L∆(a, c). By taking fixed point approximations at a precision q satisfying

q = N ′ + log |V |+
(
r

2
+ 1

)
+ log((N ′|V |S)r−1 + 1) ∈ O(L∆(a, c+ o(1)) + r log(S)),

we can certify the result in time O(L∆(a, c+ o(1)) + r log(S)).

5. Compact representation

Assume that we have units βi =
∏
j α

Vi,j
j where log |αi|k 6 S, the number of terms N ′

and |V | satisfy N ′, log |V | 6 L∆(a, b). We want to rewrite these products as βi =
∏
j γ

lj

j

where the γj have polynomial size, and where the number of terms is polynomial. Such a
decomposition is called a compact representation. An exponential algorithm was presented
in [35]. In this section, we present a subexponential time algorithm. Our method is summarized
in Algorithm 7. In the following, we denote by Poly(∆) the set of values that can be bounded by
a polynomial in ∆ of degree in O(n). These values have their logarithm bounded by log(|∆|)d
for some d > 0.

Algorithm 7. Compact representation.

Input: βj =
∏
i6N ′ α

Vi,j
i and ( ̂log |βj |i)i6r+1 such that | ̂log |βj |i − log |βi|i| 6 2−q for (βj)j6r

units with log |βj |i, log(q), log |V |, N ′ ∈ L∆(a, c+ o(1)) with 0 < a < 1, c > 0, and l > 0.

Output: (γi,j/di,j) with γi,j ∈ O, di,j ∈ Z>0, ‖γi,j‖, di,j ∈ Poly(|∆|) and βj =
∏
i6k γ

li

i,j ,
k ∈ O(log |∆|).

1: ( ̂log |βi|1 . . . , ̂log |βi|r+1)i6r ← LLL reduction of ( ̂log |βj |1 . . . , ̂log |βj |r+1)j6r.
2: for j = 1 . . . r do
3: β ← βj , I ← O, c← 1.
4: Let kj minimal such that (1/lk) log |βj |i 6 log ∆, vi ← exp(l−k log |βj |i).
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5: for i 6 kj do
6: B ← I l, (wj)j ← (vlj)j , c← cl.

7: w ← n
√∏

wj and di ∈ Z>0 such that B−1 = (1/di)C for C ⊆ O.
8: Let δ be a 1st LLL-basis element of C with respect to T2,(wj/w)j (δ) :=

∑
|δ|2iw2

j/w
2.

9: I ← Bδ/di, (vj)j6r+1 ← (wj · |δ|j/di)j6r+1.
10: c← cδ, δi ← δ/di.
11: end for
12: δ0 ← β

∏
16i6k δi modulo primes pj with N (pi) ∈ O(|∆|) then reconstruct with CRT.

13: (γi,j)16i6k ← (δ−1
i )16i6k, γ0,j ← δ0.

14: end for
15: return (γi,j)16j6r,i6k, k = maxj kj .

Proposition 5.1. Algorithm 7 is correct and runs in time O(L∆(a, c+ o(1)) + n5 log(S)).

Proof. At Step 1, we use the quasi-linear LLL-reduction algorithm of [27] which runs in
time O(L∆(a, c+ o(1)) + n5 log(S)) and ensures that log |βi|j ∈ O(|∆|). Furthermore, we still

have |̂log |β|i − log |β|i| 6 2−q
′

for some log(q′) ∈ L∆(a, c+ o(1)).
Then the loop between Step 4 and 10 preserves the fact that I = (c) and N (I) =

∏
i vi.

It iteratively constructs (δi)16i6k such that ‖δlik . . . δi · (β)l
k−i‖ =

∑
j v

2
j ∈ Poly(∆) with ‖δi‖

and their denominators in Poly(∆) as well.
Let us prove the conditions on the sizes of the elements. Since

∏
wj/w = 1, we get ‖δ‖ 6

2O(n)|∆|1/2nN (C)1/n and therefore N (I) ∈ O(|∆|O(1)). We also have

T2(δ) =
∑
j

|δ|2j =
∑
|δ|2j

w2
j

r2

r2

w2
j

6

(∑
j

|δ|4j
w4
j

w4

)1/2

︸ ︷︷ ︸
6T2,(wj/w)(δ)

(∑
j

w4

w4
j

)1/2

by Cauchy–Schwarz. Since
∑
v2
j 6 ∆, we have vj 6 ∆1/2 and therefore wj 6 ∆l/2. From∏

wj = N(B) > 1, we see wj > ∆−n+1, hence
∑
w4/w4

j ∈ Poly(∆). Finally, for the new vi

we have
∑
v2
i = T2,(wj/r)j (α) 6 2n n

√
d(C) = O(|∆|O(1)).

The precision issues are the last aspect we need to check. We know fixed points

approximations (1/li)l̂og |β|j of (1/li) log |β|j with L∆(a, c + o(1)) bits of precision. It turns
out that

|vi − |β|i| = |e
̂1

li
log |β|j − e

1

li
log |β|j | = e

1

li
log |β|j |1− e

̂1

li
log |β|j− 1

li
log |β|j |

6 e
1

li
log |β|j |1− e2−q

′

| ∼ e
1

li
log |β|j2−q

′
.

Since log |β|i ∈ O(|∆|) and log(q′) ∈ L∆(a, c+o(1)), our precision remains with L∆(a, c+o(1))
even when we calculate the vi.

6. Conclusion

The different parts of the ideal class group and unit group computation algorithm presented in
this document run in subexponential time. The bound S on log |αi|j is polynomial because of
the bounds on the norms of the algebraic norms of the αi. To make our claim, we need to rely
on the heuristic that sufficiently many relations will span all possible relations. We therefore
make the weakest assumption we can afford, which is that a number N ′ of relations such that
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N ′/N is subexponential will suffice. By the saturation method presented in [7], it is possible to
guess all the missing relations from the divisors of the index of the current lattice of relations
and the index of the current lattice of units. However, as shown in § 4.2, this index can have
a subexponential number of digits, making it impossible to factor in a reasonable time.

Heuristic 3. Assume N = L∆(a, c1) for some 0 < a < 1 and c1 > 0. Then it suffices
to collect N ′ relations with the methods of § 3 to generate all possible relations if N ′/N =
L∆(b, c2) for 0 < b < a and c2 > 0.

Theorem 6.1 (GRH + Heuristic 1 + Heuristic 3). We have an algorithm to compute the
ideal class group and a compact representation of a fundamental system of units of an order
O of discriminant ∆ in a number field of degree n in time L∆(a, c) where:

– a = 2/3 + ε for ε > 0 arbitrarily small in the general case;
– a = 1/2 when n 6 log(|∆|)3/4−ε for ε > 0 arbitrarily small.

Under the stronger assumption Heuristic 2, and in restricted classes of input, we have the
following result.

Theorem 6.2 (GRH + Heuristic 2 + Heuristic 3). When K = Q[X]/T [X] and d =
log(maxi |ti|) with n = n0 log(|∆|)α(1 + o(1)) and d = d0 log(|∆|)1−α(1 + o(1)) for some
0 < α < 1 and n0, d0 > 0, then we have an L∆(a, c) algorithm for class group and unit group
computation for some c > 0 and a satisfying 1− a > α > 1− 2a, a > 1/3 and a > α.
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