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THE HAUSDORFF DIMENSION OF AN ERGODIC INVARIANT 
MEASURE FOR A PIECEWISE MONOTONIC MAP 

OF THE INTERVAL 

FRANZ HOFBAUER AND PETER RAITH 

ABSTRACT. We consider a piecewise monotonie and piecewise continuous map T 
on the interval. If T has a derivative of bounded variation, we show for an ergodic 
invariant measure /x with positive Ljapunov exponent AM that the Hausdorff dimension 
of [i equals /iM / AM. 

1. Introduction. A map T on the interval [0,1] is called piecewise monotonie, if 
there exists a finite or countable set Z of pairwise disjoint open subintervals of [0,1] such 
that T\Z is strictly monotone and continuous for all Z G Z. If Z is finite, we say that T 
is a map with finitely many monotonie pieces. It suffices to define T on [JzeZ Z. We are 
interested in E% :— n£20 T~l(UzeZ Z)> m e s e t °f a ^ points, for which all iterates of T are 
defined. We consider an ergodic T-invariant measure \i concentrated on Ez. Its Ljapunov 
exponent is denoted by Â  and its entropy by h^. The Hausdorff dimension HD(/x) of /x 
is defined as the infimum of the Hausdorff dimensions HD(X), the infimum taken over 
all X C [0,1] with n(X) — 1. The aim of this paper is to show HD(/i) = h^j A .̂ 

In order to give the exact statement of the result we define /7-variation. For p > 0, 
g: [0,1] —> R and a subinterval [a, b] of [0,1] define 

m 
vmP[ab]S = sup{]£ |g(*i-i) - g(Xi)\p : m G H,a < x0 < xx < • • • < xm < b} 

We say that a piecewise monotonie map has a derivative of bounded/?-variation, if there 
exists a function g: [0,1] —• R with var^0 ^ g < oo and ^(JC) = 0 for JC G [0,1] \ UzeZ ^ 
such that T\Z is an antiderivative of g|Z for Z G Z. We denote g by T'. Furthermore, if 
/i is an ergodic T-in variant measure on Ez, we can define the Ljapunov exponent AM by 
J log | T'\ d\i. The result of this paper is then 

THEOREM 1. Let T be a map on [0,1 ] with finitely many monotonie pieces and a 
derivative of bounded p-variation for some p > O.Iffi is an ergodic T-invariant measure 
with Ljapunov exponent Â  > 0, then HD^) = h^j AM. 

REMARK. Actually we shall show a bit more. Theorem 1 also holds, if T is piecewise 
monotonie with the following additional property: The set of all JC, which satisfy x G T(Z) 
for infinitely many Z ^ Z, is at most countable. If T has finitely many monotonie pieces, 
there are no such x. Furthermore, this property is also satisfied, if T: [0,1] —> [0,1] is 
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HAUSDORFF DIMENSION OF AN ERGODIC INVARIANT 85 

continuous and if the endpoints of the intervals in Z have only finitely or countably many 
limit points. 

A proof of this formula for C^-maps T on [0,1] under additional conditions is given 
in the appendix of [4], using a result about entropy proved in [1]. If discontinuities are 
allowed for T, one has the problem that the image of an interval might not be an interval. 
Hence the proof in this paper follows different lines than that in [4] . In Section 2 we 
show that, under certain conditions, the Hausdorff dimension does not change, if one 
only allows certain intervals in its definition. These intervals are chosen such that they 
behave well with respect to the discontinuities of T. In Sections 3 and 4, this and certain 
techniques about piecewise monotonie maps, for example Markov extensions, are used 
to prove the desired formula. 

Theorem 1 is trivial, if \i is concentrated on a periodic orbit. If this does not happen, 
then /i has no atoms, as \x is ergodic. We shall assume this throughout the paper. 

Next we prove a lemma which shows how the assumptions of Theorem 1 will be used 
in the proofs of this paper. A function g: [0,1] —• R is said to be regular, if g(x+) := 
limyj* g(y) and g(x—) := l im^ g(y) exist for all x G [0,1]. It is easy to see that a function 
is regular, if it is of bounded/?-variation. A family y of disjoint open subintervals of [0,1] 
is called a \i-partition, if fi(UYey 10 = 1-

LEMMA 1. Let $ : [0,1] —> [0, oo) satisfy var[0 X] i/> < °° and\j){0) = ip{\) = 0. 
Let [i be a probability measure on [0,1] such that g := logV> G Ll(fj,). Then, for every 
e > 0 there is a [i -partition y of[0,1] into intervals, such that 

(1.1) sup \g(x)-g(y)\ <s for all Ye ? 
x,y<EY 

and such that 

(i.2) - Z>(y )k> g / x (y )<oo 
YeJ 

PROOF. Let / be a subinterval of [0,1]. Then we have varf g < (sup \y var[0 X] ip, 
where the supremum is taken over all x in the image of / under %/j. For a > 0 and 
c := var̂ o {] -0 we get that 

(1.3) ^ ^ a on/=> var^p < cct~p 

As %IJ is regular, we can define N = {z G [0,1] : ip(z) — 0,ip(z+) — 0 or ifj(z—) = 
0} . Then N is closed and contains 0 and 1. Hence [0,1] \ N is the disjoint union of 
finitely or countably many open intervals. We denote the set of these intervals by X. Since 
J log V> d[i exists, it follows that \i (N) — 0 and X is a /i -partition. In order to construct y, 
which will be a refinement of X, we define w: Ujex J - > ^ a s follows. For each J G X fix 
an uj G J. Set w(x) = v a r j ^ g for JC G 7, x > uj and set w(x) = — var^My] g for x G 7, 
x < uj. Then w\J is increasing for every J G X. If / is a compact subinterval of some 
J £ X, then V̂  is bounded away from zero in / by definition of TV and w is bounded on / 
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86 F. HOFBAUER AND P. RAITH 

by (1.3). Hence w is finite on each J G X. If J — (a, b) then w(a+) = — oo, if and only if 
xjj (a+) — 0 and w(b—) = oo, if and only if -0 (b—) = 0. We can assume that E is less than 
one. Fix some J G X. For i G Z let j ; be an inverse image of iep under the monotonie 
function w\J. Here we say that y is an inverse image of x, if w(y—) < x < w(j+). As 
w|7 is increasing, there are a > — oo and r < oo such that >>; exists for a < i < i. 
If J — (a, b), we have a — —oo, if and only if xjj (a+) = 0 and r = oo, if and only if 
xj; (b—) — 0. If o > —oo, we set ya — a, and if r < oo, we set yT — b. The intervals 
(yj,yj+\) form a partition of J up to a countable set and hence a fi -partition, since \i has 
no atoms. We do this for all J G X. As X is a //-partition, we get in this way a //-partition 
y refining X. By definition of w and 9^ we have (1.1). 

It remains to show (1.2). As ijj is bounded, there is an r G Z with sup[0 X] g < r+1. We 

construct a partition (^,/)i</<?(/),-oo</<r of y, such that 7y/ := UyeWi Y is a n interval 

fori <j < q(l)<md-oo < I < r, such that/-1 < g(x) < /+1 for all* G Ujfj 7/,/, where 

—oo < I < r, and such that there is a constant b satisfying Ejfj card lijj < be~2p(l~l) 

for - o o < / < r. To this end set # r = { Y G ^ : infr g > r - 1}. Let (^>)7>i be 

the coarsest partition of Wr, such that J7> := UFG<w Y is a subinterval of the closure of 

some element of X. Cancel those lij^ which satisfy supj g < r. The remaining *W£r are 
the sets rWj>r. It follows that r— 1 < g <r+l holds on U/>i /,>• Furthermore, for every 
y > 1, there is a point in Jjr, whose value under g is larger than r, and for each endpoint 
of Jjj there is a Y G 9^ vvith F ^ //,r, which has this point as a common endpoint with 7 ; r 

and which contains a point in its closure, whose value is less than or equal to r — 1 (if we 
go through this step with m instead of r, for each end point of J^m either the above holds 
or there is a J{S with 1 < i < q{s) and m < s < r, which has this point as a common 
endpoint with 77;m, such that the Y G y, which is contained in J^m and adjacent to Jis 

contains a point in its closure, whose value is less than or equal to s— 1 ). Hence, if there are 
n different//>r, we get (2n—l)(er—er~ly < var^01] x/j =: c. This implies 2«—1 < c{e^Yp 

for some x G (r — 1, r), and hence n < c(e r - 1) - p . This means that there are only finitely 
many different Jjr and that their number q(r) is bounded by ce~p^~x\ As Jjr is an interval, 
we get vary g < ce~p(r~~l) by (1.3), since i/> > er_1 on 7/>r. This and the definition of y 
imply card WM < c£-pe-p(r-l\ So we get Y%=\ card ^ > < be~lp{r-X) with fe = <?e-p. 
We have shown all desired properties of (^,/)i </<<?(/) for / = r. As £ < 1 the above 
construction gives also that supy g < r for all Y G y \ \Jj=\ *Mj>r. Suppose we have 
constructed (^,/)1</<^(/),m<Kr and that supy^ < m+l for all K G 9^\ U/=m+1 U/={ ^ , / -
Then we can go through the above construction with y \ \Jr

l=m+l U?l] ^j,i instead of y 
and with m instead of r, which gives (^,m)i</<^(m) with the desired properties. Since g 
is bounded on each element of y, every Y G y will belong to some 14jj. Hence we end 
with a partition CMj,/)i</<^(/)-oo</<r of y. 

Set ^ r = 3p(r - /) for Y G U/5i ^/,/- Since - / - 1 < -^(x) if x is in some Y G 

Ujfî *Wj,z, we get E F G ^ ^r/i(>0 < 3 / ? J r + l - ^ J / x < 3p(r + 1 - J £ rf/i)< oo. Since 
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Zj=i card Wu < be-2p{l~X) we get 

q(D 
£ e'Pr = £ e~Mr~l) E c a r d Wu < b^2~3r) £ e~pl < oo. 
relX i<r j=i i>-r 

Hence the inequality 

(1.4) -x\ogx<f3x + -e~p 

e 

i m p l i e s - ^ ^ ^ ^ ( ^ ^ M W ^ ^ ^ r ^ ^ ^ ^ + i & e r ^ - ^ < oo which is (1.2). • 
We use Lemma 1 as follows. For a //-partition y set % = V£T0

l T~iy := 
{ nj=o T~lYt ^ 9 : Yt e J"} which is again a //-partition of [0,1], as \x is T-invariant. 
Furthermore, set Ey = fl̂ Li Dye% »̂ w m c n w e n a v e already introduced above for Z. 
Then p,(Ey) = 1. If x G Ey, for all n, there is a unique element in % which contains x. 
We denote it Yn(x). The length of an interval J is denoted by | / | . Finally set <p — log | T'\ 
mdSnip = ^(por. 

COROLLARY 1. Let T be a piecewise monotonie map with respect to Z which has 
a derivative of bounded p-variation for some p > 0. Let p, be an ergodic T-invariant 
measure on E% with Ljapunov exponent AM > 0. Then for every e > 0 there is a finite 
or countable p -partition y of[0,1] into intervals, which refines Z, such that for x G Ey 
one has 

(1.5) k ^ - i o g — i — f e?*««y)dy\<neforalln>l 

and such that (1.2) holds. 

PROOF. We apply Lemma 1 with ip = | T'\. This is possible, since V is bounded and 
Â  = J*log 17*1 d\i > 0, which imply <p = log 17*1 G Ll(p). By (1.1) it is impossible, 
that a zero of T is in an Y G y. This and T(x) = 0 for x <j£ \JZeZ Z imply that y refines 
Z. From (1.1) we get sup eY„(x) \^n^p(x) — Snip(y)\ < ne for all x G Ey and all n G N, 
which implies ( 1.5). • 

In the course of the proof of Theorem 1 we only shall use the conclusions of Corol
lary 1 and the fact that \T'\ is bounded. If T has finitely many monotonie pieces and if 
17*1 is bounded away from zero and regular, then (p is bounded and regular, and hence 
for every e > 0 there is a finite p-partition y of [0,1] (it covers UzezZ UP t o a finite 
set), such that (1.1) holds. This implies (1.5) for x G Ey as in the above proof. Since y 
is finite, (1.2) is trivial. Hence if T has finitely many monotonie pieces, Theorem 1 holds 
also under the assumption, that 17* | is bounded away from zero and regular. 

We give an application of this result to the problem considered in [5]. Suppose that 
the piecewise monotonie map T is expanding, that is inf[o,i] | T'| > 1, and that ip := 
log | T' | is regular. One considers a T-invariant perfect subset R of [0,1] and defines 
p(t) as the pressure of the function —tip on (R, T\R). One can define the pressure in this 
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case approximating ip uniformly by piecewise constant functions (see [5]). Since T is 
expanding, 11—> p(t) is strictly decreasing with /?(0) = htop(R, T) > 0 and p(t) < 0 for 
some t > 0. It is shown in [5] , that HD(7?) equals the unique zero tR of p: R + —> R. 
The easier part of the proof is to show that HD(7?) < tR (Theorem 1 of [5]). Using the 
above result, the other inequality is also easy. Let v be an equilibrium state of — tRtp on 
(/?, T\R), which exists since T is expanding. It means that 0 = p(tR) — hv — tRXv. As 
T is expanding, we get Â  > 0 and the above result implies HD(z/) = hvj \v. Hence 
HD(R) > HD(i/) = tRXv/ Xv = tR, the desired result. 

2. The Hausdorff dimension. In this section we prepare some results about the 
Hausdorff dimension. Let A be a subset of the set of all subintervals of [0,1] and define 
a diameter of the intervals in A. For X C [0,1] let C(A,6 ,X) be the set of all finite or 
countable covers of X by elements of A with diameter less than S. Set 

H *(X) - inf{ a : lim inf V IA\a = 0} 

Let Zl be the set of all open subintervals of [0,1] and define the diameter of an interval 
in 11 as the length of the interval. Then H<u(X) is the Hausdorff dimension of X. 

LEMMA2. IfXk C [0,1]fork > 1 andX = U ^ Xk, then Ha(X) = s u p ^ H*(X*). 

PROOF. Since Xk C X, we get W^(Xk) < Hx(X) for all k. On the other hand, 
choose a > supjt>1 \\^{Xk) arbitrary. Then for every 6 > 0 and 77 > 0 there is an 
% G C(A,8,Xk) with T.Ae% \Ma < £ . Set ^ = U ^ %. Then ^ G C(A,à ,X) and 
EAG^ M a < Eë=! EAG^ |A|a < ry. Hence Hĵ (X) < a . By the choice of a we get 
Ha(X) < s u p ^ H*(X*). -

Let 7 be a piecewise monotonie map with respect to Z> and let y be a /x-partition of 
[0,1], which refines Z. Remember that % = V?~o ^ ^ ^ % = H~ 1 Uyeft y- W e 

have [i(Ey) — 1. Furthermore set ^ = U^Li 9w- For Y G ^ we define the diameter 
as follows. The diameter of Y is less than or equal to 6 if and only if Y G % for some 
n > J-. If X C % , then C(0^,«,X) ^ 0 for all 5 > 0 and H^(X) is defined. In 
order to prove an equality of this dimension and the Hausdorff dimension, we need the 
following result. Recall that, if x G Ey, then Yn(x) denotes the unique element of %, 
which contains x. Throughout the paper we fix 7 G (0, A^). For a /x-partition y set 
My = {xe Ey : there is a c(x) > 0 with | y„(jc)| < c(x)e'ln for all n > 1}. 

LEMMA 3. Fix e G (0, AM — 7) and let ybe a ji-partition such that (1.5) holds for 
allx G Ey. Then ti(My) = 1. 

PROOF. By the ergodic theorem we have Hindoo -Sn(p(x) = X^ for almost every x. 
Hence the set G := {x : 3 m{x) G N with ^Sn(f(x) > 7 +s M n > m(x)} has //-measure 
one, since 7 + e < A .̂ Then for x G G D £ y and rc > m(x) one has 

\Yn(x)\ = ( - ^ ^ ^ ^ W r f y J ' V ^ W l <<T^(*)+ne < e~7" 

since 7™ Y„(JC) is a subinterval of [0,1]. This shows G Pi Ey C My. As //(G) = n(Ey) — 
1 we get // (My) — 1. • 

https://doi.org/10.4153/CMB-1992-013-x Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1992-013-x


HAUSDORFF DIMENSION OF AN ERGODIC INVARIANT 89 

LEMMA 4. Fix e G (0, AM —7 ). Let ^beaji -partition, such that (1.5) for allx G Ey 
and (1.2) hold. Then HD(/i) = inf H<i/(X) the infimum taken over all measurable subsets 
XofMywith^(X) = 1. 

PROOF. We show first, that for every measurable X C [0,1] and for every # > 0 
there is an X C My with 

(2.1) X C X, ti(X\ X) = Oand fV(X) - 0 < Ha(X) < H^(X) 

To this end set f3Y = -log/i(F) G R+ U {oo} for F G îX and ^ ; = {F G IX : /8y < 
m} for i > 1. Then Wt

: C Win and Ugi ^ = T := { Y € J ' MOO > 0} . Set 
^ o = 0 and for i > 1 set dY = i, if F G ̂  \ ^ _ i . Then we have </y - 1 < ±/3Y < 
dY. This implies that E£ i E y ^ M W = EYey(dY - 1)//(F) < ± E y ^/3r / i (F) = 
- ^ r ErG^M(F)log/z(F) < oo by (1.2). Furthermore we get £ £ , e~*7/card ^ = 
Ey r̂y- E/_^K £ — j_ -̂,?7 ^yç^"e — i_̂ -i>7 -̂Ve*̂  £ K < oo, since 

Set Af* = {x G % : | Yn(x)\ < ke~ln for n > 1}. Then M* C M*+1 and U^i Mk = 
My. Lemma 3 implies /i(M*) —> 1 for /: —> oo. Furthermore set 9 ^ = { D r̂J r~'F, / 0 : 
F, G ^ i n t } , which is a subset of %, and set ̂  = f)£L i Dyey? ̂ » w n i c n is a subset of Ey. 
Since /idJre^ ^) = 1» which implies ^(\JYe% F) = 1 for all n, we get /x([0,1] \ Ek) < 
Z™0ZY?<wi+k»(T~iY) = E ^ E ^ M O O - Since E ^ E ^ / i f f l < oo, as shown 
above, we get /i( [0,1] \ Ek) —• 0 for ifc —• oo. Set X* = XH £* H M* andX = \Jf=lXk. 
Then X C My, X C X and /i(X \ X) = 0. 

Since F H M* ^ 0 for F G 9Ç implies | Y\ < ke~lr, we get from X* C Mk that 
C<y, ±,X*) C C(Zl,ke-lr,Xk). Hence H Î / ( * ) < H^(X^). As this holds for all k, and 
as U£i X* = X, by Lemma 2 we get Hfi(X) < H^(X), which is one half of (2.1). 

Now set d(rX$) = k*e~lrd card?? + 2 ^ £ £ r + 1 éT*7/card <W|̂ , which is finite 
for ïï > 0, as EjSi e-1?7' card ^ < oo is shown above. Choose g > Hqj(X) arbitrary. 
Since Xk C X, we have H<u(Xk) < Q for all k. Fix r G N arbitrary. As £ > Hiz(Xjt), for 
alltf > 0, for all 77 > Oand for all 6 > 0, there is an ^ G C(U,6,Xk) with 

^ d(rX$) 

Fix an A G ^ . For x G A D Xk let m(x) > r be minimal, such that Fm(jC)(;c) C A. We 
set B(x) = FmW(jc). Such an m(jc) exists, since Xk C Af̂ . As JC G B(JC) Pi Xk, we have 
^ W € 92KX), because F H £, - 0 for F G %{x) \ y*(x). Set XA = {B(x) : x G 
A n X*}. Since every x G A Pi Xk is in £(jt), we get JTA G C(7^, ±, A Pi X*). We show 
that card{ B(x) : m(x) = /} < 2 card <Wi+k for / > r. If 5(JC) G 9f, then there is a unique 
Geyi-i W l t n #(•*) C G. Suppose that, for 1 < / < 3, there are different Gt G 9î_i and 
xi G AD Xk with m(jc/) = / and B(xt) C G/. Suppose that G^ is between G\ and G3 in 
[0,1]. As x\ G Gi and X3 G G3 are both in A and as A is an interval, we have G2 C A, 
which contradicts m(x2) = /. Hence there are at most two G\, G2 G 9î-i» which contain 
all £(JC) with m(x) = / and all £(;t) satisfy 5(JC) = G/ H T_/F with i = 1 or 2 and with 
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Y G <Wi+k- This implies card{B(x) : m(x) = /} < 2 card <WWk for / > r. As B(JC) G #*, 
if ra(jc) = r, we get card{#(jc) : m(x) — r) < c a r d ^ . Because of B(x) C A we have 
\B(x)\ < \A\. Since B(x) = Ym{x)(x) and x G Mk we have |£(*)| < ke'lm{x). These 
assertions give 

E l#l p+tf < 

V
I 

II 

El*l 

|A|«(*« 

|A|ed(r, 

s|e|'> < H e 

cardD? 

E i*r 
oo 

/=r+l 

-7/T? 2 card ^ ) 

Now set A" = LUe^X*- Then X G C(^ , 7,X^). The above estimate and (2.2) imply 
Y,BeX I#|Q+® < d{r, k, d) EAG^ |A| ^ < r/. As r and r/ were arbitrary, we get Hq/(Xk) < 
g + #. As Q > H-u(X) was arbitrary, we get H^(Xk) < H<u(X) + $. Lemma 2 implies 

H ^ W - 0 < H«(X). 
Hence we have shown that for all measurable X C [0,1] and for all $ > 0 there is 

an X C My such that (2.1) holds. This implies that inf Hy(X) - # < inf H<u(X) := 
HD(/z) £ inf H<j/(X) where the first and third infimum is taken over all X C My with 
fji(X) = 1 and the second infimum is taken over all X c [0,1] with /i(X) = 1. As $ was 
arbitrary, we get the desired result. • 

The following result is similar to Proposition 2.2 of [6]. 

LEMMA 5. Let ybe a \x -partition and X a measurable subset of M y with [i (X) > 0. 
Suppose that, for all x G X, we have 

(2.3) g <liminf , , V
V , / <limsup ,Vy / < £ 

«-oo log |K r t (x) | n^oo \og\Yn(x)\ 

Then 6_ < H^(X) < J. 

f iog^(r„u)) 
PROOF. Let $ > 0 be arbitrary and set Xk = { JC G X : 6_ - # < w i Y ^ / ^ 

<$" + tf Vrc > jfc}. Then X* C Xk+l and X = Uj£, X*. In particular, /z(X*) —• /i(X) > 0. By 
definition of X* we get 

(2.4) Be \J%andBnXk^(b=* \B\6-^ > /z(£) > | £ | ^ 

Let X G C(<^, ±,X*) be arbitrary. By (2.4), we get E ^ | £ | ^ > Esex H(B) > /i(X,) 
for r > k. If k is large enough, such that /i(X^) > 0, this implies that è_ — $ < H^(X^) 
and hence £ — # < H<j/(X). Since # was arbitrary, this gives 6_ < Hy(X). 

Now set Mk — {x G Ey : | F„(x)| < ke~ln for n > 1} and choose r] > 0 and r G N 
arbitrary. Set X = {B G # : BHXknMk^ 0}.ThenX rG C{V, ±,XknMk). By (2.4) 

we get ESGJC |^|^^+7/ < supfiG^ l^l^ E ^ x MW < ™PB<EX \B\^ s i n c e t h e elements 
of Xr are pairwise disjoint. As B H Af* ^ 0, if B G X , this implies Efiex |5 |6 + 1 , +^ < 
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krie~vlr
9 which tends to zero for r —• oo. Hence H^/(^ n M*) < ê + ïï + rj. As Afy- = 

U^! Mjfc and as X C Afy-, this and Lemma 2 imply H^(X) < I + # + 77. Since $ > 0 
and 77 > 0 were arbitrary, we get U^iX) <S. m 

3. Proof of the formula for the Hausdorff dimension. In this section we put the 
lemmas together in order to get the proof of Theorem 1. One step is still missing. It will 
need results about a Markov extension of piecewise monotonie maps. We introduce it in 
Section 4 and show first, how the proof of Theorem 1 follows. 

LEMMA 6. Suppose that T is piecewise monotonie with respect to Z and that T has 
a bounded derivative (defined in the same way as derivative of bounded variation). Set 
Wz '.= {x : x E T(Z) for infinitely many Z G Z} and suppose that W% is at most 
countable. Suppose further that [i is an ergodic T-invariant measure on E% with h^ > 0. 
Let y be a p-partition refining Z which satisfies (1.2). For x G Ey let rn(x) be the 
distance ofTn(x) G 7™(Fn+i(;c)J to the nearer endpoint of the interval VfYn+i (x)) (to 
one of the endpoints, if both have the same distance). Then linv-+oo \ logrn(jc) = Ofor 
p-almost all x G [0,1]. 

PROOF. AS y refines Z, T is also piecewise monotonie with respect to y and as y 
is a \i -partition, p is concentrated on Ey. Since T is strictly monotone on each interval in 
Z, we get Wy C Wz. Hence the desired result follows immediately from Proposition 2 
in Section 4. • 

LEMMA 1. Suppose that the assumptions about T in Lemma 6 hold and that p is an 
ergodic T-invariant measure on E%. Fix e G (0, AM — 7). Let y be a p-partition, which 
refines Z> such that (1.5) for all x G Ey and (1.2) hold. Then there is asetL C My with 
p(L) = 1, such that (2.3) holds for allx G L with 6_ = y ^ and with 6 = yt^-

PROOF. By (1.2) and the Shannon-McMillan-Breiman-Theorem there is a set L\ C 
Ey with \i(L{) = 1, such that for all x G L\ the sequence — £ \ogp(Yn(x)) converges to 
hp(T, 90- This equals h^ since, by Lemma 3, y is a generator for /x. 

Now consider - 1 log | Yn(x)\ = I log ^ JYn(x) e
s»^ dy - \ log | T Yn{x)\. Let L2 

be the set of all x G Ey, for which limn^oo \Snip(x) = AM holds. Since p(Ey) = 1, the 
ergodic theorem implies //(L2) = 1. By (1.5) we have 

I -Sn^(x) - - log — i - j - / e s ^ dy\ < e 
]n n \Yn(x)\ JYn(x) I 

for x G L2 C Ey and n > 1. This gives for x G L2 that the sequence 

n \Yn(x)\ JYn(x) 

has its limit points in [A^ — e, Â  + e]. 
Because of 7™(y„(jc)) C [0,1], we get that - \ log|r*(rn(jc))| > 0, and for x G 

U n L2 that l imsup^^ ^ l l t l ^ Â^F- S i n c e /* (^ to ) < 1 and | Yn(x)\ < 1 for 
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n > 1 we have lim inf^oo °^rY"(*J > 0 = y1^, if h^ = 0. If h^ > 0, it follows from 

Lemma 6, that there is a set L3 C E ^ with /x(L3) = 1, such that Hindoo £ log r„(x) = 0 

for* <EL3. As r ( j t ) G r ( r n + 1 ( j c ) ) C r (y n ( jc ) ) and hence r„(jc) < \r(Yn(x))\ < l ,we 

K 

for JC G L\ H L2 D L3. Hence the desired result follows for L — L\ Pi L2 H L3 Pi Af̂ -. 

Using also Lemma 3, we get /x(L) = 1. • 

1 / \ , iog/i(y„(jc)) 
get - ^ log J ^ ( F n W j l —• 0 for all x G L3, which implies l iminf^oo log[Y„(jC)| > 

Now we can give the proof of Theorem 1 and the Remark following it. 

PROOF. Let e G (0, A^ — 7 ) be arbitrary. By Corollary 1 there is a \i-partition y 

refining Z , such that (1.5) for all x G Ey and (1.2) hold. Lemma 4 says that HD(/x) = 

inf Hy(X), where the infimum is taken over all X C My with /x(X) = 1. By Lemmas 5 

and 7 there is a set L C My with /x(L) = 1 and Hq/(L) < ^ % j . Hence HD(/i) < x %^. 

On the other hand, if X C My is arbitrary such that /x(X) = 1, and if L is as in Lemma 7, 

then fi(Xn L)= 1 and (2.3) holds for all x G X H L with £_ = y ^ • Hence Hy(X) > 

H<jXXH L) > Y17 by Lemma 5. This implies HD(/i) > y - ^ . As e was arbitrary, we 

getHD(/x) = /i^/AM. • 

4. Markov extensions. This section is independent of the previous part of the pa

per. We introduce a Markov extension of piecewise monotonie maps, an important tool 

for their investigation. We use it to prove a result, namely Proposition 2 and Corollary 2 

below, which is needed to show Lemma 6, but which might also be of independent in

terest. First we give the definition of the Markov extension, as it is done in [3] and de

scribe its basic properties. Let Z be the collection of intervals, with respect to which T 

is piecewise monotonie. Recall that Z& = Vk~$ T~lZ. The map Tk~l is strictly mono

tone on each Z E Zk and Tk~l(Z) is an open subinterval of some element of Z for 

Z G Zk. Set ©! = Z , for k > 2 set 2 \ = 24-1 U { Tk~\Z) : Z G Zk} and finally set 

<D = (jjg, ©*. For D G © define D' = { ( i , D ) : x G D} so that the sets D' are disjoint 

copies of the sets D G 2). Now define X = \JDE(D^ a n d two projections 7r: X —> [0,1] 

by 7T(JC, D) = x and i/> : X —> 2) by \/j (JC, /)) = Z). Since each £)' is canonically isomorphic 

to the open interval D, and since X is the disjoint union of the sets D\ X is in a natural 

way a locally compact, a-compact, metric space, on which ix is continuous. Furthermore 

set Ek — UzeZk Z- We have Ek = n{=o ^" ' (^O- For * ^ ^ » remember that Z^(JC) is the 

unique element of Z&, which contains JC. Define /: £1 —> X by /(JC) = (JC, ZI(JC)), which is 

in X, since ZJ(JC) G Z C <D for all JC G £1. Finally set f(jc,D) = (7JC, 7(D) n ZI(7JC)) . 

Since T is defined on E\ and since ZI(7JC) exists only for Tx G £1 , T is defined only on 

T r - ^ r - H E i ) H £1) = T T - 1 ^ ) . We show that f is well defined. Since D = 7*_1(Z) 

for some ifc > 1 and some Z G Z*, we get T(Z)) H ZI(7JC) = 7*(Z H 7 ^ * ( Z I ( 7 J C ) ) ) and 

Z H T-k(Zi(Txj) G Z*+1. Hence T(D) H ZI(TJC) G © and Tx G T(D) n ZI(7JC) follows 

trivially from JC G D, such that (7JC, T(D) D ZI(7JC)) G X. The definition of t implies 

T o 7T = 7T o f. As f is defined on 7r_1 (£2)» this implies that V is defined on TT~1 (EJ+\ ). 
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Hence all iterates of t are defined on IT l (E£). We compute T7'(/(*)). As / is defined on 
E\, the above implies that V o / is defined on Ej+\. We have i(x) = (JC, Z\ (JC)) . It follows 
by induction that 

(4.1) F(i(xj) = (Fx, P(Zj+dx))) for* € Ej+l 

since r(r /-1(z /(x))) H Zx(T
lx) = 7*(Z/(jc)n T-l(zx(T

lx))) = 7*(Z/+I(JC)). The defini
tions in [2] and in [3] are slightly different. But the results we shall use from these two 
papers are not affected by these differences. 

What we have to do, is to lift the ergodic T-invariant measure /i with h^ > 0 to 
(X, T) as it is done in [3] for maps with finitely many monotonie pieces. To this end set 
fix = /i o T 1 and fin — £ EJpô fi\ ° T~k. Then fin is a well defined probability measure 
on X, since 7* o / is defined on Ek+X, which is a set of //-measure one. 

LEMMA 8. Suppose that T is piecexvise monotonie with respect to Z> and that \x is 
an ergodic T-invariant measure on E% with h^ > 0 and — T,zeZ I1 (7) log/i(Z) < oo. If 
for all k G N and all e > 0 there is a finite subset J of*Dk with ^([JDe(Dk\ 7®) < £> 
then the zero-measure is not a weak limit point of(fin)n>\. 

PROOF. We assume that the zero-measure is a weak limit point of (fin)n>\ and shall 
arrive at a contradiction. To this end define/: E\ —> [1, oo) by/(jc) = — log /x (zx(x)) +1. 
As n(E\) — 1 , / is defined /i-almost everythere. By assumption we have Jfdfi < oo. 
Set Xk = UDGÎU ̂  C l a n d define /*:X —• [l,oo) by fk = 1^(/ o 7r). Remark that 
TT(X) — Ex. First we show that for all k > 1 and for all 8 > 0 there is an infinite subset 
1(8) of S such that 

(4.2) jfkdfin<8,\/n£l(8). 

To this end, fix a finite f C *Dk, such that /x(G) is so small that Jc/d/x < f, where 
G = UDGÎZ\\ 7 D. Set N = card J . For D G J choose/D: £i —• R +, such that/D < / , 
such that supp/p is a compact subset of D and such that J D / — fDd[i < ^ . Set g = 
W + E D G j ( f - / z ) ) ; T h e n g > 0 a n d J g o 7 r ^ = l-E^ SgoTd^i = Jgdfi < | for 
all rc. Furthermore,/^ < Y,DejfD+g° n where//) = l/y(/D o 7r). AS supp/o is a compact 
subset of D and as ^ D 7 : D7 —> D is a homeomorphism,/# has compact support in X. 
As we assume that the zero-measure is a weak limit point of (fin)n>\, a subsequence 
of (S T,DeffD dfin)n>\ converges to zero. As J g o 7r J/2rt < | for all n, the sequence 
(Sfkdfin)n>\ has a limit point in [0, §]. This implies (4.2). 

There is a map tf : [0,1] —• [0,1] with # (r) | 0 for r | 0 such that 

(4.3) sup f fo Vd\i < ti (n(AJ) for all measurable A C [0,1] 

This holds with # (r) = y^r + /i ({ JC : /(JC) > -^ } ) since 

JAf°TJd» < ^(A) + ii{{x:f(T\x))>^}) = -J=/i(A) + /i({* :/(*) > -J=}) 
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for r = /i(A). 
Fix k G N and e > 0. Choose 77 > 0 such that d(j]) < e. Set 7 = I(erj) and 

fix n G 7. Set <Bn = {Z G Z* : ±Sji o / < e onZ} and J^i = Zn \ <Bn. As 
nSnfk ° * is constant on each element of Z^, we get ^S//* o / > eonA„ := Uze^, Z. 
Since n G 7 = I(srj), we get J ^ 5 ^ ° 'd/i < £77 by (4.2) and hence n(An) < rj. 
This, the definition of 77 and (4.3) imply 5An ^Srfdfi < e. As £„/" is constant on el
ements of Z>n, for Z G Zy, we can define /?z = Srf(x), where JC G Z is arbitrary. 
By ( 1.4) we get - E Z G ^ M (Z) log /x (Z) < Eze^ /feM (Z) + 7 Eze^ *_/fe • Furthermore 
ZzeA» e-*** < (ZzeZ J0*"™-1)" = e~n < 1 and i E z e ^ /fe/x(Z) < SAn '-SJdfi < e. 
Hence -iEZ ez,M(^)logM(Z) < -l- Eze^ M (Z) log/x (Z) + £ + ^ Set X := 
EzE^M(^).IfX > 0 ,wege t -E z ^ / i (Z ) log /x (Z)= - X E z e ^ ^ f l o g ^ f - x l o g x 
< log card (Bn + ̂ . This implies 

1 1 2 
(4.4) — V /i(Z) log /x(Z) < - log card % + — + € for AI G / 

n zeZ, * *" 
If X = 0, (4.4) holds without the first term in its right hand side. Then one needs no 
estimate of card (Bn and the last paragraph of this proof with a(eyk) = 0 leads to the 
desired contradiction. If \ > 0, it remains to estimate card (Bn for n G 7. 

To this end remember that the map/ is constant on each element of Z and let f3z G 
[l,oo) be its value on Z G Z. For / > 1 set Xt = {Z G Z : / < /?z < / + 1}. 
Then E/>i ^ 'cardJÇ - E/>i EzeJQ e~l < T,ZEZ^Z+X = £zezM(Z) = 1 and hence 
card Xi < el for / > 1. Let P{e, n) be the set of all partitions (Af/)/>0 of { 0 , 1 , . . . , n — 1} 
with 0 $ M0 and E/>o /card Af/ < en. We define a map Q : S„ —-> P(e,n) as follows. 
Fix Z G «n and let Zm G Z be such that Z = f l^o 7^mZm. For 0 < m < n - 1 set 
Dm = r " ( n £ 0 r-^Z.) G ©. Now define Q(Z) = (Af/)/>0 where M0 = {m : Dm £ <Dk} 
md Mi = {m : Dm e 2\ ,Zm G JÇ} for / > 1. As D0 = Zo G ©1, we get 0 £ Af0. 
By definition of Af/ and Xi we get E/>o /card Af/ < E/>i EmeM, / < £m£M0 ftv By (4.1) 
we have ^( / (x)) G D^ for all x G Z. As Dm C Zm, we get/* o 7™ (/(*)) = /fe„, if 
m $ Mo which means Dw G (Dk. This implies Em^M0 few < Sjk{i(x^j for JC G Z. Hence 
the definition of $„ implies that E/>o /card Af/ < /te showing g(Z) = (M/)/>0 G P(e,n). 

Having defined Q: *Bn —»• P(e,n) we get 

(4.5) card #n < card P(e, n) sup card Q~l(Af/)/>0 
P(£,n) 

We begin with the estimation of card g _ 1 ((Af/)/>0) for a fixed (Af/)/>0 G P(e, n). We have 
to fill {0, l, . . . ,n— 1} withZm G Z according to the definition of Q. Let 7i,/2,... ,/s be 
the maximal disjoint intervals in { 0 , 1 , . . . , n — 1}, such that Uj= j // = Af0. As 0 ^ Af0 we 
get s < card(U/>i Af/) < E/>i /cardAf/ < ne. Remember that Zb,Zi,... ,Z7- determine 
D7 = P(illq=0 T~qZq) and that Z7 can be recovered from Dj as it is the unique element of Z 
which contains Dj. Consider some lr with 1 < r < s. Suppose that 7 , .= { M , H + 1 , . . . , M + 

v — 1} and that Zm and hence also Dm are already chosen for 0 < m < u. As 0 ^ Af0, 
we have w > 0. We have to find Zm for u < m < u + v, such that Dm $• (Dk. Theorem 9 
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of [2] implies the following for u < m < u + v. If Dm-\ is already determined then there 
are at most two possibilities for Dm, and if there are two possibilities for Dw, then there 
is only one possibility for Dm+j with 1 < j < min{ k, u + v — m}. As Zm is uniquely 
determined by Dm, there are at most 2*+1 possibilities to fill Ir — { w, u +1,..., u + v — 1} 
with sets Zm. Furthermore, if m G M/ and / > 1 then Zm has to be in Xi. Hence we get 
cardg-^CM/W) < (n/>inWGM /card^)(n;=12(ca rdV^i). Because of cardJQ < é 
we get 

logfl Yl cardJÇ = ^ card M/log card JQ < ]T/card M/< ne 
l>\mEMi l>\ l>\ 

as (M/)/>o G P(e,n). Because of s < ne we get 

log n 2(card/^*)+1 <s\ogl + \ cardMolog2 < ne + \. 
j=\ k k 

Hence we have shown that 

(4.6) log card £_1((M,),>0) <2^ + ̂  for all (M/)/>0 G P(e,n) 

In addition to this, (4.5) requires the estimation of card P(e, n). 
To this end set R = {(«/)/>o '• «/ > 0, £/>oH/ = n, E/>o7«/ < £ft}- Then 

cardP(e,n) < E(n;),>oe/?«7 n/>o «/!. We have for every (w/)/>o G /? that n7- < y and 
max{7 : nj ^ 0} < en. Hence card/? < ^ j f , where [en] = max{ra G N : m < en}. 
By Stirling's formula we get the existence of a c\ > 0 and a c*2 < oo with cinn+2 e-w < 
n! < C2nn+îe~n for all n G N, which implies log card R < d\+en for some constant d\ < 
oo. It implies also that log(n!/ II/>oW/!) < logC2—logci+(n+^)log^+(n—n0)logno — 
E(logci + nj logny), where the sum is taken over ally > 1 with ttj ^ 0. For (n/)/>o £ ^ 
we estimate the right hand side of this inequality in three steps. The definition ofR gives 
n — n0 < T,j>ijrtj < enand^ < -^, which implies (n + ̂ ) log -jf- < — (n + |)log(l — e). 
As card{y : nj ^ 0} < en we get — En^ol°gci < — en\ogc\. Finally using (1.4), the 
definition of R and E/>i nj = n — no < £^ imply (n — no) log no — E/>i w/ log nj = 
-n0 E;>i * log % < n0E;>i(/' - loge)% + ^ E;>i ^ '+ l o g £ < «e - ne loge + f e ^ . 
Setting d2 = logC2 — logci and d^ — 1 + g(gl_i) ~ logci, these three inequalities imply 
log(n!/ Uj>orij\) < d2 - (n + ^)log(l - e) + d3ne - ne loge for all (/i/)./>o € /?. As 
log card/? < di +ne we get log card P(e, n) < d\ + d2 — (n+ ^)log(l — e) + (l +d^)ne — 
ne loge. 

This estimate of P(e,n), (4.5) and (4.6) imply that all limit points of the sequence 
(£ log card S„)„G/ are in an interval [0, a(e,k)], where a(e,k) tends to zero, if e —> 0 
and /: —• oo and where / is the infinite subset of N introduced above. Together with (4.4) 
we get that liminfn_^oo(— £ EzeZ* M^log/^C^)) ^ [0, a(e,Â:) + e]. Since e > 0 and 
fc G N were arbitrary, we get h^(T, Z) = 0. We show that Z is a generator for /x, which 
then implies nM = 0, the desired contradiction. To this end we show 

oo 

(4.7) /z(/) = 0forall/GZbo := M T1 Z 
i=0 
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Suppose that /i(/) > 0 for some / G Z^. As p, is 7-invariant, this implies Tk(I) Pi / ^ 0 
for some k > 1. As Tk(I) C J for some 7 G Zbo and as the elements of Z^ are pairwise 
disjoint, this gives Tk(I) C I. As p is ergodic, we get /i(Uf=d ^ W ) = 1- But ^1 ^ W *s 

monotone for 0 < i < k — 1, which implies that h^ = 0, a contradiction. Hence (4.7) 
holds and Z is a generator. • 

PROPOSITION 1. Suppose that T is piecewise monotonie with respect to Z and that \i 
is an ergodic T-invariant measure on E% with h^ > 0 and — T,zeZ A*(Z) l°g M(Z) < °°-
If the set Wz '• — {* : x G T(Z) for infinitely many Z G Z} /s at most countable, then 
there is an ergodic T-invariantprobability measure p onX satisfying fi o TT~1 = [i. 

PROOF. We apply Theorem 2 of [3]. The first one of the two assumptions of this 
theorem is that for A C [0,1] the measurability of 7r_1(A) modulo a set TT~1(N) with 
fi(N) — 0 implies the measurability of A up to a /i-nullset. This follows since i~x o 
7T_1(A) = Afl E\ and fi(E\) = 1. The second one is the existence of a set TV of p-
measure zero such that 

(4. 8) x,yeX\ 7r_1(A0 and TT(JC) = ir(y) => fn(x) = fn(y) for some n 

It follows from (ii) of Theorem 1 in [2], that Af can be chosen as the union of those sets 
of Zbo •— V^o T~lZ, which contain an endpoint of some D G <D. This is a countable 
union of sets, each of which has /i-measure zero by (4.7). Hence p(N) = 0 and (4.8) 
follows. Furthermore, since T is defined only on X\ 7r_1 (E2), in order to make the proof 
of Theorem 2 in [3] work, we have to show the following continuity result. Consider 
some De (D. As D is a subset of some Z e Z,f maps D' Pi 7r_1 (E2) monotonically and 
bijectively to \}C^H C> where 9f is a finite or countable subset of (D. If K is a compact 
subset of some C with C G Of, this implies that f_1 (K)n D' is compact and contained in 
/ypl 7r-1(£2)- This fact shows the following. If g : X —» R has compact support, extend 
g of to all of X, setting it equal to zero outside ir~x (E2), which is the set, on which t is 
not defined. Using the above result for K — supp gd C for all C G Of, we get that the 
extended got is continuous on D' and hence on all of X. Now Theorem 2 of [3] implies 
that (fin)n>i has a weak limit point /2. Furthermore, if ft is not the zero-measure, it has 
the desired properties. In order to show this, we check that the zero-measure is not a limit 
point of (fin)n>i using Lemma 8. 

To this end set V* = { x : x G D for infinitely many D G 2 \ } . We show by induction 
that V* is at most countable. As £>i = Z, we have V\ = 0. Hence suppose that the 
assertion is shown for k = / — 1. Choose JC G Vi \ Vi~\. This means that there is a 
sequence (A)/>i in £>/ \ 2)/_i with x G A . By definition of £>/ there are A/ G Z/ with 
A = r^^A/) . Since A, = B( H r-(/-1}(Z/) for some Bt G Z/_i and Z, G Z, we get 
D, = T(Ei) n Z/, where £; = Tl~2(Bi) G 2)/-i. For each £; there is a unique ^ G Z 
with Ei C F*. We consider two cases. The first case is that there is a F G Z and an 
infinite subset / of N with Yt = Y for all / G / . As x G A C T{Et) C T(Y) for / G / , 
there is a ^ G F with 7(jy) = x. As 7| F is strictly monotone and continuous, x G T(Et) 
implies y G Et for 1 G / . Hence y G V/_i and x G r(V/_i). The second case is that each 
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Y G Z occurs only finitely many times in (K;);>i. Hence (y,-)/>i contains infinitely many 
different elements of Z. As x G T(Yf) for all /, we get JC G W%- We have shown that 
x G T(Vi-i) U Wz, which gives V{ C Vi-i U r(V/_i) U Wz. This implies that V/ is at 
most countable, finishing the induction. For all k we have f] Uûeiw j D — Vît, where the 
intersection is taken over all finite subsets f of *Dk. As fi is ergodic and /zM > 0 and 
hence /i has no atoms, we get /z(V*) = 0. This implies the condition in Lemma 8. The 
zero-measure is not a weak limit point of (fin)n>i • • 

Now we can show 

PROPOSITION 2. Suppose that T is piecewise monotonie with respect to Z and has a 
bounded derivative. Suppose further that the set W% := {x : x G T(Z) for infinitely many 
Z G Z} is at most countable. Forx G E% letrn(x) be the distance of T1^) G 7™(Zn+i(jc)) 
to £/ie nearer endpointofthe interval7™(Z„+I(JC)J. //"/x w #n ergodic T-invariant measure 
on E% with h^ > 0 and — EzeZ M(2) log /x(Z) < oo, we have that limn_^oo - log rn(x) = 
Ofor [i -almost allx G Ez-

PROOF. Let fi be as in Proposition 1. Since X = Lbe^T)7, there is an E G *D with 
fi(Ef) > 0 and an interval C C E with /2(C) > 0 where C = Ef Pi 7r_1(C), such that 
the distance from C to the endpoints of E is greater than or equal to some d > 0. All 
iterates of t are defined on the set 7r~l(Ez), whose fi-measure equals fi(Ez) = 1. Set 
L = {Je G T T " 1 ^ \ AO : Hindoo } EJlJ \c{tl(x)) = /2(C)}> where Wis as in (4.8). As 
fi is ergodic and as /2(7r_1(A0) = /i(A0 = 0, the ergodic theorem implies that fi(L) = 1. 
By (4.8), x G L and 7r(jc) = 7r(j>) imply that y £ L. Hence the set L := 7r(L) satisfies 
L = 7T-l(L). We have /x(L) = fi(L) = 1. 

Fix JC G L. Let Hi,fl2,... be the succesive integers, such that 7"* o i(x) G C for 
/: > 1. As i(x) G L, this sequence is infinite and lim^oo ^ = /2(C) > 0, which implies 
lirn^oo ^ = 1. For7 > 0 set Dj = ^(V o *(JC)), which is T{Zj+l{x)) by (4.1). For 
k > 0 we have rW)t(jc) > J, as T71* o /(je) G C and Dnk = E. Choose c G (l,oo), such 
that c > sup^^JJ 17*|. Suppose that a is an endpoint of Dj with T)(JC) = | P(x) — a\. 
As Dj+\ is a subinterval of the interval T(Dj), which can be seen from the definition of 
f, we get that rj+i(x) < \Tj+l(x) - T(a)\ < c\P(x) - a\ < cr7(jc). For fixed; let k be 
minimal, such that w* > j . Then we get A)(JC) > c~(n*_;Vn;t(;c) > c~(nk~nk~l)d. This implies 
j log rj(x) > —nk~k

n_k~l loge + j log J. As JC G L, we have lim^oo ^ = 1 and hence the 
right hand side of the above inequality tends to zero for; —• oo. As logr;(jc) < 0, this 
implies that 4 log r7(jc) —• 0 for; —> oo. This holds for all JC G L and /x(L) = 1. • 

COROLLARY 2. Set C = [0,1] \ \JzeZ^- Under the conditions of Proposition 2 we 
have linv-,00 £ logdist(7™(jc), Q = Ofor /x-almost all x. 

PROOF. This follows, since 7™(zn+i(jc)) is a subinterval of some interval in Z and 
hence rn(jc) < dist(7™(jc), C) < 1. • 
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