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The paper presents a two-dimensional (2D) extended envelope memory polynomial model for concurrent dual-band radio
frequency (RF) power amplifiers (PAs). The model is derived based on the physical knowledge of a dual-band RF PA. The
derived model contains cross-modulation terms not included in previously published models; these terms are found to be
of importance for both behavioral modeling and digital predistortion (DPD). The performance of the derived model is eval-
uated both as the behavioral model and DPD, and the performance is compared with state-of-the-art 2D-DPD and dual-band
generalized memory polynomial (DB-GMP) models. Experimental result shows that the proposed model resulted in normal-
ized mean square error of 251.7/251.6 dB and adjacent channel error power ratio of 263.1/263.4 dB, for channel 1/2,
whereas the 2D-DPD resulted in the largest model error and DB-GMP resulted in model parameters that are three times
more than those resulted with the proposed model with the same performance. As pre-distorter, the proposed model resulted
in adjacent channel power ratio of 255.8/254.6 dB for channel 1/2 and is 7–10 dB lower than those resulted with the
2D-DPD model and 2–4 dB lower compared with the DB-GMP model.
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I . I N T R O D U C T I O N

Growing demand for higher data rates along with the global
concern on green technologies places challenging require-
ments on wireless transmitters. To accommodate higher
data rates, significant efforts have been made to design multi-
band transmitters to support multiple standards in different
frequency bands. More specifically, dual-band radiofrequency
(RF) power amplifiers (PAs) that can accommodate signals in
two different frequency bands have been successfully designed
and tested [1–3].

The non-linear behavior of RF PAs in the transmitter chain
causes well-known hardware impairments. The non-linear
distortion, which typically is dynamic, contains both
in-band distortion and spectral regrowth, i.e. spectral spread-
ing into the adjacent bands, thus interfering with signals in
these channels. There are numerous publications on the lin-
earization and efficiency improvement of single-input–single-
output (SISO) RF PAs [4–6]. Digital predistortion (DPD) is a
well-known technique and is applied to compensate PA non-
linear behavior and to improve the overall power efficiency of

the RF transmitters. In DPD, an inverse mathematical model
of the PA is used and put upstream of the PA to produce a
linear output signal. Thus, an accurate mathematical model
is required for the linearization of RF PAs.

When dealing with the concurrent dual-band RF PAs,
SISO DPD methods cannot be used, since there are two
input and two output signals. In multi-band PAs, the non-
linear distortions are classified as in-band and cross-band dis-
tortions [7–10]. Both these distortion types should be included
in behavioral models and DPD techniques for modeling and
linearizing concurrent multi-band PAs.

In recent years, several techniques have been proposed to
compensate the non-linear distortions in concurrent dual-
band PAs. In [11], a frequency selective compensation tech-
nique is proposed. A large-signal network analyzer was used
to characterize the PA’s behavior, and to extract DPD coeffi-
cients. In [12], a dual-band DPD system architecture is pro-
posed. The DPD system architecture used a memory
polynomial-based pre-distorter and in the feedback path, a
subsampling receiver is used.

One of the most commonly used DPD model structures for
concurrent dual-band PA is the two-dimensional (2D)-DPD
model proposed in [13] and used in [9, 14–16]. It is an exten-
sion of the SISO parallel Hammerstein (PH) model [17] to
concurrent dual-band PAs. The extension was made by intro-
ducing two input signals to the SISO PH model and expanding
to the frequency bands of interest. Because of the two signals,
the total number of model parameters increases significantly.
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In [15] and [16], the 2D augmented Hammerstein (2D-AH)
and 2D modified memory polynomial (2D-MMP) models
were proposed. They are simplified variants of the 2D-DPD
model and give a comparative performance in terms of nor-
malized mean-square error (NMSE) and adjacent channel
power ratio (ACPR) with reduced number of model para-
meters. However, these models (2D-AH and 2D-MMP)
require complex two-step identification processes.

Recently a concurrent dual-band Volterra series was pro-
posed [18] for modeling and linearization of a concurrent
dual-band PAs. However, using the Volterra series for multi-
band systems is not feasible due to a high number of model
parameters [19]. In [20], a dual-band generalized memory
polynomial (DB-GMP) model was derived by pruning the
concurrent dual-band Volterra series. Other 2D memory
polynomial models have also been proposed [21–23] to
reduce the number of model parameters by applying
pruning techniques to the 2D-DPD model. In [24], a
reduced complexity DB-DPD model is proposed for the enve-
lope tracking concurrent dual-band PAs.

In this paper, we derive a novel 2D extended envelope
memory polynomial (2D-EEMP) model based on the physical
knowledge of a concurrent dual-band RF PA. The derived
model is an extension of SISO EEMP model [25]. SISO
EEMP model is considered due to a low number of model
parameters and its performance [25] compared with SISO
PH and GMP models. The derived model includes important
cross-modulation terms and to the best of authors knowledge,
these terms are not present in any previously published
models.

The paper is organized as follows: in Section II, the model
derivation is made along with necessary assumptions. Section
III describes system identification and performance metrics.
The experimental setup is discussed in Section IV. In
Section V, the performance of 2D-EEMP behavioral model
is evaluated on the commercially available wide-band ampli-
fier. Moreover, the DPD performance of the proposed
model is evaluated on two different PAs and the performance
comparison against previously published 2D-DPD [13] and
DB-GMP [20] models are made. Discussion is made in
Section VI and conclusions are drawn in Section VII.

I I . T H E O R Y

To derive a mathematical model based on a physical PA
model, we consider the block structure in Fig. 1, proposed
in [26]. In Fig. 1, HI (v) and HO (v) represent time-invariant
filters that describe the input and output matching networks,
respectively. The feedback filter F(v) is a low-pass filter that
describes thermal, bias, and trapping effects [26]. The block
K( . ) is the non-linear current source, generating the non-
linear distortion [25, 26].

The model shown in Fig. 1 has been used previously to
derive PA models for SISO PAs [25, 27–29]. We extend the
derivation of the SISO EEMP [25] model to concurrent dual-
band PAs.

We derive an equivalent low-pass model for input and
output signals centered around two different carrier frequen-
cies, vc1 and vc2 . Complex equivalent low-pass signals are
denoted by, e.g. ũ(t); the corresponding RF signal is denote
u(t). The relationship between RF signals (or bandpass

signals) and the equivalent low-pass signals is [25]

u(t) = <[ũ(t)ejvct] = <[A(t)ej(vct+f(t))]
= A(t) cos[vct + f(t)]. (1)

We consider continuous time signals, e.g. u(t) and discrete-
time signals, e.g. ũ(n). Convolution is represented by ∗,
whereas ( . )∗ denotes the complex conjugate.

We assume that the input signal x(t) in Fig. 1 is composed
of two independently modulated signals operating at vc1 and
vc2

x(t) = x1(t) + x2(t)
= A1(t) cos[vc1 t + f1(t)] + A2(t) cos[vc2 t

+ f2(t)]. (2)

Here Ai (t) and fi (t) are the amplitude and phase modulation
of carrier ci, respectively. We assume that the frequency
dependance of HI (v) is negligible [25] and hence,

u(t) = hI,1x1(t − t1) + hI,2x2(t − t2), (3)

where hI,1, hI,2 are the filter gain, and t1, t2 are delays. This
assumption is reasonable, as a strong frequency dependence
would degrade the EVM (error vector magnitude) of an amp-
lified signal considerably [25].

The block K( . ) in Fig. 1 is assumed to be static [25, 26].
Under this assumption, the output of K( . ) is

v(t) = K[e(t)] = K[u(t) − f ∗ v(t)]

=
∑P

p=1

ap[u(t) − f ∗ v(t)]p, (4)

where K[ . ] is modeled by a polynomial of order P, and f is the
impulse response of the feedback filter F(v); v(t) is the output
and is an infinite sum of loops. The feedback loop is broken
after one loop as in [25] and is denoted v1 (t). This is a well-
founded approximation since the loop represents effects that
are small relative to the output signals [26], and it is implicitly
assumed in all memory polynomial-type models. By applying

Fig. 1. The model structure proposed in [26], which represents the bandpass
behavior of an RF PA. HI (v) and HO (v) are linear filters representing the
input and output matching networks, F(v) is a linear filter for the feedback
representing bias modulation and thermal memory effects, and K( . ) is a
static non-linearity [27]. The x(t) is the input signal, and y(t) is the output
signal.
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the binomial theorem (4) becomes,

v1(t) =
∑P

p=1

∑p

r=0

ap
p

p − r

( )
ur(t)(−f ∗ v(t))p−r. (5)

Since the feedback loop is broken after one round and no
additional filtering is taking place, f ∗ v(t) can be approxi-
mated by [25],

f ∗ v(t) = f ∗
∑P

q=1

aquq(t). (6)

Inserting (6) in (5) gives

v1(t) =
∑P

p=1

∑p

r=0

ap
p

p − r

( )
ur(t) −f ∗

∑P

q=1

aquq(t)
( )p−r

. (7)

Inserting the dual-band input signal in (3) into (7) and
applying the binomial theorem twice results in

v1(t) =
∑P

p=1

∑p

r=0

ap
p

p − r

( )
(u1(t) + u2(t))r

f ∗
∑P

q=1

aq(u1(t) + u2(t))q

( )p−r

=
∑P

p=1

∑p

r=0

ap
p

p − r

( )∑r

k=0

r

r − k

( )
uk

1(t)ur−k
2 (t)

−f ∗
∑P

q=1

aq

∑q

h=0

q

q − h

( )
uh

1(t)uq−h
2 (t)

( )p−r

.

(8)

In the present form, (8) result in a large number of terms
and in order to simplify, we assume that the dominant
terms are those for which p 2 r ¼ 0 or p 2 r ¼ 1, i.e. only
second-order mixing is allowed as in [25]. Equation (8) can
then be further simplified to,

v1(t) =
∑P

p=1

∑p

r=0

∑r

k=0

ap
p

p − r

( )
r

r − k

( )
uk

1(t)ur−k
2 (t)

−f ∗
∑P

q=1

∑q

h=0

aq
q

q − h

( )
uh

1(t)uq−h
2 (t)

( )
.

(9)

The terms in (9) are centered at all possible intermodula-
tion frequencies. However, in the following we have restricted
ourself to the terms that are centered around vc1 and vc2 ,
respectively.

For signal components located at vc1 , the exponent of u1 (t)
must be odd and exponent of u2 (t) must be even and vice
versa for vc2 . These requirements are straight forward if the
analytical signal of (9) is considered in frequency domain
(cf. [30] and references therein). To find terms of a certain
non-linear order in (9), we use a method similar to that in
[31]. Table 1 lists all possible third-order non-linear terms
located at vc1 and the corresponding equivalent low-pass
terms.

The assumption that F(v) has a low-pass characteristics
that does not pass any signal components at vc1 or above,
gives that the terms in rows 1, 3a, 3b, 5, 6b, 8, 9a, and 9b, of
Table 1 are filtered out. The third-order terms within the
bandwidth of interest at vc1 after filtering are those given in
Table 2. In Table 2, the term in row 3 is a second-order differ-
ence term that down-converts to vc1 − vc2 , then filtered by
F(v) and finally up-converts back to vc1 . The inclusion of
this term is of importance as the second-order difference
term falls on top of the impedance and mixes back as an inter-
modulation distortion products [32].

The fifth- and seventh-order terms corresponding to the
third-order terms in Table 2 are given in Tables 3 and 4,
respectively. In Table 3, the terms in rows 11 and 12 are the
second-order difference terms that down-converts, then fil-
tered by F(v) and then up-converts to vc1 . Similarly, in
Table 4 the terms in rows 21, 22, and 23 are also second-order
difference terms that down-converts and up-converts to vc1 .
Note that these terms to the best of authors knowledge are
not included in any of the published models [13, 15, 16, 22],
though they are third to seventh-order cross-modulation
terms and, hence, might be important for modeling and
linearization.

The terms given in Tables 2–4 are in a form that can be dir-
ectly translated into a closed form equivalent low-pass
representation as

ṽ1(t) =
∑P−1

p=0
p:even

∑p

q=0
q:even

a1
p,qũ1(t)|ũ1(t)|p−q|ũ2(t)|q (10a)

+
∑P−1

p=2
p:even

∑p

q=0
q:even

a2
p,qũ1(t) −f ∗ |ũ1(t)|p−q|ũ2(t)|q

( )
(10b)

Table 1. Third-order terms and equivalent low-pass representations at
vc1 .

# Bandpass Equivalent low pass

1 −f ∗ u3
1(t)

( )
−f ∗ ũ1(t)|ũ1(t)|2

2 u1(t) −f ∗ u2
1(t)

( )
ũ1(t)(−f ∗ |ũ1(t)|2)

3a u2
1(t) −f ∗ u1(t)

( )
|ũ1(t)|2(−f ∗ ũ1(t))

3b u2
1(t) −f ∗ u1(t)

( )
ũ2

1(t)(−f ∗ ũ∗
1(t))

4 u3
1(t) ũ1(n)|ũ1(t)|2

5 −f ∗ u1(t)u2
2(t)

( )
−f ∗ ũ1(t)|ũ2(t)|2

6a u2 (t)( 2 f∗u1 (t)u2 (t)) ũ2(t)(−f ∗ ũ1(t)ũ∗
2(t))

6b u2 (t)( 2 f∗u1 (t)u2 (t)) ũ∗
2(t) −f ∗ ũ1(t)ũ2(t)

( )
7 u1(t) −f ∗ u2

2(t)
( )

ũ1(t)(−f ∗ |ũ2(t)|2)
8 u2

2(t) −f ∗ u1(t)
( )

|ũ2(t)|2(−f ∗ ũ1(t))
9a u1 (t)u2 (t)( 2 f∗u2 (t)) ũ1(t)ũ2(n)(−f ∗ ũ∗

2(t))
9b u1 (t)u2 (t)( 2 f∗u2 (t)) ũ1(t)ũ∗

2(−f ∗ ũ2(t))
10 u1(t)u2

2(t) ũ1(t)|ũ2(t)|2

Table 2. Third-order terms and equivalent low-pass representations
within the bandwidth of interest at vc1 .

# Bandpass Equivalent low pass

1 u3
1(t) ũ1(t)|ũ1(t)|2

2 u1(t)u2
2(t) ũ1(t)|ũ2(t)|2

3 u1(t) −f ∗ u2
1(t)

( )
ũ1(t)(−f ∗ |ũ1(t)|2)

4 u1(t) −f ∗ u2
2(t)

( )
ũ1(t)(−f ∗ |ũ2(t)|2)

5 u2 (t)( 2 f∗u1 (t)u2 (t)) ũ2(t)(−f ∗ ũ1(t)ũ∗
2(t))
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+
∑P−3

p=2
p:even

∑p

q=0
q:even

∑2

s=0
s:even

a3
p,q,sũ1(t)|ũ1(t)|p−q|ũ2(t)|q

· −f ∗ |ũ1(t)|2−s|ũ2(t)|s
( ) (10c)

+
∑2

q=0
q:even

∑P−3

r=4
r:even

∑r

s=0
s:even

a4
q,r,sũ1(t)|ũ1(t)|2−q|ũ2(t)|q

· −f ∗ |ũ1(t)|r−s|ũ2(t)|r
( ) (10d)

+
∑P−3

p=0
p:even

∑p

q=0
q:even

a5
p,qũ2(t)|ũ1(t)|p−q|ũ2(t)|q −f ∗ ũ1(t)ũ∗

2(t)
( )

.

(10e)

In order to derive the final 2D-EEMP model, two further
assumptions related to the relative power of the linear and
non-linear components and to the frequency dependence of
HO (v) and F(v) are made; without these assumptions, the
resulting model will be a 2D-GMP-like model as shown in
the appendix.

The assumptions are the same as in [25], i.e. the first
assumption is that the power of the linear signal component
is significantly larger than the non-linear signal components,
which is the common assumption that the PA is weakly non-
linear [33]. The second assumption is that the frequency
dependence of F(v) is considerably larger than the frequency
dependence of HO (v), within the excited bandwidths.
Frequency dependence here means any deviation from the
constant gain and linear phase [25]. As mentioned earlier,
the filter HO (v) in Fig. 1 represents the output matching
network, and constant gain and linear phase over a wide band-
width can be achieved for HO (v) (cf. [32] and references
therein); however, the same is not true for F(v) [32, 34].

The model error introduced by these assumptions is negli-
gible compared with the total model error, e.g. the NMSE. For
the adjacent channel error power ratio (ACEPR), that focus on
the non-linear signal components affected by the filtering, the
model error may not be negligible. The above-mentioned
assumptions mean that the filtering by HO (v) can be
neglected for the non-linear terms but not for the linear
ones. Under these assumptions, the output signal ỹ1(t) at
vc1 can be written as,

ỹ1(t) = a1hO,1 ∗ ũ1(t) (11a)

+
∑P−1

p=2
p:even

∑p

q=0
q:even

a2
p,qũ1(t)|ũ1(t)|p−q|ũ2(t)|q (11b)

+
∑P−1

p=2
p:even

∑p

q=0
q:even

a3
p,qũ1(t) −fp,q ∗ |ũ1(t)|p−q|ũ2(t)|q

( )
(11c)

+
∑P−3

p=2
p:even

∑p

q=0
q:even

∑2

s=0
s:even

a4
p,q,sũ1(t)|ũ1(t)|p−q|ũ2(t)|q

· −fp,q,s ∗ |ũ1(t)|2−s|ũ2(t)|s
( ) (11d)

+
∑2

q=0
q:even

∑P−3

r=4
r:even

∑r

s=0
s:even

a5
q,r,sũ1(t)|ũ1(t)|2−q|ũ2(t)|q

· −fq,r,s ∗ |ũ1(t)|r−s|ũ2(t)|r
( ) (11e)

+
∑P−3

p=0
p:even

∑p

q=0
q:even

a6
p,qũ2(t)|ũ1(t)|p−q|ũ2(t)|q −fp,q ∗ ũ1(t)ũ∗

2(t)
( )

.

(11f)

Transforming (11) to discrete-time, sampling, and applying
parallelization, i.e. allowing the filters to vary independently

Table 3. Fifth-order terms and equivalent low-pass representations
within the bandwidth of interest at vc1 .

# Bandpass Equivalent low pass

1 u5
1(t) ũ1(t)|ũ1(t)|4

2 u3
1(t)u2

2(t) ũ1(t)|ũ1(t)|2|ũ2(t)|2
3 u1(t)u4

2(t) ũ1(t)|ũ2(t)|4
4 u1(t) −f ∗ u4

1(t)
( )

ũ1(t) −f ∗ |ũ1(t)|4
( )

5 u1(t) −f ∗ u4
2(t)

( )
ũ1(t) −f ∗ |ũ2(t)|4

( )
6 u3

1(t) −f ∗ u2
1(t)

( )
ũ1(t)|ũ1(t)|2(−f ∗ |ũ1(t)|2)

7 u3
1(t) −f ∗ u2

2(t)
( )

ũ1(t)|ũ1(t)|2(−f ∗ |ũ2(t)|2)
8 u1(t)u2

2(t) −f ∗ u2
1(t)

( )
ũ1(t)|ũ2(t)|2 −f ∗ |ũ1(t)|2

( )
9 u1(t)u2

2(t) −f ∗ u2
2(t)

( )
ũ1(t)|ũ2(t)|2 −f ∗ |ũ2(t)|2

( )
10 u1(t) −f ∗ u2

1(t)u2
2(t)

( )
ũ1(t) −f ∗ |ũ1(t)|2|ũ2(t)|2

( )
11 u2

1(t)u2(t) −f ∗ u1(t)u2(t)
( )

ũ2(t)|ũ1(t)|2 −f ∗ ũ1(t)ũ∗
2(t)

( )
12 u3

2(t) −f ∗ u1(t)u2(t)
( )

ũ2(t)|ũ2(t)|2 −f ∗ ũ1(t)ũ∗
2(t)

( )

Table 4. Seventh-order terms and equivalent low-pass representations
within the bandwidth of interest at vc1 .

# Bandpass Equivalent low pass

1 u7
1(t) ũ1(t)|ũ1(t)|6

2 u1(t)u6
2(t) ũ1(t)|ũ2(t)|6

3 u5
1(t)x2

2(t) ũ1(t)|ũ1(t)|4|ũ2(t)|2
4 u3

1(t)x4
2(t) ũ1(t)|ũ1(t)|2|ũ2(t)|4

5 u1(t) −f ∗ u6
1(t)

( )
ũ1(t) −f ∗ |ũ1(t)|6

( )
6 u1(t) −f ∗ u6

2(t)
( )

ũ1(t) −f ∗ |ũ2(t)|6
( )

7 u1(t) −f ∗ u4
1(t)u2

2(t)
( )

ũ1(t) −f ∗ |ũ1(t)|4|ũ2(t)|2
( )

8 u1(t) −f ∗ u2
1(t)u4

2(t)
( )

ũ1(t) −f ∗ |ũ1(t)|2|ũ2(t)|4
( )

9 u5
1(t) −f ∗ u2

1(t)
( )

ũ1(t)|ũ1(t)|4 −f ∗ |ũ1(t)|2
( )

10 u5
1(t) −f ∗ u2

2(t)
( )

ũ1(t)|ũ1(t)|4 −f ∗ |ũ2(t)|2
( )

11 u3
1(t) −f ∗ u4

1(t)
( )

ũ1(t)|ũ1(t)|2 −f ∗ |ũ1(t)|4
( )

12 u3
1(t) −f ∗ u4

2(t)
( )

ũ1(t)|ũ1(t)|2 −f ∗ |ũ2(t)|4
( )

13 u1(t)u4
2(t) −f ∗ u2

1(t)
( )

ũ1(t)|ũ2(t)|4 −f ∗ |ũ1(t)|2
( )

14 u1(t)u4
2(t) −f ∗ u2

2(t)
( )

ũ1(t)|ũ2(t)|4 −f ∗ |ũ2(t)|2
( )

15 u1(t)u2
2(t) −f ∗ u4

1(t)
( )

ũ1(t)|ũ2(t)|2 −f ∗ |ũ1(t)|4
( )

16 u1(t)u2
2(t) −f ∗ u4

2(t)
( )

ũ1(t)|ũ2(t)|2 −f ∗ |ũ2(t)|4
( )

17 u3
1(t) −f ∗ u2

1(t)u2
2(t)

( )
ũ1(t)|ũ1(t)|2 −f ∗ |ũ1(t)|2|ũ2(t)|2

( )
18 u3

1(t)u2
2(t) −f ∗ u2

1(t)
( )

ũ1(t)|ũ1(t)|2|ũ2(t)|2 −f ∗ |ũ1(t)|2
( )

19 u3
1(t)u2

2(t) −f ∗ u2
2(t)

( )
ũ1(t)|ũ1(t)|2|ũ2(t)|2 −f ∗ |ũ2(t)|2

( )
20 u1(t)u2

2(t) −f ∗ u2
1(t)u2

2(t)
( )

ũ1(t)|ũ2(t)|2 −f ∗ |ũ1(t)|2|ũ2(t)|2
( )

21 u2
1(t)u3

2(t) −f ∗ u1(t)u2(t)
( )

ũ2(t)|ũ1(t)|2|ũ2(t)|2 −f ∗ ũ1(t)ũ∗
2(t)

( )
22 u4

1(t)u2(t) −f ∗ u1(t)u2(t)
( )

ũ2(t)|ũ1(t)|4 −f ∗ ũ1(t)ũ∗
2(t)

( )
23 u5

2(t) −f ∗ u1(t)u2(t)
( )

ũ2(t)|ũ1(t)|4 −f ∗ ũ1(t)ũ∗
2(t)

( )
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between the non-linear orders [25] results in

ỹi(n) =
∑M1

m1=0

gi,1
m1

ũi(n − m1) +
∑P−1

p=2
p:even

∑p

q=0
q:even

∑M2

m2=0

×gi,2
p,q,m2

ũi(n)|ũi(n − m2)|(p−q)|ũj(n − m2)|(q)

+
∑P−3

p=2
p:even

∑p

q=0
q:even

∑2

s=0
s:even

∑M2

m2=1

gi,3
p,q,s,m2

ũi(n)|ũi(n)|(p−q)

×|ũj(n)|(q)|ũi(n − m2)|(2−s)|ũj(n − m2)|(s)

+
∑2

q=0
q:even

∑P−3

r=4
r:even

∑r

s=0
s:even

∑M2

m2=1

gi,4
q,r,s,m2

ũi(n)|ũi(n)|(2−q)

×|ũj(n)|(q)|ũi(n − m2)|(r−s)|ũj(n − m2)|(s)

+
∑P−3

p=0
p:even

∑p

q=0
q:even

∑M2

m2=1

gi,5
p,q,m2

ũj(n)|ũi(n)|p−q|ũj(n)|q

×ũi(n − m2)ũ∗
j (n − m2),

(12)

where ỹi(n) is the output at vci , and gi,125 are the model para-
meters. Equation (12) is the derived 2D-EEMP model.

I I I . S Y S T E M I D E N T I F I C A T I O N

The model in (12) is linear in the parameters and therefore the
output signal of a concurrent dual-band PA can be modeled as

y1
y2

[ ]
= F1 0

0 F2

[ ]
u1

u2

[ ]
,

where yi is a column vector containing the measured and
sampled output signal of the ith output channel, ui denotes
the vector of the model parameters, and Fi =
f (ũ1(n), ũ2(n)) is the regression matrix, whose columns are
the basis functions of the derived model. The columns of Fi

are stacked in order of non-linear order and memory depth.
An LSE (least-square estimation) technique [35] is used to
estimate the model parameters,

û i = (FH
i Fi)−1FH

i yi, where i = {1, 2}. (13)

The performance was evaluated in terms of NMSE, ACEPR
and ACPR [36]. The NMSE is defined as

NMSE =
�
Fe(f )df�
Fy(f )df

, (14)

where Fy ( f ) is the power spectrum of the measured output
signal and Fe ( f ) is the power spectrum of the difference
between measured and the desired signal; integration is
carried out across the available bandwidth. The ACEPR is
defined as

ACEPR =
�

adj. ch. Fe(f )df�
ch. Fy(f )df

, (15)

where the integration in the numerator is performed over the
adjacent channel with maximum error power and in the
denominator, integration is performed over the input
channel. The ACPR is defined as

ACPR =
�

adj.ch. Fy(f )df�
ch. Fy(f )df

, (16)

where in the numerator integration is performed over the
adjacent channel with the largest amount of power; in the
denominator, integration is performed over the input
channel band.

To evaluate the complexity of the proposed model and
make a fair comparison with the 2D-DPD and DB-GMP
models, we measure the complexity in terms of a number of
floating point operations (FLOPs). When implementing the
DPD on digital platforms, e.g. FPGA (field-programmable
gate array), the computational resources are mostly spent on
multiplication, addition, and subtraction [37]. Therefore, a
measure of complexity in FLOPs is relevant. By following
the methodology proposed in [37], the computational com-
plexity of the behavioral models is evaluated.

I V . E X P E R I M E N T A L S E T U P

The measurement setup used is shown in Fig. 2. The setup
consists of two Rohde & Schwartz SMBV100A vector signal
generators (VSGs) operating at the carrier frequencies of 2.0
and 2.3 GHz, respectively. The VSGs have baseband and RF
coherency. Baseband coherency ensures that the signals
from the VSGs are triggered at the same time. The RF coher-
ency [38] is achieved by feeding the local oscillators of the
VSGs with Holzworth HS9003A synthesizer. Note that
although it is not required to have RF coherency, however,
in [10] it was observed that the performance of DPD
improved with RF coherency. The output signals of the
VSGs are combined using a wide-band power combiner
from HP devices (model 87302C). The combined RF signal
is fed to the devices under tests (DUTs), and the output of
the DUT is down-converted to the IF (intermediate
frequency) signal using a wide-band down converter.
Digitization of the signal is carried out using an SP Devices
ADQ214 analog-to-digital converter (ADC). The ADC has a
maximum sampling rate of 400 MHz and a resolution of 14
bits. The sampling frequency and the number of samples are
chosen such that an integer number of repeated periods are
captured, the process is also known as coherent sampling [39].

Fig. 2. Measurement setup. DUTs were two mini-circuits wide-band amplifier
and an Infineon LDMOS high PA. The VSGs used were two R&S SMBV100a.
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Three different amplifiers were investigated as the DUTs.
The first DUT was a medium high-power wide-band Mini-
Circuits ZHL-42W PA and was used for evaluating the behav-
ioral modeling performance of the proposed model. The PA
has a small signal gain of 34 dB and output 1 dB compression
point of 30 dBm. The Mini-Circuits ZHL-42W PA was excited
with two separate WCDMA signals operating at the carrier
frequencies of 2.0 and 2.3 GHz. The second DUT was a wide-
band Mini-Circuits ZVE-8G+ PA with a small signal gain of
30 dB and an output 1-dB compression point of 30 dBm. The
third used DUT was an Infineon high-power RF LDMOS
FETs PA (transistor model PTFA210601E) with a gain of
16 dB and an output 1-dB compression point of 48.3 dBm.
For DPD of the second and third DUTs, two 5 MHz wide
OFDM signals with PAPR (peak-to-average-power-ratio) of
more than 10-dB were used, operating at the carrier frequen-
cies of 2.0 and 2.3 GHz. The second and third DUTs were
used to evaluate the DPD performance of the proposed model.

V . R E S U L T S

Fig. 3 shows the measured output spectrum of channel 1/2
when ZHL-42W amplifier was excited with WCDMA
signals and Table 5 summarizes the performance of the pro-
posed model when used as a behavioral model. The
SISO-EEMP model [25] resulted in the highest model error
because the model lacks cross-modulation terms necessary
to model concurrent dual-band behavior. The 2D-EEMP
resulted in an NMSE of 251.7/251.6 dB and an ACEPR of
263.1/63.4 dB for channel 1/2. In comparison with the pro-
posed model, the 2D-DPD resulted in largest model error
with the NMSE and ACEPR values of 241.3/240.8 dB and
255.1/256.7 dB, for channel 1/2. The DB-GMP model
resulted in the lowest model error. However, the DB-GMP
resulted in 410 complex-valued model parameters per
channel, whereas the proposed model resulted in 138 model
parameters and the 2D-DPD resulted in 140 model
parameters.

Table 6 summarizes the performance in terms of NMSE,
ACPR, and FLOPs of the given models used as DPD algorithm
for the ZVE8G+ amplifier and Fig. 4 shows the linearized
output spectrum. Without DPD, the measured NMSE and
ACPR values for channel 1 are 228.4 and 233.4 dB, respect-
ively, and for channel 2, the NMSE and ACPR values are

229.3 and 236.8 dB, respectively. In comparison with the
2D-EEMP model, the 2D-DPD model resulted in the largest
NMSE and ACPR values for both channels, whereas, the
2D-EEMP resulted in the lowest NMSE and ACPR values.
The DB-GMP model resulted in the NMSE and ACPR
values of 245.9 and 253.6 dB, respectively, for channel 1
and are 0.8–2.2 dB higher than those resulted with the
2D-EEMP model. For channel 2, the different in the perform-
ance of 2D-EEMP and DB-GMP is more noticeable, where the
2D-EEMP model results in NMSE and ACPR values that are
4–6 dB lower than those resulted with the DB-GMP model. In
terms of a total number of model parameters, the 2D-EEMP
resulted in 107 model parameters, whereas 2D-DPD and
DB-GMP resulted in 112 and 320 model parameters, respect-
ively. In terms of total number of FLOPs, the 2D-EEMP model
resulted in 678 FLOPs, whereas the 2D-DPD and DB-GMP
require 696 and 1944 FLOPs, respectively.

Table 7 summarizes the performance of the given models
when the Infineon LDMOS PA was investigated and Fig. 5
shows the linearized output spectrum for different models.

Fig. 3. Measured output spectra of the ZHL-42W amplifier along with the
error spectrum of the models. The models are described in the legend.

Table 5. Performance evaluation of the given models in terms of NMSE
(dB) and ACEPR (dB) for the ZHL-42W amplifier.

Models Channel 1 Channel 2

(P, M1, M2) NMSE ACEPR NMSE ACEPR

2D-DPD (7,5) 241.3 255.1 240.8 256.7
DB-GMP (7,4,4) 252.7 264.8 252.3 264.3
2D-EEMP (7,4,4) 251.7 263.1 251.6 263.4
SISO-EEMP (7,4,4) 229.3 239.3 231.6 240.9

Table 6. Performance evaluation of the given models in terms of NMSE
(dB) and ACPR (dB) for the ZVE8G+ amplifier.

Models Channel 1 Channel 2 FLOPs

(P, M1, M2) NMSE ACPR NMSE ACPR per channel

No DPD 228.4 233.4 229.3 236.8 –
2D-DPD (7,4) 239.5 245.6 238.7 247.4 696
DB-GMP (7,4,3) 245.9 253.6 241.7 250.3 1944
2D-EEMP (7,4,3) 246.7 255.8 248.0 254.6 678

Fig. 4. Linearized output spectra of the ZVE8G+ amplifier. The DPD models
are described in the legend.
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In comparison with the proposed models, the 2D-DPD
resulted in the largest NMSE and ACPR values. The DB-
GMP resulted in approximately the same NMSE and ACPR
values as the 2D-EEMP model for channel 1. However, for
channel 2, the DB-GMP resulted in NMSE and ACPR
values that are approximately 2–3 dB higher than those
resulted with the 2D-EEMP model.

V I . D I S C U S S I O N

Several assumptions are made to derive the proposed model.
For the validity of these assumptions, it can be said that the
proposed model performance will degrade severely if the con-
current dual-band PAs completely fails one of the required
assumptions. Recently in [40], self- and cross-Volterra
kernels of a 3 × 3 non-linear Multiple-input multiple-output
system are analyzed along certain paths in a frequency space
to determine the block structure of the system. The technique
proposed in [40] can be extended to concurrent dual-band
system and used for the validation of some of the assumptions.
The authors believe that the proposed approach of utilizing
the available knowledge for the concurrent dual-band PAs
to develop behavioral models is a useful method and could
lead to the further development of concurrent dual-band
behavioral models.

Note that the proposed 2D-EEMP model results in a 2D
envelope memory polynomial (2D-EMP) model if M1 ¼ 0.
Recently in [41], a 2D-EMP model is proposed by extending
the SISO EMP model for concurrent dual-band case.

However, the model in [41] lacks the new cross-modulation
terms, which are present in the 2D-EEMP model and
2D-EMP model by restricting M1 ¼ 0 in (12). Therefore, the
authors believe that the proposed approach can help in the
understanding of non-linear characteristics of concurrent
dual-band PAs.

V I I . C O N C L U S I O N

Based on the physical knowledge of a concurrent dual-band
PA, a 2D-EEMP model is derived. New cross-modulation
terms, which are not present in any previously published
models are also found. The cross-modulation terms are of
importance for both behavioral model and DPD. The model
performance is evaluated both as direct and inverse model
on three different commercially available amplifies and the
results are compared with previously published 2D-DPD
and DB-GMP models. The results indicates that 2D-EEMP
model shows substantial performance compared with previ-
ously published models.

In terms of model complexity, for DPD, the proposed 2D-
EEMP model requires smaller number of FLOPs to achieve
the same or higher performance as compared with the
number of FLOPs required by the 2D-DPD and DB-GMP
models.

A P P E N D I X

By ignoring the assumptions related to the relative power of
linear and non-linear signal components and to the frequency
dependence of HO (v) and F(v), filtering by HO (v) cannot be
neglected for the non-linear terms. Without these assump-
tions, the resulting model is as follows:

ỹi(n) =
∑P−1

p=0
p:even

∑p

q=0
q:even

∑M1

m1=0

∑M2

m2=0

gi,1
p,q,m1,m2

ũi(n − m1)

|ũi(n − m1 − m2)|(p−q)|ũj(n − m1 − m2)|(q)

+
∑P−3

p=2
p:even

∑p

q=0
q:even

∑2

s=0
s:even

∑M1

m1=0

∑M2

m2=1

gi,2
p,q,s,m1,m2

ũi(n − m1)

|ũi(n − m1)|(p−q)|ũj(n − m1)|(q)

×|ũi(n − m1 − m2)|(2−s)|ũj(n − m1 − m2)|(s)

+
∑2

q=0
q:even

∑P−3

r=4
r:even

∑r

s=0
s:even

∑M1

m1=0

∑M2

m2=1

gi,3
q,r,s,m1,m2

×ũi(n − m1)|ũi(n − m1)|(2−q)|ũj(n − m1)|(q)

|ũi(n − m1 − m2)|(r−s)|ũj(n − m1 − m2)|(s)

+
∑P−3

p=0
p:even

∑p

q=0
q:even

∑M1

m1=0

∑M2

m2=1

gi,4
p,q,m1,m2

ũj(n−m1)|ũi(n−m1)|p−q

|ũj(n − m1)|qũi(n − m1 − m2)ũ∗
j (n − m1 − m2).

(A.1)

Fig. 5. Linearized output spectra of the Infineon LDMOS high-power RF PA.
The DPD models are described in the legend.

Table 7. Performance evaluation of the given models in terms of NMSE
(dB) and ACPR (dB) for the Infineon LDMOS PA.

Models Channel 1 Channel 2 FLOPs

(P, M1, M2) NMSE ACPR NMSE ACPR per channel

No DPD 228.2 235.5 229.8 237.1 –
2D-DPD (7,4) 242.4 250.1 239.4 249.8 696
DB-GMP (7,4,3) 247.7 256.3 242.3 250.3 1944
2D-EEMP (7,4,3) 249.2 257.7 244.9 253.0 678

2d extended envelope memory polynomial model for concurrent dual-band rf transmitters 1625

https://doi.org/10.1017/S1759078717000277 Published online by Cambridge University Press

https://doi.org/10.1017/S1759078717000277


The above model will have increased complexity both in terms
of total number of model parameters and FLOPs as compared
with the proposed, 2D-DPD, and DB-GMP models.
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