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Abstract

We prove an extension theorem for local solutions of the 3d incompressible Euler equations. More precisely, we
show that if a smooth vector field satisfies the Euler equations in a spacetime region Q X (0, T'), one can choose an
admissible weak solution on R? x (0, T) of class CP for any 8 < 1/3 such that both fields coincide on Q x (0,T).
Moreover, one controls the spatial support of the global solution. Our proof makes use of a new extension theorem
for local subsolutions of the incompressible Euler equations and a C1/3 convex integration scheme implemented in
the context of weak solutions with compact support in space. We present two nontrivial applications of these ideas.
First, we construct infinitely many admissible weak solutions of class C{Z . with the same vortex sheet initial data,
which coincide with it at each time ¢ outside a turbulent region of width O(#). Second, given any smooth solution
v of the Euler equation on T3 x (0, T) and any open set U C T3, we construct admissible weak solutions which
coincide with v outside U and are uniformly close to it everywhere at time 0, yet blow up dramatically on a subset
of U x (0, T) of full Hausdorff dimension. These solutions are of class C# outside their singular set.
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1. Introduction

Convex integration methods, introduced by Nash [40] in the context of the C! isometric embedding
problem and subsequently refined by Gromov in his work on flexible geometric PDEs and by Miiller and
Sverék [39] in their theory of differential inclusions, have experimented an extraordinary development
in connection with the study of weak solutions of the incompressible Euler equations. This system reads:

ov+divivev)+Vp =0, divv =0,
where the time-dependent vector field v is the velocity of the fluid and the scalar function p is the
hydrodynamic pressure. One typically considers the Euler equations either on the whole space R, or

on the torus T> := (R/Z)3, or on a bounded domain Q c R3 with smooth boundary (where additional
complications may arise).
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The motivation to consider weak solutions in this setting is twofold. First, the 3d Euler equations are
expected to dynamically produce singularities from smooth initial conditions [34, 51]. Second, weak
solutions are necessary to describe some of the phenomena that appear in turbulence, such as the energy
dissipation in nonsmooth Euler flows famously conjectured by Onsager in 1949 [42]. Roughly speaking,
Onsager’s conjecture asserts that weak solutions that are Holder continuous in space with exponent
greater than 1/3 must conserve energy, while for any smaller exponent there should be weak solutions
that do not.

The rigidity part of Onsager’s conjecture was proved by Constantin, E and Titi [18] after a partial
result of Eyink [29]. The endpoint case was addressed in [13]. Concerning the flexible part of the
conjecture, following the construction of L? solutions with compact support in space and time due
to Scheffer [44] and Shnirelman [46], a systematic approach was introduced in the seminal work of
De Lellis and Székelyhidi, who introduced L*-convex integration and C°-Nash iteration schemes in
this setting [23, 24]. After a series of significant intermediate results [21, 6, 36], the flexible part of
Onsager’s conjecture was finally established by Isett [36], and further refined by Buckmaster, De Lellis,
Székelyhidi, and Vicol [7] to construct solutions for which the kinetic energy is strictly decreasing. In
addition to the classical Holder-based approach, the so-called intermittent L”-based flavor of convex
integration, introduced by Buckmaster and Vicol [10] to prove the nonuniqueness of weak solutions
of the 3d Navier—Stokes equations, has also attracted much attention, as it can effectively capture new
aspects of Kolmogorov’s theory of turbulence. For detailed expositions of these and other results on
various models in fluid mechanics, we refer the reader to the surveys [11, 22] and the papers [1, 8, 9,
12, 15, 14, 16, 30, 31, 41, 47].

A key property of the solutions that one constructs using convex integration techniques is their
Sflexibility. This refers to the fact that, at a certain regularity level, the equations are no longer predictive:
there exist infinitely many solutions, in stark contrast to what happens in the case of smooth solutions.
Three possible formulations of this property are as follows; as discussed in [41, Remark 1.3], once one
of them has been established within a certain functional framework, it is usually straightforward to pass
to another formulation using techniques that are now standard.

Restricting to the case of T for concreteness, let us denote by V ¢ L?(T?) some suitable function
space, which in our case will be some Holder space C# (T?). Three standard ways of stating the flexibility
of weak solutions in this regularity class are as follows:

1. Solutions of compact time support: Given any positive constants E, T, there exists a weak solution
v € C([-T,T],V) whose time support is contained in (=T, T) and such that ||v(0)||.2(ps) > E.

2. Solutions with fixed energy profile: Given any smooth positive function e : [0,T] — (0, c0), there
exists a weak solution v € C([0,T], V) such that [|[v(?)||,2(rs) = e(?) for all 7 € [0,T].

3. Arbitrary initial and final states: Given any divergence-free vector fields Vg, Vend € V With the
same mean, any 7' > 0 and any € > 0, there exists a weak solution v € C([0,T], V) such that

IV(0) = vstartll 213y + IV(T) = venallz2(r3) < €. (1.

(If Vstart, Vend are smooth, one can take € = 0 by gluing in time.)

1.1. Main result

Our objective in this paper is to prove an extension theorem for local solutions of the 3d incompressible
Euler equations. Roughly speaking, we prove that if a smooth vector field satisfies the Euler equations
in a spacetime region Q x (0, T) (so it is a “local” solution of Euler), one can choose a weak solution
on R3 x (0, 00) of class CP for any 8 < 1/3 (which is the sharp Holder regularity) such that both fields
coincide on Q% (0, T'). Moreover, one controls the spatial support of the “global solution” which extends
the local one.

This property is very different from the approximation theorems that one can prove for smooth
solutions of various classes of linear PDEs [26, 27, 25, 28], and also from the fact (often known as
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h-principle) that weak solutions of certain regularity can approximate, in Sobolev spaces of negative
index, any given subsolution of the Euler equations.

Before presenting this result, let us recall the definition of weak solution (which, as we will be
dealing with continuous functions exclusively, is just the distributional one). More precisely, given
some T € (0, o] and some open set Q C R* with smooth boundary, we will say that a vector field
v e C(Qx[0,7),R?) is a weak solution of the Euler equations on Q x (0, T) if

T
/ /(6t¢'v+V<p:(v®v))dxdt=O
0o Ja

for all divergence-free ¢ € C(Q x (0,T),R?), and div v = 0 in the sense of distributions.
The main result of this paper can then be stated as follows:

Theorem 1.1. Fix some T > 0 and a bounded open set € C_R3 with smooth boundary and with a
finite number of connected components. Assume that vy € C®(Q x [0,T],R?) is a solution of the Euler
equations on the spacetime region Q X (0,T). Then, for any 0 < B < 1/3, there exists an admissible
weak solution v € CB(R3 x [0,T]) of the Euler equations such that Vlgy [0.r] = Vo if and only if

/vo-vzf[(a-x)é‘,vo+(a-v0)vo+poa]-v=0 (1.2)
b b

foralla € R3, allt € [0,T] and all connected components T of Q. These conditions are automatically
satisfied if 0Q is connected. Furthermore, there exists ey > 0 such that we may prescribe any energy
profile e € C*([0,T], [eg, +o0)), that is, ||v(2)||.2(r3) = e(t). In addition, given any open set Q' > Q,
one can in fact assume that the spatial support of v is contained in this region.

Remark 1.2. In fact, one can obtain a global weak solution v € C#(R? x [0, +0)) such that VIR3x[0,7]
satisfies the claimed properties. Its temporal support may be assumed to be contained in [0, 7’] for any
T’ > T. We cannot then prescribe the energy profile forz > T, but we can still choose v so that it remains
admissible, that is,

/|v(x,t)|2dxg/ [v(x,0)|%dx Vit € [0,+c0).
R3 R3

Remark 1.3. It can be proved [17] that the pressure function p := —A~! divdiv(v ® v) associated to
this weak solution is in Lf"C)ZCB N C)zf_a for any 6 > 0.

Before moving on to discuss some applications, let us provide some intuition about the compatibility
conditions (1.2). When §Q is connected, it is easy to see that any smooth Euler flow v( on Q satisfies this
condition. Indeed, these two conditions are respectively obtained by integrating over the domain Q the
incompressibility condition div vo = 0 and the projected Euler equation a- (d; vo+div(vo®vo)+Vpg) = 0.
If v is the restriction to Q of a global Euler flow, one can refine the argument to show that these conditions
must hold on each connected component X of the boundary 9€2, and not every field satisfying the Euler
equations on Q will satisfy them. Details are given in Lemma 2.11.

1.2. Applications

We shall next present two applications of the above extension result to the analysis of weak solutions of
the 3d Euler equations. These applications do not follow directly from our main theorem, but they use
it in an essential way.

Specifically, for these applications we consider subsolutions that are not smooth up to the endpoints
of the interval (0, T'), which implies a lack of uniform-in-time bounds. Thus the scheme does not work
as is because the available bounds are not uniform, but we will show in Section 9 that one can tweak
the construction in many interesting situations.
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The first application we consider concerns the case of the standard vortex sheet 1y, which we can
define as the periodic extension to T? of:

It follows from the classical local existence results and from the weak-strong uniqueness property [5,
52] that wild initial data must be somewhat irregular. However, until the publication of [49] it was not
known how irregular they must be. In that paper it was proved that the vortex sheet ug is a wild initial
data but the constructed solutions are only in L. Results for nonflat vortex sheets have been recently
established in [38].

One can use a suitable modification of our main theorem to extend this result to solutions of class Cf) o

Theorem 1.4. Let 0 < B < 1/3 and let T > Q. There exist infinitely many admissible weak solutions of
the Euler equations v € Cf)c (T3 x (0, T)) with initial datum ug. For all t € (0,T), v(x, 1) coincides with
uo(x) outside a “turbulent” zone of size O(t).

The second application we will present concerns the existence of a wealth of reasonably well
behaved solutions that blow up on a set of maximal Hausdorff dimension. To make this precise, let
us say that a point (xo, o) in spacetime is in the singular set of v, which we will denote by &}°, if
v ¢ L®((to — 6,19+ ) X B) for any ball B 3 x( and any 6 > 0. More generally, the g-singular set of v,
&7, consists of the spacetime points (x, 7o) such that v ¢ L*((tg — &, to + ), L9 (B)) for any ball B and
any 6 > 0 as above. Clearly 7 ¢ S if ¢ < ¢’ and & is a closed set.

We are now ready to state the result. Basically, the theorem says that, given any smooth solution v
on Q % (0,T) and any open set U C Q, there is an admissible weak solution v which coincides with
vo outside U and which is uniformly close to v( at time 0, yet blows up dramatically on a subset of
U % (0, T) of full dimension. Interestingly, smooth stationary Euler flows with compact support [32, 19]
are very useful as building blocks in the construction of these solutions.

Theorem 1.5. Consider some 0 < 8 < 1/3 and some q > 2. Let T > 0 and let Q be T? or an open
subset of R3. Fix some open set U whose closure is contained in Q. Let vy be a smooth solution of the
Euler equations in Q x (0,T). For any & > 0 there exists a weak solution v € L*>(Q x (0,T)) of the
Euler equations whose q-singular set 8 is contained in U x (0,T] and has Hausdor{f dimension 4.
Furthermore, v coincides with vy on (Q\U) X [0, T] and satisfies

v(-,0) = vo(-, 0)llco) < &

Moreover, v € Cﬁc((QX [0, TD\SY) and the energy profile /Q [v| % dx can be chosen to be nonincreasing.

1.3. Strategy of the proof

We prove Theorem 1.1 in two stages: first we extend the field to R x [0,T] as a smooth subsolution
(see Definition 2.1 in the main text), and then we use a Nash iteration to perturb it into a weak solution.
These stages are interrelated in that tools and ideas that we develop to manipulate subsolutions also play
a fundamental role in our convex integration scheme.

Concerning the extension of a local smooth solution of the Euler equations as a subsolution, the
key result we prove is the following. In view of future applications of this result, which will appear
elsewhere, we are stating these results for the Euler equations in any spatial dimension n > 2.

Theorem 1.6. Let Qy C R", n > 2 be a bounded open set with smooth boundary and finitely many
connected components and let I C R be a closed and bounded interval. Let (vo, po, Ro) € C* (20X 1) be
a subsolution in Qo X 1. Let Q be a neighborhood of Q. There exists a subsolution (v, p, R) € C*(R"xI)
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that extends (vo, po, Ro) and such that supp(v, p, R)(-,1) € Q for all t € I if and only if for each
connected component X of 0Q¢ and all times t € I we have

/vo-v=/[(a'x)a,v0+(a'vo)v0+p0a—at1%0]'v=0 Va € R".
z z

These conditions are automatically satisfied if 0€ is connected.

Regarding the convex integration scheme, we start off with the strategy from [7], which we implement
in the context of solutions with compact support. The main issue we have to address is that, as we want
the resulting solution to coincide with vo in Q X [0, T'], we must ensure that the scheme does not modify
the subsolution in that region.

The result of our construction is:

Theorem 1.7. Fix some T > 0 and let Q C R? be a bounded open set with smooth boundary and with
a finite number of connected components. Let (v, po, Ry) € C®(R3 x [0,T]) be a subsolution of the
Euler equations. Suppose that supp Ry € Q x [0,T]. Let 0 < B < 1/3 and let e € C*([0,T], (0, ))
be an energy profile such that

e(r) > / Ivo(x.1)] 2dx + 6| Ryl |2 (13)
Q

forall 0 <t < T. Then, there exists a weak solution of the Euler equations, v € Cf (R3 x [0, 00)), such
that v = vq in (R3\Q) x [0,T] and

/ [v(x,1)| *dx = e(t)
Q

forallt € [0,T].

1.4. Organization of the paper

In Section 2 we develop a set of tools to handle the construction, extension, and gluing of subsolutions
that will be used throughout the paper; in particular we prove Theorem 1.6. In Section 3 we present the
iterative process used to prove Theorem 1.7, which is carried out in a number of stages. The technical
details of each stage of the construction are discussed in detail in Sections 4 to 7. The very short Section 8
shows how to pass from Theorems 1.6 and 1.7 to Theorem 1.1 and Remark 1.2. The modification of this
scheme to account for the lack of uniform-in-time bounds is carried out in Section 9. The applications
concerning vortex sheets and blowup, cf. Theorem 1.4 and Theorem 1.5, are discussed in Sections 10
and 11, respectively. The paper concludes with two appendices, one about Holder norms and another
with some auxiliary estimates.

2. Extension of subsolutions

The goal of this section is to prove the extension theorem of smooth subsolutions stated in Theorem 1.6.
This is a key ingredient to prove our main theorem on the extension of weak solutions of the Euler
equations. In Subsection 2.1 we sketch the strategy to prove Theorem 1.6. Some instrumental tools
from Hodge theory are presented in Subsection 2.2, and in Subsection 2.3 we show how to construct
compactly supported solutions to the key divergence equation. Finally, the proof of Theorem 1.6 is
completed in Subsection 2.4.

In addition to constructing the desired solutions, we must estimate their derivatives. We refer to
Appendix A for the definition of the Holder norms used. Specifically, we warn the reader that when
dealing with time-dependent functions, we consider the supremum in time of the corresponding norms in
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space. Nevertheless, obtaining bounds on the derivatives of the solutions to certain differential equations
is not enough for our construction. As we will see, we also need to control their C 0 norm. This can be
achieved if we work with Besov spaces, which are defined in Appendix A.

Throughout this section, we denote the space of n X n symmetric matrices as S and the space of
n X n skew-symmetric matrices as A”. Unless otherwise stated, the dimension is n > 2. We define the
divergence of a matrix M € C*(R" x R, R"™") as the vector field whose coordinates are given by

(le M)l = Z 8,]'Mij7
Jj=1

where the derivatives are taken only with respect to the spatial variables. More generally, partial
derivatives with Latin subscripts denote partial derivatives in the spatial coordinates, whereas temporal
partial derivatives are always denoted by 0;.

We will repeatedly use Einstein’s summation convention: when an index appears twice in an ex-
pression, it is implicitly summed over its range. Indices that appear only once in an expression are free
indices and are not summed over.

Let us now recall the definition of subsolution of the Euler equations:

Definition 2.1. Let V c R” xR be an open set. We will say that a triplet (v, p, R) € C*(V,R" xRxS")
is a subsolution of the Euler equations if

{atv”.Vva:divlé, 2.1)

divyv = 0.

The symmetric matrix R is known as the Reynolds stress and it measures the deviation from being a
solution of the Euler equations. It is customary to also impose that

rR=0. (22)

All along this article, o above a symmetric matrix will indicate that it is trace-free.

Finally, let us fix some notation that will be used all along this section. We introduce the following
norms in the space of n X n matrices:

1/2
n
. . 2
IM| = max |M{]|, WW:ZMJ~ (2.3)
gesn =
i,j=1
Unless otherwise stated, we will always use the operator norm |-|. However, in some parts of the

article we will exploit the elementary property that |-| % depends smoothly on the matrix entries. Note
that |M |§ = tr(M'M), which is invariant under orthogonal transformations. Hence, in the case of a
symmetric matrix S € §”, we have

S| < [S]2, (2.4)

which can be easily deduced by using an orthonormal basis of eigenvectors.

2.1. General strategy

Our techniques for extending subsolutions and performing convex integration in the nonperiodic setting
rely on obtaining compactly supported solutions to the (matrix) divergence equation when the source
term is compactly supported. Let us illustrate the key ideas behind our method with the following toy
problem:
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Problem 2.2. Given p € C2(R®) such that [ p =0, find v € CZ(R3,R®) such that divv = p.

It is easy to see that vo = V A~! p solves our equation, but in general it is not compactly supported. To
fix this, let B be a ball containing the support of p, so that v is divergence-free outside B. In addition,
it follows from the divergence theorem that

O=/p=/divv0:/ Vo - V.
B B OB

This ensures that in R3\B the divergence-free field v( can be written as vo = curl wg for some smooth
field wo. We extend wy to a smooth field w € C°(R3, R?) and we define

v = vo—curlw.

Since w extends wg, we see that v vanishes outside B. Furthermore, divyv = p because div curl = 0.
Therefore, v is the sought field, which is clearly not unique.

Our approach to solving the divergence equation in the matrix case is the same: the potential-theoretic
solution of the equation is not compactly supported. However, far from the support of the source our
matrix will be the image of certain differential operator & applied to a smooth potential, which is in
the kernel of the divergence. We will extend the potential to the whole space and then subtract it from
the potential-theoretic solution, obtaining a compactly supported solution.

Just like in the vector case, we will have to impose certain integrability conditions on the source term
for this to be possible. As we will see, these conditions are related to the classical conservation laws of
linear and angular momentum in the Euler equations.

A totally different method to construct compactly supported solutions to the divergence equation in
the (symmetric) matrix case was developed by Isett and Oh in [36]. Their theorem is stated in a very
different setting and adapting it to what we need would require certain work. On the other hand, it will
be relatively easy to deduce our result as a consequence of our analysis of the operator Z introduced
below, which is necessary for our result on the extension of subsolutions. Hence, we have preferred to
take this path, which we believe is simpler (partly because it has a nice interpretation in terms of the
elementary operations of vector calculus).

2.2. Basic tools

The tools that we will need come from the Hodge decomposition theorem for manifolds with boundary.
A good reference for this topic is [45]. Nevertheless, we do not need the full generality of these results,
as we will work in bounded domains of R”. Let us summarize the notation and main definitions that we
will need.

Let Q c R”" be a bounded domain with smooth boundary. We denote by A* the vector space
of skew-symmetric k-forms over R", for 0 < k < n. In this setting, differential k-forms are maps
w € C®(Q,AX). They form vector spaces in which we have two differential operators: the exterior
derivative d : C®(Q, AF) — C®(Q, A**) and the codifferential 5 : C®(Q, A¥*!) — C®(Q, A¥).
The Euclidean product induces a natural scalar product (-,-) in C® (€, A¥). The tangential part of a
differential form is tw = j*w, where j : dQ <> Q is the natural inclusion, and j* is the pushforward.
We define the Dirichlet harmonic k-forms as:

HE(Q) = {w e C™(Q,A") : dw = 0,6w = 0, tw = 0}.

Finally, to obtain quantitative estimates we will need to work in Holder spaces. We refer to Appendix A
for the definition of these norms. We also recommend to take a look at the appendix to check our
convention of Holder norms when the field is time-dependent.

With this notation, the first basic lemma that we shall use is:

https://doi.org/10.1017/fmp.2025.10012 Published online by Cambridge University Press


https://doi.org/10.1017/fmp.2025.10012

Forum of Mathematics, Pi 9

Lemma 2.3. Let Q C R" be a bounded domain with smooth boundary and let p € C® (Q, A%). The
boundary value problem

ow = p,
dw =0,
P
(P) tw =0,

(0,) =0 Ve H(Q)

is solvable if and only if
op=0 and / *p =0 V (n-k)-cycle Cp—y.
Chn-k

In that case, the solution is unique and we have

||w||CN+1+a(Q) <C ||p||CN+a(Q)
forany N > 0, @ € (0, 1) and certain constants C = C(N, a, Q).

For a proof, see [20, Theorem 7.2] and [45, Corollary 3.2.4]. In [45, Theorem 3.2.5] we can find the
general case of a Riemannian manifold with boundary, but it does not include estimates for Holder norms,
only for Sobolev norms. We recall that, as usual, % is the Hodge star operator acting on differential forms
and an (n — k)-cycle is an (n — k)-chain (in the sense of algebraic topology) whose boundary is zero.

We are mainly interested in the problem dw = p, but we have to add the other conditions to select a
single solution. This allows us to obtain a time-dependent version of Lemma 2.3:

Lemma 2.4. Let Q C R" be a bounded domain with smooth boundary and let I C R be a closed and
bounded interval. Let p € C®(Qx I, AX). There exists a differential form w € C®(Qx I, AK*) solving
the boundary value problem (P) at each t € I if and only if

op=0 and / *x0=0 V (n-k)-cycle C,—y,Vt € I.
Chk

In that case, the solution is unique and we have

lollysive < ClloliNsa
forany N > 0, @ € (0, 1) and certain constants C = C(N, a, Q).

Proof. Given atime-dependent differential form, we denote by a subscript the differential form at a given
time. By Lemma 2.3, the necessity of the conditions is clear. To prove that they are also sufficient, let
us suppose that p, satisfies the conditions of Lemma 2.3 at all times ¢ € 1. Hence, applying Lemma 2.3
at each time, we see that there exists a time-dependent (k + 1)-form w solving (P) at each 7 € I. The
question is whether w depends smoothly on ¢.

Since 9, p also satisfies the hypotheses of Lemma 2.3 at all times ¢ € I, there exists a (k + 1)-form @
solving (P) with data 8, p. For a fixed t) € I and h # 0 small we see that A~ (wsyen — Wyy) — @y, is the
unique solution of (P) with data A~! (py+h — p1,) = (0:p)s,- Therefore,

Pto+h — Pty
h

| Wry+h — Wy~

h — Wy, <C

ktl+e |

— 0 ash— 0.

- (alp)l()
k+a

We deduce that w is the partial derivative with respect to time of w. Iterating this argument, we conclude
that w depends smoothly on time. The claimed estimates are easily obtained by taking the supremum
ont € [ in the estimates of Lemma 2.3. O
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Remark 2.5. If 6p = 0, the integral of xp on an (n — k)-cycle depends only on the homology class of
the cycle. Indeed, if C and C’ are two (n — k)-cycles in Q that are the boundary of an (n — k + 1)-chain,
by Stokes’ theorem we have

/*p—/*p:/ *p:/d*pz(—l)k/*épzo.
’ C ON N N

The machinery of differential geometry is quite powerful, but we are interested in the simpler setting
of bounded domains Q c R". Taking advantage of the canonical basis of Euclidean space, we may
forget about differential forms and work with simpler objects. Indeed, there is a natural correspondence
between 1-forms and vector fields and between 2-forms and skew-symmetric matrices .4™:

n n

c” (ﬁ,Al) — C*® (ﬁ, R") , Z a; dx; — Zaie[,

ij=1 i=1

_ - 1 n n
Coo (Q, A2) - Cm (Q, An) N E Z aij dxi AN dxj [ d Z ajje; ® €j.
i,j=1 i,j=1

Here we have used that dx; A dx; = —dx; A dx;. Using the canonical base of 1-forms, the action of the
codifferential can be summarized as

6(fdx,) = 6,-f,6(fdx,- A dx]') = —(9jfdxl-,

where f is any smooth function and 1 < i < j < n. One can then check that the following diagram
commutes:

c (ﬁ, A2) BLENGE (ﬁ, Al) AN (ﬁ, AO)

c= (@A) % o= (@ rr) — = ()
This allows us to write everything in terms of matrices and to simplify the notation. Using this corre-
spondence and Remark 2.5, we may formulate a particular case of Lemma 2.4 as follows:

Lemma 2.6. Let Q C R" be a bounded domain with smooth boundary and let I C R be a closed and
bounded interval. Let v € C*(Q X I,R™). The following are equivalent:

1. there exists A € C®(Qx I, A") such that div A = v,
2. divv =0 and fz v - v = 0 for any connected component £ of 0Q and any fixed t € I,

3. fC Lvv= 0 for any (n — 1)-cycle C,—y and any t € I.
In that case, A € C*(Q x I, A™) may be chosen so that

lAlln+1+a < ClVIIN+a
forany N > 0, a € (0, 1) and certain constants C = C(N, a, Q).

The proof is straightforward taking into account that the codifferential 6 becomes the operator div
and the integral on cycles becomes the flux of the corresponding vector field across a closed surface.
By Remark 2.5, the integral only depends on the homology class, so we can choose to integrate on the
connected component of dQ belonging to each class.
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2.3. The divergence equation

After collecting some basic tools from Hodge theory in the previous subsection, we will now show
how to obtain compactly supported solutions to the divergence equation. We begin by introducing some
potential-theoretic solutions, which we will later modify in order to fix the support. Let us consider the
following differential operator that maps smooth vector fields (with bounded derivatives) to C*(R", S™):

(Rf)ij =N f;+0;f) —6i;A " div f. (2.5)

Here A~! refers to the potential-theoretic solution of the Poisson equation, that is, the (spatial) convo-
Iution of the source term with the fundamental solution of the Laplace equation in R". We remind the
reader that partial derivatives with Latin subscripts denote partial derivatives in the spatial coordinates,
whereas temporal partial derivatives are always denoted by 0.

A direct calculation shows that div Zf = f. We notice that & is not trace-free. This is not an issue
in our proofs, because our constructions with potentials do not preserve being trace-free, so we will
usually absorb the trace into the pressure at the end.

Let us now derive a very useful identity. Let Q ¢ R" be a bounded open set with smooth boundary.
Letv € C®°(Q,R") and S € C®(Q, S"). Integrating by parts, we have

/v~divS+/(Vsymv) .S =/ VIS, (2.6)
Q Q 0Q

where v is the unitary normal vector associated to the exterior orientation and the operator Vg, is given
by:

1
Voym : CT(Q,R") - C*(Q,8"),v — E(Vv + V).

Its kernel are the so-called Killing vector fields. It is a finite-dimensional vector space that plays an
important role in Riemannian geometry. It is well known (see [43, page 52]) that in R” a basis of this
vector space is given by

B:={e1,....en,é12, .., Em-1)ns } 2.7
where
&ij = xiej —xje;, I<i<j<n (2.8)

Next, we introduce two vector spaces and a differential operator that will be very important in our
construction:

Definition 2.7. Let Q c R” be a bounded domain and let / C R be a closed and bounded interval. We
define two vector spaces:

P@x1) = {4 e Co@x LR : Al = —alf, ath = —alt},
. . V& € ker Vgyn,
GQAXI) =4SeC®(Qx1,8") : divs=0, /é"Sv = OVZ comp. of 02,
z

vVt e l.

and we consider the differential operator

Z:P@xI) - C @ LEY), [Z(A)];=5 Y. du (A;’;+A{l").
k,l

S
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This operator already appeared in the context of convex integration in the original article by De
Lellis and Székelyhidi [23], who noticed that the image of the operator < is contained in the space of
divergence-free matrices.

For our purposes, this operator can be regarded as a matrix analog of the curl operator in arbitrary
dimension. In order to perform the construction sketched in Subsection 2. 1, the next step is to understand
how to invert this operator (under the appropriate boundary conditions). The following lemma is the
key to our approach to solve the divergence equation:

Lemma 2.8. Let Q C R" be a bounded domain with smooth boundary and let I C R be a closed
and bounded interval. Then G(Q X I) is the image of the differential operator &£ . Furthermore, given
S € G(Q X 1), there exists A € P(Q X I) such that S = L (A) and for any a € (0, 1) we have

lAllv+240 < ClISIIN+a
forall N > 0 and certain constants C = C(N, a, Q).

Proof. First, we prove that the image of Z is contained in G(Q x I). Fix an arbitrary A € P(Q x I). It
is clear from the definition that #(A) is symmetric. The fact that it is divergence-free follows from the
skew-symmetric properties of A:

[divZ(A)]; = Z ki (Aj"? + A{lk) -
, k.l

:Z%ak > auAlk Z ) ZajkA =
k 7 i

Next, we fix an arbitrary Killing vector field ¢ and a connected component X of Q2. We choose a smooth
cut-off function ¢ that vanishes in a neighborhood of X and it is identically 1 in a neighborhood of the
other connected components of Q2. By the choice of ¢ we have

/a REIE /a RO /E £L(A) .

By our previous discussion, Z(A) and & (@A) are symmetric and divergence-free. In addition, & is a
Killing vector, so Vgymw = 0. Thus, from (2.6) we deduce that the term on the left-hand side of the
previous equation vanishes and so does the first term on the right-hand side. Therefore, we see that
/2 EZ(A)n =0 and, since A, &, and ¥ are arbitrary, we conclude that the image of Z is contained in
GQxI.

Now we will prove the other inclusion and the stated estimate. We fix an arbitrary S € GQxI). By
definition, when choosing the canonical basis of R” as Killing vectors, we obtain

/ Sijvi=0 VX connected component of 4Q
z

for any i = 1,...,m. If we fix i, we may apply Lemma 2.6 to conclude that there exists B’ = B'. | €
J

C®(Qx I, A") such that (9133.[ =Sij.
Next we fix a Killing field ¢ of the form &; = R;ixx, where R € A". For j =1, ...m we compute

31(§iB§-1) = 'fialB;l + (alfi)Bj.l = 'fiSij + RilB;p
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Note that, since S € G(Q x I),
/fl-Sijvj =0 VX connected component of 6Q2, Vr € 1.
z

Regarding the left-hand side term, we define the forms
w =) Bi(EBY) d;.
il

n:= Z é‘:iB;'l de A dx;.
J<li

Since Bi.l is skew-symmetric in the lower indices, we see that 67 = w. Using the properties of the Hodge
star operator and the codifferential, we have x6n = d % 1. These forms allow us to rewrite the integral
on an (n — 1)-cycle at any ¢ € I as:

/Cn_l a(EBY) v = /Cn_1 w(n) @ = /Cn_1 *w = /Cn_1 d(x7) =0,

where /i is the measure induced by the standard measure in R”. We have used Stokes’ theorem and the
fact that (n — 1)-cycles have no boundary. We conclude that for any (n — 1)-cycle

/ R”B;ZVJ' =0.
Cn—l

Choosing R = ¢;, ® ej, — e, ® ¢;,, that is, choosing ¢ as &;,;,, we see that for any i,/ = 1, ... m we have:
/C (B;l - B;i) v; =0 for any (n — 1)-cycle C,,—; and all ¢ € [.
n-1

Applying again Lemma 2.6, we obtain A;’l‘ skew-symmetric in j, k such that
o A%y = BY - Bl
Therefore,

1 ik, qiky _ 1 ik A i I N
Soa(at +alf) = 2o [6kAﬂ + O Al ] = [(Bﬂ - BL)+ (B -B)

1 . .
= 5((313;1 +01B)) = Sij.

where we have used that B is skew-symmetric in the lower indices and the symmetry of S: (91Bj. [ =Sij =

Sji = 813{1. In summary, we have found A € C* (ﬁ x I, R"4) such that:
; ik _ ij
(@ A% = —Ag

(ii) akAj.’; = —akAyf.,
i jk

(>iii) %Okl (Aj]l( + A{l ) = S,’j.

We define

~. 1 .
ik ._ il _ Akl
Ak .—Z(Ajk Aﬂ.).
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Itis clear that X;]l‘ is skew-symmetric in 7, k. In addition, it is skew-symmetric in j, [ by (i). Furthermore,

A% = 3 (oAt - aialf) 2 oAl

Hence, using (iii) we conclude
Lo (A5 + AF) = Lo (A% 4 A7) = 5
SO\ A1+ Ay | = 50k \ g+ Ay ) = S0

Therefore, A € P(Qx I) and Z(A) = S, as we wanted. The estimates for A follow from applying twice
the estimates from Lemma 2.6. m]

Finally, we are ready to prove the main result of this subsection, which establishes the existence
of compactly supported solutions to the divergence equation. In a different setting, a related class
of compactly supported solutions to the divergence equation were constructed by Isett and Oh [36,
Theorem 10.1]. Our approach is based on the operator &, which will be essential for the extension
of subsolutions in Lemma 2.15. We observe that the compatibility conditions (2.9) in Lemma 2.9 are
precisely the conditions (202) in [36].

We recall that the Besov norms that we use are defined in Appendix A. We need to work with these
norms because they are necessary to derive estimates for the C* norm of the resulting matrix. This will
be essential in the proof of Theorem 1.7.

Lemma 2.9. Let Q C R" be a bounded domain with smooth boundary and let I C R be a closed and
bounded interval. Let f € C®(R" x I,R") such that supp f(-,t) C Q for all t € I. Then, there exists
S e C®(R"x1,8") such that div S = f and supp S(-,t) € Q forall t € I if and only if

/f -E=0 V& € ker Vg, V€ 1. 2.9)
Q
In that case, we may choose S so that for all N > 0 and any a € (0, 1) we have

ISIN+a < ClIfllpy-se

Jor certain constants C = C(Q, N, ).

Proof. First of all, we show that the integrability condition (2.9) is necessary. Let us suppose that such
an S exists. We fix a ball B > Q and use the identity (2.6) to obtain

0= §’Sv=/§-divS=/§~f V& € ker Voym, Vi € 1.
oB B Q

Let us show that condition (2.9) is also sufficient. The field So € C*(R" x I, S") given by Sy := % f
solves the equation div Sy = f, where & was defined in (2.5). It is easy to check that it satisfies the
estimates

1Solln+a < ClILF gy se (2.10)
for certain constants C = C(N, a) because & is an operator of order —1. However, it is not compactly
supported, in general. We must modify it far from the support of f.

We begin by studying the boundary conditions. Let X; be a connected component of J€2 and let U;
be the domain bounded by it. We claim that

/ E-f=0 V& € ker Vgynm, V€ 1. (2.11)
U;
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Indeed, since Q is a bounded domain, U; must be either the complement of the unbounded connected
component of R3\Q or one of the bounded connected components of R3\Q (if there are any). In the
first case, (2.11) follows from the integrability condition (2.9) because f(-,¢) € Q c U;. In the second
case, (2.11) is trivial because f(-, ) vanishes on U; c R3\Q. Thus, applying the identity (2.6) to each
U; we obtain

/ ftSov =0 V& € ker Vgym, Vi € 1. (2.12)
%

Next, note that for sufficiently small > 0 the boundary of the open set
G = {x € Q: dist(x,0Q) < r}

has twice as many connected components as €. Furthermore, the boundary of each connected com-
ponent G; of G consists of exactly two hypersurfaces, which we denote as ¥; and X/, and we have
¥; c 0Q. By further reducing r > 0, we may assume that f(-,¢) vanishes on G at all times ¢ € I. Then,
it follows from (2.12) and the identity (2.6) that

ftsz—/§’5v+ gf5v=—/§’Sv+/ &-f=0
2; i 0G; i G;

for any & € ker Vgyp. Next, we fix a ball B D Q and we consider the domain
U:=(B\QUG.
We see that

oU=0BU | ).

Again, it follows from (2.6) and the integrability condition (2.9) that

/ §’Sov=/§-f=/§-f=0 V& € ker Vogm, Vi€ 1.
OB B Q

We conclude that Sy is divergence-free on U and in each connected component X of U we have
/ftSov =0 V& € ker Voym, Vi €1,
z

that is, So € G(U x I). By Lemma 2.8 there exists Ag € P(U x I) such that So(x, 1) = Z(Ag)(x, 1) for
allx € G and t € I. Furthermore, for any N > 0 and « € (0, 1) we have

lAolln+2+a < C(U N, @) ISollnra < C(U,N, @) || fll pyisa -

The constants depend on U, which depends not only on the geometry of Q but also on the minimum
distance between the support of f(-,¢) and dQ through the parameter r. However, since U tends to
B\Q as r — 0, the constants remain uniformly bounded, so they ultimately depend only on Q. For
this, smoothness of dQ is essential, as it allows us to choose parametrizations of U converging to
parametrizations of B\Q in any Holder norm as r — 0.

Applying Theorem B.3 and antisymmetrizing, we see that there exists a map A € C*(R" X I, R"4)
such that A’]’; = —A;‘.l" R A;’; = —AZ? that extends Ag outside UxI. Furthermore, for any N > 0 and
a € (0, 1), we have

IAllN+21a < C(U.N) [[Aolln 4210 < C(U,Q N, @) || fll pyisa - (2.13)
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Again, since U tends to B\Q as r — 0 in a suitable manner, the constants ultimately depend only on €,
N, and a, since they will be uniformly bounded on r € (0, 1).
Finally, for x € B and ¢ € I we define

S =Sy - Z(A).

Since the image of Z is contained in the kernel of the divergence, we see that div S = f. By construction
A extends Ag, so Z(A) = Z(Ag) = So on U x I. Therefore, S(-, ¢) vanishes in U, so we may extend it
by Oto R" x .

In conclusion, we have constructed S € C*(R" x I, S") such that divS = f and supp S(+,7) c Q for
all t € 1. Furthermore, the desired estimate follows from (2.10) and (2.13) because Z is a second-order
differential operator. O

2.4. Subsolutions and proof of Theorem 1.6

In this subsection we use Lemma 2.8 and Lemma 2.9 to glue and extend subsolutions, which will yield
the proof of Theorem 1.6. It should be apparent by now that controlling the L?-product with the Killing
fields is very important in these constructions. It is not difficult to construct f € C°(R",R") with the
desired L2-product with the Killing fields. However, when working with subsolutions we will also need
that f be divergence-free. In addition, in our constructions we will work in domains of a certain form.
Our approach is based on the following:

Lemma 2.10. Let Q C R" be a bounded domain with smooth boundary and let I C R be a closed and
bounded interval. Let r > 0 and let L;j € C*(I) for 1 <i < j < n. There exists a divergence-free field
w € C®(R" X I,R") such that the support of w(-,t) is contained in {x € R" : 0 < dist(x, Q) < r} and

/a-wdx:O, /fﬁ'de:Lij(l)

forallt € Iand 1 <i < j < n, where &;; is given by (2.8). Furthermore, for any N > 0 we have
Iwlly < C(N,n) Q™" =N+ max |L;; (1)],
ij tel

0wy < C(N,n) |9~ r~ M) max
ij,tel

L;j(t)|.

Proof. We will construct our field as w = div A for some A € C°(R" x I, .A") that we will choose later.
Since A is compactly supported, it follows from the divergence theorem that f a-w=_0foranya € R".
Furthermore, for any 1 <i < j < n we have

/fij 'WZ/(fij)kalAkl =—/31(§ij)kAkl :_/(Aji_Aij) =2/Aij (2.14)

because 9;(&;)k = 010 jx — 8 10;k. Here we have denoted by (&;;)x the k-th component of the vector
¢;; and we have used Einstein’s summation convention when summing over k and /. By Lemma B.1 we
may choose a nonnegative cutoff function ¢ € C2°(Q + B(0, r)) that is identically 1 in a neighborhood
of Q and such that

lelly < C(N,n)r~™.

We define

-1
A(x,1) = Z Lij(t)(e;®ej—ej®e¢;) (2/ tp) p(x).

1<i<j<n
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Since ¢ is constant in a neighborhood of Q and its support is contained in Q + B(0, r), we see that the
support of w(-, f) is contained in {x € R" : 0 < dist(x, Q) < r}. By construction

.
2445 (rt) = Lij (1) ( / w) o(x),

so it follows from Equation (2.14) that / &ij -w = L;j. Finally, the claimed estimates follow at once
from the bounds for ¢ and the fact that f @ > Q. O

Now we have all the ingredients that we need to glue subsolutions in space. The following lemma is
the key tool in this section. It will be used not only in the proof of Theorem 1.6, but also in the convex
integration scheme. We use skew-symmetric matrices instead of potential vectors because the lemma is
stated in any dimension n > 2.

Lemma 2.11. Let T > 0 and let Q1 € Qp C R" be bounded domains with smooth boundary. Let
(vi, pi, Ri) € C* (L X [0,T]) be subsolutions fori = 1,2. Let r > 0 be sufficiently small. There exists
a subsolution (v, p, R) € C*(Q, x [0,T]) such that

(v, p1, R (x, 1) x €Qy,

3 2.15
(v2, p2, R2)(x, 1) dist(x, Q) > r 2.15)

(v, p, R)(x,1) = {

if and only if for each connected component T of 0Q1, and all times t € [0,T], we have

/v1-v=/vz-v, (2.16)
b by

/ [(a -X)0vy + (a-vy)vi+pra— a’i%l] Y
b
= / [(a-x)8va+ (a-va)vy+ pora - a’]i’z] -y Va € R". (2.17)
by
Suppose that, in addition, we have v = div A| and v, = div A, for some potentials A; € C®(Qox 1, A™).

Then, there exists A € C®(Qp X I, A™) such that v = div A and A(x,t) = Ay (x,t) if dist(x, Q) > r.

Remark 2.12. The compatibility conditions (2.16) and (2.17) are automatically satisfied if 0Q; is
connected or €, = R". This will be explained in the proof of the lemma.

Remark 2.13. The subsolution (vy, pl,Iél) need not be defined in all of Q, and the subsolution
(v2, p2, Ry) need not be defined in ©;. We have assumed this to simplify slightly the statement of the
lemma.

Proof. First of all, note that a subsolution (vg, po, Ro) in a bounded domain G with smooth boundary

satisfies
Oz/divvoz/ Vo -+ V, (2.18)
G 0G

O=La- [0,v0+div (v0®vo+pold—[\°’0)] (2.19)

= / [(a-x)8,vo + (a-vo)vo + poa — atli’o] -y Va € R",
oG
where we have used the divergence theorem, identity (2.6) and the fact that div[(a - x)d;vo] = a - d;vo
because 0,v is divergence-free.
From these equations we readily deduce that the compatibility conditions (2.16) and (2.17) are
automatically satisfied if 0Q; is connected, as both integrals vanish for each field. In the case Q, = R",
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we apply Equations (2.18) and (2.19) to the domain bounded by each connected component of 0€2;. We
conclude that both integrals vanish for each field in each connected component of Q.

Next, we check that the conditions are necessary; we study (2.16) because the expressions are shorter,
but the argument for (2.17) is exactly the same. First, if dQ; is connected, it readily follows from (2.18)
that (2.16) must be satisfied. Hence, we focus on bounded domains ; whose boundary is not connected.
In that case, R™\Q; must have at least one bounded connected component. Given a bounded connected
component of R"\Q;, we define G to be its intersection with ;. Then, dG is composed of a connected
component X of dQ; and (possibly) some connected components X1, .. ., X}, of €. Since v equals v,
on X and v, on the other connected components of dG, it follows from (2.18) that:

n
O:/ v-v:/vl-v+2/ vy - V.
oG z X

i=1

On the other hand, applying (2.18) to v, on G, we have

_/vﬂzz;«/ vy,
z i=1 X

which, combined with the previous equation, yields

/v1~v:/vz~v.
b by

Since this applies to any bounded connected component of R"\Q;, we can combine it with (2.18) with
G = Q, to obtain an analogous identity for the remaining connected component of €, that is, the
boundary of the unbounded connected component of R"\Q;. We conclude (2.16).

Let us now prove that the compatibility conditions (2.16) and (2.17) are also sufficient. Let > 0 be
small enough so that {x € Q, : dist(x, Q) = r} is diffeomorphic to 3Q;. We define U := {x € Q, : 0 <
dist(x, Q;) < r}. Then, the condition (2.16) ensures that there exists A1» € C®(Ux [0, T], .A") such that
vy —vy =divAp in U X [0,T]. Indeed, let U; be a connected component of U and let ¥; and Zlf be the
connected components of dU;, where X; ¢ 9. Using (2.16) and the fact that v, — v is divergence-free:

‘/2{(\/2—\/1)'V=/6U(vz—v1)-v—/z'i(\;2_v1).y:()‘

Hence, the flux of v, — v; through each connected component of U vanishes, so by Lemma 2.6 there
exists Ajp € C®(U x [0,T], A™) such that v, — v = div Aj».

Next, using Lemma B.1 we choose a cutoff function ¢ € CX(Q; + B(0,r)) that equals 1 in a
neighborhood of ;. We define

vi=epvi+(l—@vo+we+wr =pvi+(1—p)va+w,
p=9¢pi+(l-¢)ps,
where w. := A1y - Ve so that o vy + (1 — ¢)vy + w, is divergence-free. The additional correction wy, is
a divergence-free field supported within U that will be defined later. Its purpose is to cancel the angular

momentum so that the gluing can be performed in the interior of U. After a tedious computation we
obtain

8y +div(v ® v) + Vj = div (wél +(1- )R +51) +Owr + M - Vo, (2.20)
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where

2 2
M= 8,A1+Vv ®Vvi —v2®@va+ (p1 — p2) Id—R; + R,. (2.22)

Si=—p(1—@)(vi—=v2) @ (vi —v2) + W ® (v - lw) + (v - lw) w, (2.21)

Letp := M -V and p = p + d;wr. Our goal is to find S, € C®(Q, x [0,T], S™) supported on U for
all ¢ € [0, T] and such that div S, = p. Thus, we may set R = ¢ Ri+(1- 90)152 +S1 + 5, and absorb the
trace into the pressure, obtaining R and the final pressure p. To do so, first we must check that p satisfies
the compatibility conditions (2.9).

Note that p = div(¢M) because divM = 0, since (v;, p;, R;) are subsolutions. Hence, by the
divergence theorem for any a € R we have

/a-ﬁz/ a’(goM)vz/ a'Mv. (2.23)
U U oQ

Note that

/a Ay =~ /6 V@A)V ) = /ﬁ (@0 dn0An) v

= (a-x)(0vy — 0rvy) - v. (2.24)

Therefore, combining Equations (2.17), (2.23) and (2.24) we conclude that /U a-p=0foralla € R".

Since 0w is divergence-free and its support is contained in U, the same holds for 9;w, so fU a-p=0
for all a € R™.
Next, we study the product with nonconstant Killing fields. For each pair 1 < i < j < n we define

10 = [ - psna,

where ¢;; are the elements of the basis of Killing fields defined in (2.8). It will be useful later on to
write the coeflicients as:

lijz‘/‘fji‘div(SoM) =/ &My, (2.25)
U o0

where we have used the fact that Killing fields are divergence-free as well as the values of ¢ on 9Q;
and 0Q,. We define

t
Lﬂn:—/lﬂﬂw. (2.26)
0

We then define the correction wy, to be the divergence-free field obtained by applying Lemma 2.10 to
the domain Q; with coefficients L;; € C*([0,T]). Thus, we have

d ,
/fij'atWLzE/fij'WLzLijz_lij-

We conclude that fU & - p = 0 for any Killing field &, as we wanted. Therefore, by Lemma 2.9 there
exists S € C®(Qy x [0,T],S™) supported on U for all ¢ € [0,T] and such that divS, = p. We define
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the final pressure and the Reynolds stress as

_ 1 1
p: P—;tr(51+52)=<PP1+(1—90)P2—;H(51+52),

o o o 1
R=¢oRi+(1-Q)Ry+S81+S,——tr(S;+8»)1d.
n
It follows from Equation (2.20) that the resulting triplet (v, p, R) is a subsolution and it satisfies (2.15)
because S| and S, are supported in U for all ¢ € [0, T].

Finally, let us consider that the velocity fields are given by v; = div A;. In that case, we may simply
take Ajp = A — A instead of constructing a suitable potential using Lemma 2.6. We see that

v=wr =¢vi+(1—@)va+ (A2 — A1) - Vo =div(pA; + (1 - 9)Ar).
Inspecting Lemma 2.10 leads us to define
-1
A=pA1+(1-@)Ar+ Z Lij(t)(e;®e;—e; ®e;) (2/ 90) o(x). 2.27)
1<i<j<n

Hence, we have v = div A and we see that A equals A; in {dist(x, ;) > r} because ¢ vanishes in a
neighborhood of this set. O

In the convex integration scheme we will need estimates of the glued subsolution. For the sake of
clarity, we keep them separate in a different lemma:

Lemma 2.14. Let a € (0, 1). In the conditions of Lemma 2.11 and using the notation of its proof, the
new subsolution satisfies:

N
v = (gvi+ (1= @)y < TV Ml + > ™ Ay g (2.28)
k=0
N
16:(v = gv1 = (1= @)l < "N [Mllgy + D * VN0, Avlly g, (229)
k=0
IR - Ry = (1= ) Rallo < 7 [IMllor + Vi = vallgy (2.30)

+ (Ivillow + lvallow + lwllow) wllo. »
In addition, if vi = div Ay and v, = div A», the potential A satisfies

A = (pA1 + (1= @) Ay s Tr N M|l (2.31)

10,(A = pA1 = (1 = @) A2)lly SN IM]lo - (2.32)

The implicit constants in these inequalities depend on Q1, N, and «.

Proof. We begin by estimating w. = A}, - V. Since ¢ satisfies ||¢||y < 7~ and it is independent of
time, it is clear that

N N
—(k+1 —(k+1
welly < D D Anly s N8welly s r %16, Anlin o
k=0 k=0
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because the support of Vg is contained in U. Regarding wy , it follows from (2.25) that \lij’ S IMllo.»
SO |Ll~j| < T |[M]|o.y - Hence, by Lemma 2.10 we have the bounds

—(N+1 —(N+1
welly s Tr- N Moy, 18welly < 7~ N Ml -
The claimed estimates for v — (¢v| + (1 — ¢)v2) = w. + wy, follow at once. Let us now focus on the
Reynolds stress. Using the assumption ||w]|g < [[villo+ ||v2]lg, we deduce from the definition (2.21) that
2
1S1llo < [vi = vallg.y + (villow + v2llo) Iwllo.w -
Concerning S», let us first estimate p:
-1
llollo < IM - Volloy + 18wello S 777 [IM]l -

Since the support of p(-,¢) is contained in {x € R" : 0 < dist(x, Q) < r}, we may apply Lemma B .4,
obtaining

1_ —_
lollgzise s 77 olly < 7 1Ml -

Hence, it follows from the estimates in Lemma 2.9 that

1521l < llellpziee < 77 IM|lo -

Since
o o o 1
R—(eRi+(1=¢)Ry) =81 +S, — —tr(S] + 52) Id,
n

the claimed bound follows.
Finally, let us estimate A in the case that the velocities are given by v; = div A;. By (2.27) we have

-1
A= (pA1 = (1 -p)Ar) = Z Lij(t)(ei®ej_ej®ei)(2/‘P) @(x).

1<i<j<n
The claimed bounds then follow from the estimates derived in Lemma 2.10. ]

Lemma2.11 is almost what we want, but it can be made a bit sharper. In particular, in Theorem 1.6 we
do not want to assume that the subsolution (vg, po, Ro) is defined in a neighborhood of Q. Fortunately,
it turns out that all subsolutions can be extended, at least a little bit. Our operator £ is essential for this:

Lemma 2.15. Let Qo C R" be a bounded domain with smooth boundary and let I C R be a closed and
bounded interval. Let (vo, po, Ry) € C® (ﬁo X I) be a subsolution in Qy X I. Let Q be a sufficiently
small open neighborhood of Q. Then, there exists a subsolution (v, p, R) € C*(Q x I) that extends
(vo, po. Ro).

Remark 2.16. The open neighborhood Q need not be very small. It only needs to be bounded and such
that each connected component of R" \Qo has nonempty intersection with R” \Q.

Proof. We begin by constructing the velocity field v. We choose p € C°(R" X1, R) such that supp p(:, 1)
is contained in R"\Q for all ¢ € I and such that

/p(x,t)dx:/ Vo -V Vel
G oG

for each bounded connected component G of R\Qg, whose boundary we have oriented with the outer
normal with respect to G. This can be done if Q is a sufficiently small neighborhood of Qg so that the
intersection of G with R"\Q is nonempty.
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Next, let v := VA~!p so that v € C®(R" x I,R") and divv = p for all ¢ € 1. By the divergence

theorem we have
/?-vz/pz/ VoV
oG G 9G

in each bounded connected component G of R" \ﬁo and for all 7 € Iy. In addition, v — v is divergence-
free in Qq X I because p vanishes in this set by construction. In particular, by the divergence theorem
we have /690 (v =vg) - v =0, from which we conclude

/(V—vo)-v=0 Vit € I
p)

for all connected components X of d€y. Therefore, by Lemma 2.6 there exists A € C% (Qo x 1, A™)
such that div A = v — vg in Qo X 1. We choose a smooth extension A € C*(R" x I, R"™") and then we
take the skew-symmetric part, so that A € C*(R" x R, A"). We define:

vi=7—divA € C°(R" X I,R").

Since the support of p(+, #) is contained in R" \Q and the second term is divergence-free, v is divergence-
free in Q x I. In addition, our choice of A ensures that the restriction of v to ﬁo X I is vq, as we wanted.

Next, we will extend Sg = vo®vo+po Id — Ry in a similar manner. First, we choose feC2(R*%I,R")
such that supp f (-, ) is contained in R”\Q for all 7 € I and such that

/ f-f:/ g-a,v+/ §'Upv V& ekerVym, Vi€l (2.33)
G; G; 0G;

for all bounded connected components G; of R" \Qo, whose boundary we have oriented with the outer
normal with respect to G;. To find such an f, we fix a nonnegative radial function ¢ € C°(B(0, 1)) and
a ball B(x;,r;) € G;. Due to symmetry, for any two elements w; # wy of the basis B defined in (2.7)
we have

/lﬁ(”;l(X—xi)) w;(x) - wi(x) dx =0.

Therefore, it suffices to choose

n(n+l)/2

FO =30 > i (=) w0
i =1

for the appropriate coefficients ¢;;. Then, noticing that ;v is a smooth vector field with bounded
derivatives, we define S :== #(-9;,v + f) sothat S € C*(R" x I,S8"), and

divS =-8,v + f. (2.34)
Since v extends v and (v, po, Iég) is a subsolution in Qg X I, we have
div(S = So)(x,1) =0 V(x,1) € Qo x 1 (2.35)

because f vanishes in that set. In addition, using (2.6) it follows from (2.34) and (2.33) that

/ §t(§—SO)v=0 V& € ker Vgyy Ve € 1
oG
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for all bounded connected components G of R \ﬁo. Due to (2.6) and (2.35), this integral also vanishes
for the remaining connected component of 9€, that is, the connected component that separates Q¢ and
the unbounded connected component of R"\€.

We conclude that S — Sy is in G(Qq x I). Therefore, by Lemma 2.8 there exists E € P(Qy x I) such
that Z(E) = S — Sp in Q X I. We choose a smooth extension E € C®(R" X I, R”A) and then we make
the appropriate antisymmetrization. We define

S=8-Z(E)eC”R"xI1,8"
By construction of E, we see that S extends Sy. Additionally, we have
divS=divS=-8,v+ f

because the image of & is contained in the kernel of the divergence. We define
o 1
R=v@v-S—-—-tr(vev-29)Id,
n
1
p=——tr(vev-279).
n

Since f (-, ¢) vanishes in Q for all # € I, we conclude that (v, p, R) is a subsolution in Q X / that extends
(vo, pos Ro). o

Combining Lemma 2.11 and Lemma 2.15 we can finally prove Theorem 1.6:

Proof of Theorem 1.6. Working with each connected component of €y, we may assume that both €
and Q are connected (i.e., domains). Then, reducing € if necessary, by Lemma 2.15 we may assume
that (vo, po, Ro) is a subsolution in Q x I. The result then follows by applying Lemma 2.11 with the
domains €, Q and subsolutions (v, po, I%o) and (0,0, 0). m]

3. Proof of Theorem 1.7

The construction of a weak solution to the Euler equations stated in Theorem 1.7 consists in an iterative
argument which is presented in Subsection 3.1, cf. Proposition 3.2. This proposition together with
Lemma 3.3 allow us to prove the theorem in Subsection 3.2. We want to remark that most of this article,
that is, Sections 4 to 7, is devoted to prove Proposition 3.2, which is the key result for our convex
integration scheme.

Section 3.1 and Section 3.2 follow the general outline of Sections 2.1 and 2.2 in [7] but with two
important differences: here the initial subsolution will be nontrivial, that is, different from (0, 0, 0), and
the perturbations will be supported in a subset of Q instead of the whole space. Regarding the first
issue, we use Lemma 3.3 to help start the iterative process. Concerning the second point, we introduce
suitable sets related to the distance to dQ and the size of Roo. The perturbations will be localized to these
sets, which is summarized in an additional inductive hypothesis, (3.13).

3.1. The iterative process

Let us assume all along this subsection that the subsolution (vg, po)(-, ) is compactly supported for
each time ¢ € [0, T]. We will construct the desired weak solution of the Euler equations as the limit of a
sequence of subsolutions, that is, at a given step ¢ > 0 we have (v4, py, I%q) € C°(R?x [0,T]) solving
the Euler-Reynolds system:

{8,vq +div(vy ® vy) + Vp, = div I'\%q, G.1)

divv, =0,
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to which we add the constraint that
trR, = 0. 3.2)

The matrix I'\o’q measures the deviation from being a solution of the Euler equations. The goal of the
process is to make I§q vanish at the limit ¢ — +oo, so that the limit field is a weak solution of the Euler
equations.

Assume we are given the initial subsolution (vo, po, Rg) € C®(R? x [0,T]). Let us then show how
to construct the rest of the terms iteratively. To construct the subsolution at step g from the one in step
g — 1, we will add an oscillatory perturbation with frequency A,. Meanwhile, the size of the Reynolds
stress will be measured by an amplitude 6,. These parameters are given by

A, =2x[a""1, (3.3)
54 =27, 3.4

where [x] denotes the ceiling, that is, the smallest integer n > x. The parameters a, b > 1 are very large
and very close to 1, respectively. They will be chosen depending on the exponent 0 < 8 < 1/3 that
appears in Theorem 1.7, on Q and on the initial subsolution. We introduce another parameter @ > 0 that
will be very small. The necessary size of all of the parameters will be discovered in the proof.

Throughout the process we will also try to achieve a given energy profile e € C*([0,T]), which
must satisfy the inequality (1.3). We will also assume

d
sup e (1)

t€[0,T]

<1 (3.5)

We will see that this can be assumed without losing generality.

Unlike the construction on the torus in [7], it is essential that we only perturb the field in the region
where the Reynolds stress is nonzero. Hence, we have to pay special attention to the support of the fields.

Since the map (vo, po, Ro) (-, 1) is assumed to be compactly supported at each time 7 € [0,7], we
shall see that with a suitable rescaling we may assume that its support and Q are contained in (0, 1)°.
This is useful because sometimes it will be convenient to consider that we are working with periodic
boundary conditions (that is, in T3) to reuse the results in [7]. On the other hand, Rao(-, t) is supported in a
potentially smaller domain Q. In our construction we must ensure that we do not perturb the subsolution
outside of this set.

It will be convenient to do an additional rescaling in our problem. In the rescaled problem the
initial subsolution will depend on a, but we assume that nevertheless there exists a sequence {yn }y _,
independent of the parameters such that

Ivolly + 10:volly < yn. (3.6)
lpolly < yw, (3.7)
IRolln + 110: Rolln < yn- (3.8)

Since the initial Reynolds stress Iéo and its derivatives vanish at 9Q x [0, T], for any k € N there
exists a constant Cy, such that for any x € Q we have

|Ro(x,1)| < Cr dist(x, dQ)*. (3.9)
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The constants Cy are independent of a by (3.8). We define

6\ 1/10
4y = [Crdect 3.10
q -— T]O . ( . )
Hence, we have
. 1
|Ro(x,1)] < Z(sq+2/1;§‘f Vx € Q, dist(x,dQ) < d,,. (3.11)

At step g the perturbation will be localized in a central region
Ay = {x € Q:dist(x,0Q) > d,} (3.12)

so that (vy, pg, Iéq) equals the initial subsolution in (R3\Aq) x [0,T]. Note that d; — 0 as g — o
because so does 442. Therefore, in the limit the perturbation covers all of the region where Ry is
nonzero. However, the velocity is not modified outside this set.

As we have mentioned, the error introduced in the gluing step of [7] is spread throughout the whole
space. To avoid this, we introduce an additional gluing in space, which we will explain in more detail
in the following sections.

The complete list of inductive estimates is the following:

(vgPg> Ry) = (vo, po, Ry)  outside A, x [0, 7], (3.13)
IRgllo < 64412,°7, (3.14)

[vall, < M54, (3.15)

vally < 1- 547 (3.16)

Oge1dy, ™ < elr) - /Q [vg|?dx < 6441, (3.17)

where M is a geometric constant that depends on Q and is fixed throughout the iterative process.

Remark 3.1. If Q has several connected components €/, we may fix an energy profile ¢/ in each of
them. In that case, (3.17) would have to be replaced by

Sqe1d," < €/ (1) - /Q,- [vg|dx < 641

Since the construction does not differ much, for simplicity we will assume that Q is connected.

The following proposition is the key result to prove Theorem 1.7, because it establishes the existence
of the iterative scheme in the convex integration process.

Proposition 3.2. Let T > 0 and let Q c (0,1)3 c R3? be an open set with smooth boundary and with
a finite number of connected components. Let (vo, po, Ry) € C*(R? x [0,T]) be a subsolution whose
support is contained in (0, 1) x [0, T] and such that supp Ry C Q % [0, T). Furthermore, assume that
(3.6)=(3.8) are satisfied for some sequence of positive numbers {yn }5_- There exists a constant M
depending only on Q with the following property: Assume 0 < B < 1/3 and

1-8 11}

1 <b<min{——, —
{2,8 10

(3.18)
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Then there exists an ag depending on 8 and b such that for any 0 < a < g there is an ay depending
on B, b, @, Q and {yn}}_, such that for any a > ag the following holds: Given a strictly positive
energy profile satisfying (3.5) and a subsolution (v4, pg, Iéq) satisfying (3.13)—(3.17), there exists a
subsolution (Vgi1, Pg+1, Iéqﬂ) satisfying the same equations (3.13)—(3.17) with q replaced by q + 1.
Furthermore, we have the estimate

1/2

et (3.19)

1
”Vq+1 - Vq”o 1 ||Vq+1 - Vf1||1 < Mé
g+l

We wish to iterate this result to construct a sequence of subsolutions whose limit will be the desired
weak solution. However, in order to start the process, the first term in the sequence must satisfy
the inductive hypotheses (3.13)—(3.17). Since we do not assume any bounds on (v, po, Ro), these
hypotheses will not be satisfied by the initial subsolution, in general. Although a time dilation would
almost solve the problem, we need the following lemma to fully prepare the initial subsolution:

Lemma 3.3. Let T > 0 and let Q c (0, 1)% ¢ R3? be an open set with smooth boundary and with a finite
number of connected components. Let (vo, po, Ry) € C®(R> x [0,T]) be a subsolution whose support
is contained in (0,1)3 x [0, T] and such that supp Ry C Q x [0,T]. Let 1 > 0 be a sufficiently large
constant. There exists a subsolution (v, p, R) € C*(R? x [0, T]) such that for any N > 0 we have

iy AV, (1Rl < A7

where the implicit constants are independent of A. In addition, the energy satisfies
/ vol *dx < / v|2dx < / [vol 2dx + 61| Ro|lo |22 . (3.20)
Q Q Q
Furthermore, (v, p, 1%) equals the initial subsolution outside the set
A, = {x € Q: dist(x, 4Q) > 1—1/12} % [0,T].

While necessary, this result is nothing new and one could easily obtain it by combining [24] and
Lemma 2.9, or using the ideas in [36]. For completeness, we sketch its proof at the end of Section 7,
considering a simplified version of the preceding construction.

3.2. Proof of Theorem 1.7

We first prove the theorem under the assumption that the subsolution (vo, po, Ro)(-,?) is compactly
supported for each time ¢ € [0, T']. This assumption will be relaxed in next subsection to a condition on
the support of Ry. We fix 0 < 8 < 1/3, we choose b satisfying (3.18) and @ smaller than the threshold
given by Proposition 3.2. Next, we use the scale invariance of the Euler equations and subsolutions

vo(x,1) B volpx, pt),  polx,t) = polpx, pt), Ro(x,t) — Ro(px, pt)

to assume that Q c (0, 1)% and supp(vo, po, Ro) < (0, 1)3 x [0, T]. The desired energy profile must also
be modified: e(t) > p~3e(t). Note that this preserves (1.3). For convenience, we denote the rescaled
subsolution like the original. It then suffices to construct the desired solution in this case and then reverse
the change of variables.

Next, we use Lemma 3.3 with 4 = /1}2" to obtain a subsolution (v, p1, Iél) that equals the initial
subsolution outside the set

{xeQ:d(x,0Q) >} x[0,T]
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and satisfies the estimates
Ivilly < en AN IR o < 275,

where the constants ¢ are independent of A; but they will depend on Q and the initial subsolution. In
addition, by (1.3) we have

e > [ boldx+likoloial> [ il
Q Q
Next, we use another scale invariance of the Euler equations (and the definition of subsolution):
v(ix,t) > Tv(x, 1), p(x,t)+— sz(x, I7), R(x,t) - I2R(x,T1).

We choose

-1/2
= 6;/2 max {l,suppt (e(t) —/ [vi(x,1)] de)}
Q

and we begin to work in this rescaled setting, which we will indicate with a superscript r. We are thus
working in the interval [0, T], where T := I'"'T, and we try to prescribe the energy profile é := I'%¢(z).
By construction of I" we have

s1t1p (é(t) - /Q |vf(x, t)‘zdx) <

and

inf (é(t) - / |v? (x, t)|2dx) =TI?inf (e(l) —/ [vi(x,1)] 2a’)c) .
! Q ! Q

It follows from the definition of I" that if a is sufficiently large we have

2
/lf(g—z)irtlf(e(t)—/leo(x,t)lzdx) > 1.

so (3.17) holds. On the other hand,

sup &' ()| < T3 suple’(1)] < 1
t t

because I" becomes arbitrarily small by increasing a.
Next, we observe that (v(, py, 1%6) still satisfies (3.6)—(3.8) with the same sequence {yn}}y_,-
Regarding (v{, p, Ii’q ), it follows from the definition of the rescaling that

5 -6
IR llo < 624,77
On the other hand, since the constants ¢y are independent of A, for sufficiently large a we have

||Vﬂ|0 < 5;/2 villo < 5;/2c0 <1- 6}/2,

1/2
2

1/2

2.

”%“1 < 5;/2 [lvill; €6 61/1{2" < M§

Finally, (v}, p}, RY) = (vf;, py. R}) outside

{xeQ:d(x,0Q) > A"} x [0,T].
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Let us consider the sets A, defined in (3.12). We see that (v], p7, Iéq) = (vi» Pos Ra(’)) outside A X [0, f]
for sufficiently small o and sufficiently large a. Remember that ¢, and A, depend on a through the
expressions (3.4) and (3.3), respectively.

From now on we assume that we are working in this rescaled problem and we omit the superscript
r. Once we obtain the desired weak solution in this setting, to obtain the solution to the original
problem it suffices to undo the scaling. By the previous discussion, the energy profile satisfies the
inductive hypotheses (3.5) and the subsolution (vl,pl,lél) satisfies (3.13)—(3.17). In addition, the
initial subsolution (vo, po, Ro) satisfies (3.6)—(3.8) for some sequence {y N}y that does not depend
on a. Therefore, we may apply Proposition 3.2 iteratively, obtaining a sequence of compactly supported
smooth subsolutions {(vg, pq, Rg)}>,.

It follows from (3.19) that v, converges uniformly to some continuous map v. On the other hand,
note that the pressure p, is the only compactly supported solution of

Apg =divdiv(-vg ® v, + I%q).

Therefore, p, also converges to some pressure p € L” (R3) for any 1 < r < co. Since Iéq converges

uniformly to 0, we conclude that the pair (v, p) is a weak solution of the Euler equations.
Furthermore, using (3.19) we obtain

v = valfy

Z ||Vq+1 - anﬁ' < Z C(B'.B) ||Vq+1 - Vq”(l)iﬁ,
g=1 g=1
- , B
< C(B. ) Y (MoY2)1 (Ms)2a,)
g=1
<MCB.B) Y, 47",
gq=1

so {vg };°=1 is uniformly bounded in C?Cfl for all 8’ < B. To recover the time regularity, see [7].

Next, note that (vy, pg, ﬁq) = (vo, po,0) in (R3\Q) x [0, T for all g by (3.13) and the definition of
Ag. Hence, we have (v, p) = (vo, po) in (R*\Q) x [0,T].

Finally, it follows from (3.17) and the fact that 6,41 — 0 as g — oo that /Q [v(x,1)|2dx = e(t), as we
wanted. This completes the proof of the theorem for the case that the initial subsolution is compactly
supported for all time.

3.3. Dropping the compact support condition

Once we have proved Theorem 1.7 for the case that (vo, po, Ro) (-, 7) is compactly supported, it is easy
to relax this condition and show that it suffices that Ry (-, 7) is compactly supported.

Indeed, let us choose a bounded domain with smooth boundary U 2 €. As we mentioned in
Lemma 2.11 and Remark 2.12, any subsolution defined in all R? automatically satisfies the conditions in

Theorem 1.6. Hence, there exists a subsolution (vo, po, Ro) € C*(R3 x [0, T]) that extends (vo, po, Ro)
outside U and that is compactly supported in each time slice. Since it is an extension, we see that the
Reynolds stress vanishes in U\Q.

We can now apply Theorem 1.7 in the case that the subsolution is compactly supported for each time
slice, thus obtaining a weak solution (v, p) with the appropriate regularity and such that (v, p) = (vo, po)
in (U\Q) x [0, T]. Since Q € U, we may glue this region back into (vo, po), obtaining a weak solution
that equals (vg, po) outside Q X [0, T].

Finally, since Q and R3\U are disjoint, when we apply Theorem 1.7 we may fix the energy profile in
each region independently. Therefore, we can prescribe the energy profile in Q of the final weak solution
to be any smooth function satisfying condition (1.3).
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4. Proof of Proposition 3.2

The different steps in the proof of Proposition 3.2 are presented in Subsection 4.1. These steps are
elaborated in the next subsections, and we complete the proof of the proposition in Subsection 4.6.
Roughly speaking, our proof adapts the arguments of [7] to the nonperiodic setting. To do so, we
introduce an additional step in the iteration: a gluing in space that ensures that the error does not spread
out to the whole space when we glue in time.

4.1. Stages of the proof

1. Preparing the subsolution. We mollify our subsolution (v, pg, Iéq) to avoid the loss of derivatives
problem, obtaining a new subsolution (v¢, pe, I%g). It is convenient to glue it in space to the original
subsolution far from the turbulent zone.

2. Gluing in space. We pick a collection of times {t;} c [0,7] and we consider the solutions (v;, p;)

of the Euler equations with initial data v, (z;). We glue them in space to (Vz, pz, R;), obtaining new
subsolutions (v;, p;, ﬁi). The error R; is small and these subsolutions equal (vo, po, Ro) near 6Q.
3. Gluing in time. We glue together the subsolutions (v;, p;, ﬁi), obtaining a new subsolution

v,.7.,R,) in which most of the error is concentrated in temporally disjoint regions. The error re-
q>Pg> g p Yy dis) g

mains localized within Q owing to the fact that the differences between the subsolutions (v;, p;, R))
vanish near 0Q.

4. Perturbation. We add a highly oscillatory perturbation to reduce the error. In fact, we add many
corrections, each of them reducing the error in one of the temporally disjoint regions. These pertur-
bations do not interact with each other, which yields the optimal estimates for the new subsolution
(Vq+1v Pqg+1, Iéq+l)-

Throughout the iterative process we will use the notation x < y to denote x < Cy for a sufficiently large

constant C > 0 that is independent of a, b, and g. However, the constant is allowed to depend on «, S,

Q, and {yn }y_, and it may change from line to line.

4.2. Preparing the subsolution

The first step consists in mollifying the field in order to avoid the loss of derivatives problem, which is typ-
ical of convex integration. The problem is the following: to control a Hélder norm of (vg+1, Pg+1, Iéqﬂ)
we need estimates of higher-order Holder norms of (vq, P> Iéq). As the iterative process goes on, we
need to estimate higher and higher Holder norms of the initial terms of the sequence to control just the
first few Holder norms of the subsolution. However, if we mollify the subsolution (v, pg, R,), we can
control all the derivatives in terms of the first few Holder norms and the mollification parameter.

Note that this process changes the subsolution in the whole space, yet mollification is only strictly
necessary in A, X [0,T], as (v4, pg, Iéq) equals (v, po, Ro) outside of this set. Furthermore, it will be
convenient for later estimates that the resulting subsolution equals the initial subsolution far from the
turbulent zone, as this is a property that we want to impose unto (vVg1, pg+1, Iéqﬂ ). Hence, our approach
consists in gluing the mollified subsolution to the initial subsolution, which is not quite demanding
because both subsolutions are very close far from the turbulent zone.

We begin by fixing a mollification kernel in space ¢ € C° (R3) and we introduce the mollification
parameter

o

=1 4.1
1/2 3143
6(1 /lq+ [e%

Since ((5q+1/6q)1/2 = /l;ﬁ(b_l) and our assumption (3.18) implies that 8(b — 1) < 1/2, we see that we
may choose « sufficiently small and a sufficiently large so as to have
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;7 <e<ag 4.2)
Note that our definition of ¢ differs from the one in [7] by a factor of /1;3"/ 2. The coefficients of a
used in [7] are fine-tuned to their proof. Since we do some things differently, it is not surprising that we
have to change some of these coefficients. In general the factor /1;,3"/ Zis quite harmless, as only simple
relationships like (4.2) are used throughout most of the paper, and these are the same here and in [7].
The actual value of ¢ is only used at the very end, when fine relationships between the parameters are
needed to estimate kq+1. We will study these situations when they arise, but in any case we will see that
the extra factor is essentially irrelevant. Indeed, « is assumed to be so small that in those inequalities
the term containing « is negligible. Our definition of ¢ leads to a different coefficient multiplying «, but
this only changes how small @ has to be chosen, so it is not important.

After this brief digression, we define

Ve = Vg * lﬂg,
— 2 2
Dt = Pq *W+|Vq| *Ye—|vel”,
K’g = Iéq *Wp — (vqé)vq) * e + V[éV[,
where the convolution with  is in space only and f&g denotes the traceless part of the tensor f ® g.

It is easy to check that the triplet (v¢, pe, ]%[) is a subsolution and by [7, Proposition 2.2] we have the
following estimates:

1/2 -«
q+l/lq ’

el s 64574, CNYN 2 0,

||é€||N+a < 5q+15_N+3“ VN > 0,

'/ |vq|2— |V[|2dx
Q

Note that we have an extra factor £ in the estimate for the Reynolds stress in comparison to [7]. This
comes from the extra factor /153" in || Ry4llo and from our definition of £. They cause an extra factor /153”

”"f - Vq”o SO

S 5q+1€(t.

to appear in the estimate, which yields an extra factor £2¢ by (4.2).

Obtaining an extra factor £> (actually £¢ would suffice) is our reason for modifying the inductive
estimate of the Reynolds stress and the definition of £. We will use this extra factor to compensate a
suboptimal estimate that we will be forced to use in Section 5.

Once we have mollified the subsolution, we will glue it to the initial subsolution far from the turbulent
zone. It will be convenient to divide A,.1\A, into several pieces because we will have to do several
constructions in this region. We define

1
o = 5(dy = dgu), 43)

where d,; was defined in (3.10). Using the elementary inequalities

Aq
we deduce 6442 2 /1;213 b By (3.18) we have b? < 5/4, so for sufficiently small a we have
~1/11
dg 2,
Therefore,
ot at. 4.5)
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In particular, o > €. For 1 < j <5 we define
Bj = R°\[A, + B(0, )]

By hypothesis, (v4, pg, I’\Q’q) equals (vo, po, Ro) outside A4 % [0,T]. Hence, it follows from (3.6)—(3.8)

that
Ive = volln:s, + 10:ve = drvolln.s, S €% (4.6)
Ipe = polln.a, < €. 4.7
IRe = Rollw:s, < €. (4.8)

Thus, both subsolutions are very close in this region, which makes gluing them much easier. Taking
into account (4.6), it follows from Lemma 2.6 that there exists a potential A € C* (B x [0, T], .A?) such
that divA = vy — vg in By X [0, T] and

2
Al N 4148, + 10 AllN114a:8, S € VN 2 0.

£2. We introduce this estimates into Lemma 2.11 to perform a gluing in the region B \B;. Since o >
we may essentially ignore any factor coming from the derivatives of the cutoff by absorbing it into the £
factor. Carrying out the rest of the construction of Lemma 2.1 1, we conclude that there exists a smooth
subsolution such that

Therefore, the matrices S; and M that appear in Lemma 2.11 satisfy the estimates ||S1 || y 1o HIM || 1o S

(0.5 B = (ve,pes Re)(x,1)  ifx € Ay +B(0,0), “9)
. ’ (v, po» Ro) (x, 1)if x € B, :
and satisfies the estimates

[Fe = vl < 62305, (.10)
Iellnar < 0420, €NYN > 0, @.11)
IRelIN+a S Sgri€ N3 VYN >0, (4.12)

|~ 2 2 a
‘/ Va|? = vel* dx| < 8g1 . (4.13)

Q

That is, we have obtained a new subsolution satisfying the same estimates as (v¢, pe, ]%g) but with the
additional property of being equal to the initial subsolution far from the turbulent zone.

Although many constructions in [7] work in R3 with very little or no modification, it is more
convenient to work with periodic fields so that we may use results from [7] directly. Note that the
subsolution that we have just obtained is supported in (0, 1) x [0, 7] because it equals the initial
subsolution far form the turbulent zone. This allows us to consider its periodic extension to R3 /Z3,
which we denote the same. From now on, we consider that we are working in this setting.

4.3. Overview of the gluing in space

The key idea introduced by Isett in [35] is to glue in time exact solutions of the Euler equations to obtain

a new subsolution (Vq,l_aq,ﬁq) such that v, is close to v, but R, is supported in a series of disjoint
temporal regions of the appropriate length. This allows the use of Mikado flows, leading to the optimal
regularity C# for any B8 < 1/3 (as in Onsager’s conjecture).

https://doi.org/10.1017/fmp.2025.10012 Published online by Cambridge University Press


https://doi.org/10.1017/fmp.2025.10012

32 A. Enciso J. Penafiel-Tomds and D. Peralta-Salas

More specifically, we define the length

2a
Ty = % (4.14)
and we consider the smooth solutions of the Euler equations
Ovi +div(v; ® v;) + Vp; =0,
divv; =0, 4.15)

Vi(', ti) = T’Tf(" ti)?

where t; = it,. We will see that they are defined in the time interval [t; — 74, t; + 74]. The pressure is
recovered as the unique solution to the equation —A p; = tr(Vv;Vv;) with the normalization

/ pi(x,t) dx =/ pe(x, 1) dx. (4.16)
3 T3

We will see that these solutions remain sufficiently close to v, in their respective intervals. Following
Isett’s ideas, we would like to glue them in time to obtain a subsolution in the whole interval [0, T]. The
velocity field would remain sufficiently close to v, while the Reynolds stress would be localized to the
intersection of the consecutive time intervals.

However, even if 1%[ is well localized, the solutions v; will immediately differ from v, in the whole
space. Furthermore, different solutions v;, v;;1 will also differ in the whole space during the intersection
of their temporal domains. If we tried to apply Isett’s procedure to them we would obtain a Reynolds
stress that spreads throughout the whole space. This is not suitable for our purposes, so we must modify
Isett’s approach.

What we will do is to glue in space the exact solutions v; to vy in the region where ﬁg is small,

obtaining subsolutions (v;, p;, R;). The Reynolds stress will no longer be 0, but it will be so small that
we may ignore it in the current iteration. Since these subsolutions will coincide far from the turbulent
zone, we will be able to glue them in time while keeping the Reynolds stress localized.

The actual process is not so simple because the difference between the exact solutions (v;, p;) and

the subsolution (v¢, py, Ry) is too big, leading to an unacceptably large error if we try to glue them. Our
approach consists in producing a series of intermediate subsolutions that act as a sort of interpolation
between them. Instead of a single gluing we perform a big number of them, going from v; to v, far
from the turbulent zone. The difference between two consecutive intermediate subsolutions will be very
small so that the error introduced in each of these middle gluings is small.

At the end of this process we will obtain subsolutions (v;, p;, R;) such that
(Vi Pis Ri) = (v0, po, Ro) in B3 X [1i = 4 1i + 74, (4.17)

Vi(ti»') :Vf(tis')' (4]8)

In addition, for |t — #;| < 7, and any N > 0 we will have the following estimates:

o 1 —6¢
IRl < §6q+zﬂqif, (4.19)
I: = Vellnsa S Tq0qnt N1, (4.20)
[De.e (i =Vo|y s S Oqur N7, 4.21)
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where we write
Dt’f = 0 +V[ -V

for the transport derivative. Furthermore, there exist smooth vector potentials z; defined in [#; -7, t;+74]
such that v; = curl Z; and at the intersection of two intervals we have:

N+
1Zi = Zix1 ||N+a/ S Tg q+l€ e, (4.22)

1D (Zi = Zie)lINwa S Sger € NH. (4.23)

These estimates are completely analogous to the ones in [7, Proposition 3.3, Proposition 3.4] but we
have the additional benefit of the fields being equal to the initial subsolution far from the turbulent zone.
We do have to pay a price because now we have subsolutions instead of solutions of the Euler equations.

Nevertheless, the errors R; are so small that we may ignore them until the (g + 1)-th iteration.
All of the steps summarized here will be discussed in full detail in Section 5, where we derive the
claimed estimates.

4.4. Overview of the gluing in time

Once we have our subsolutions (v;, p;, E,v) we will glue them in time. The goal is to obtain a subsolution
defined in all [0, T'] that remains close to v, but in which most of the Reynolds stress is localized to
temporally disjoint regions of the appropriate length. This will allow us to correct the error in each
region separately using Mikado flows. Let

n[0,7],

t+l t+2
it 3Tg 0T 3
31 3

t;i = iTq, I; = Tq

1 1
J; = (li - gTqu + gTq) N [O,T].

Note that {/ s J;} is a pairwise disjoint decomposition of [0, T]. We choose a smooth partition of unity
{xi} such that:

e Xixi=1

® supp y; N supp yi+2 = @. Furthermore,

2 2
su i Clti —z7g. i + 274,
PP Xi (l 3larli® 3 q) (4.24)
){i(l)Zl vVt € J;.
e For any i and N > 0 we have

07 xilly < 7™ - (4.25)

We define
— ~ 1 (1) =
q = ZX[Vi’ ( ) ZXtPu Rq = ZX:'RL
i i

It is clear that v, is divergence-free and it equals vy in B3 x [0,T] because of (4.17). In addition, it
inherits the estimates of v;:
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Proposition 4.1. The velocity field v, satisfies the following estimates:

g = ell, s 8,/5¢ (4.26)
Vg = Velly,g < Tq0qe TN, (4.27)
Fall, o < 06722, (4.28)

< Sl (4.29)

Lol er?
Q

The proof is exactly the same as the proof of [7, Proposition 4.3, Proposition 4.5] because our fields
v; satisfy completely analogous estimates to the solutions v; in [7].

We conclude that the new velocity v, equals vq far from the turbulent zone, it is close to v, and
satisfies suitable bounds. Nevertheless, we must check if it leads to a subsolution. If ¢ € J;, then in a
neighborhood of ¢ we have y; = 1 while the rest of the cutoffs vanish. Thus, for all ¢ € J; we have

Jorall N > 0.

-~ — ~ =0 =
Vg = Vi, Pél) = pi, R, =R:.

Since (v;, p;, Ei) is a subsolution, we have
— s o= —(1) .=
Ovg +div(vg ®vy) +Vp, ' =divR,

On the other hand, if # € I;, then y; =0 for j #7,i+ 1 and x; + x;+1 = 1. Hence, on /; we have

— ~ ~ —(1 ~ ~ = = =
Vg = XiVi+ Xi+1Vitls Py ) = XiPi + Xis1 Pis Ry = xiRi + xis1Ris1.

After a tedious computation we obtain

07 +div(v, ®7,) + VP — div Ry = (4.30)
= 0rxi (Vi = Vi) = xi(1 = xi) div((vi = Vis1) ® (Vi = Vis1)),

where we have used the fact that (v;, p;, Ei) are subsolutions.

—(1
In conclusion, for t € J; the triplet (Vq,]_)él),R; )) is trivially a subsolution, whereas for ¢t € I;

it suffices to express the right-hand side of Equation (4.30) as the divergence of a symmetric matrix.
However, we must do this carefully because it is very important to keep under control the spatial support

of the Reynolds stress. Indeed, since ﬁél) equals Ry outside Ag41 X [0,T], any perturbation in the
Reynolds stress must be contained within A1 X [0, 7] in order to satisfy the inductive property (3.13).
Fortunately, we will be able to achieve this because the right-hand side of Equation (4.30) is supported in
A+ B(0,30) due to (4.17). We see that performing the gluing in space in the previous stage is crucial.

The logical approach would be to apply Lemma 2.9 to the right-hand side of (4.30) and define the

. . L) .
new Reynolds stress as the sum of the obtained matrix and R, . Unfortunately, we cannot simply do
that because we cannot obtain the necessary estimates for the transport derivative from Lemma 2.9.

Nevertheless, this difficulty can be solved. In Section 6 we will find smooth symmetric matrices

=2 =0 . .
R, s R,  solving the equation

(=) =0) _
div (Rq +R, ) =0 xi(Vvi =Vit1)
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—(2) =@
fort € I;. We set R; ), R; ) 0 for ¢ ¢ |; 1;. Since the source term is supported in A, + B(0,30) due

—(2) =3
to (4.17), we will be able to choose R; ), R(q ) supported in A, + B(0,40). The motivation for each
matrix is the following:

—(2
° R;) solves the equation except for a small error. We have good bounds for the derivative of the

ma%erlal derivative.
e R, corrects the errors introduced when fixing the support of R We do not have good bounds for

its material derivative, but its C%-norm is very small.

Using these auxiliary matrices, we define

= n =3 1 =0
Rg =R, +R, -3 R, 14, (4.31)
s =2 - e~ = 1 =@
Ry® =Ry =~ xi(1= X)) (7 = V)8 = Viwt) = 3 Ry 1d, (4.32)
R, =R,V +R,?, (4.33)

7 R _<3)) . (4.34)

- 1
Pq=Pg —xi(l—xi) |Vi_Vi+1|2_§tr(Rq +R,

—(2 —(@3 = .
By construction of R; ) and R; ), we see that (v, Pq R,) is a smooth subsolution. Furthermore, we
have

(Vqsﬁq»kq) = (VOsPO, R}O) in B4 X [09 T]

because of (4.17) and the fact that ﬁf) , ﬁf) are supported in A, + B(0,40). We emphasize again the
importance of performing a gluing in space to use v; instead of the solutions v;. Otherwise, we would
have no control on the Reynolds stress because v; — v;4+1 will in general be spread throughout the whole
space.

We summarize the facts about the new Reynolds stress that we will prove in Section 6:

Proposition 4.2. The smooth symmetric matrices Eq(]), Eq @ satisfy

1R, Vo < %6q+zﬂ;i?, (4.35)

supp Ry ®)  [Aq + B(0.40)] x| I (4.36)
IR, @Iy < 840167V, (4.37)

10, +74 - VIR, Pl < 6gs104 2,6 (4.38)

Comparing (4.37) with the analogous estimate in [7], we see that we estimate the C"V -norm instead
of the CN*%-norm. This difference is immaterial because they merely use the CV*?-norm to estimate
the CN -norm, which leads to the same bound as (4.37).

In conclusion, Eq (1) is so small that we may ignore it for the present iteration, whereas Eq(z) is big
but it is supported in temporally disjoint regions and it satisfies good estimates. The next stage of the
process is aimed at correcting Eq(z) by means of highly oscillatory perturbations.

All of the steps summarized here will be discussed in full detail in Section 6, where we derive the
claimed estimates.
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4.5. Overview of the perturbation step

We have localized most of the Reynolds stress, that is, Eq @) to small disjoint temporal regions but to
reduce it we must resort to convex integration. _
First of all, we fix a cutoff ¢, € C* (R3, [0, 1]) that equals 1 in A4 + B(0,40) and whose support is

contained in A, + B(0, 50). In particular, ¢, = 1 on the support of Eq(z) (-,t) forallt € [0,T].
We follow the construction of [7] with Mikado flows, but there are some differences:

e We control the support of the perturbation by introducing the cutoff ¢, .

e To obtain the desired energy, we must use a slightly different normalization coefficient for the
perturbation to account for the presence of the cutoff ¢, when integrating.

e We construct the new Reynolds stress using Lemma 2.9 so that we have control on its support.
To apply this lemma we must introduce a minor correction wy, to ensure that the perturbation has
vanishing angular momentum.

Since ||¢q||  are much smaller than the CN -norms of the other maps involved, the presence of the
cutoff does not affect the estimates. In addition, w will be negligible because its size is determined by
an integral quantity, which is very small for a highly oscillating perturbation.

The form of the perturbation Wg41 = Vg41 — Vg IS Wge1 = Wo + we + wy, Where wy is the main
perturbation term and it is used to cancel the Reynolds stress, w. is a small correction to ensure that
the perturbation is divergence-free and wy, is a tiny correction that ensures that the perturbation has
vanishing angular momentum. This term is not present in [7] because they do not control the support of
the Reynolds stress, so it suffices to use wy41 == wo + we.

At the end of the process we will obtain a new subsolution (vg+1, pg+1, éq+1) that equals (vo, po, Ro)
outside A1 X [0, T] and satisfying the following estimates:

_ 1 _ 3. a2
Iegurtlly+ o Igmall < GM015, (@39)
1 Rgs1llo < 6q+2/1;_?_‘]l, (4.40)
Sgrd 1 < e(t) - / [vge1(x, )| 2dx < gat. (4.41)

4.6. Proof of Proposition 3.2

Finally, we are ready to complete the proof of the proposition. The estimate (3.19) is a consequence of
(4.10), (4.11), (4.26), (4.28) and (4.39):

3
[vaet = vallo + Agh Vgt = vall, < 4M61/2 +COZ LT+ Co P Aga0),,

where the constant C depends on «, 8, Q and (vg, po, Iéo), but not on a, b or g. Thus, for any fixed b
(3.19) holds for sufficiently large a. Regarding (3.15), we use the inequality at level g to get

3
IMSJ% + COL% LM g + Coy .

qu+1||1 < M(Sl/z/l + - 2

Hence, if we choose a large enough we obtain (3.15). Finally, (3.16) follows from
vauilly < vally +llvgs = vally < 1 =65 + M55

The inductive hypotheses (3.13), (3.14) and (3.17) were obtained in the perturbation step, and we are
done.
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5. Gluing in space

In this section we develop the second step of the proof of Proposition 3.2, which was summarized in
Section 4.3. We do it in three subsections.

5.1. Interpolating sequence

We begin by describing the intermediate subsolutions that we will use. First of all, we recall the following
local existence result. It is standard, but we provide a proof for the sake of completeness.

Proposition 5.1. For any @ > 0 there exists a constant c(a) > 0 with the following property. Given any
C* initial data ug € H*(R3), any C* force f € L} (R, H3(R3)), let us fix a constant T > 0 such that

loc

T lluolliva +T* 1 fll1va < c(@). .1
Then there exists a unique solution u € C®(R> x [-T,T]) N C([-T,T], H*(R?)) to the Euler equation
Ou+diviu®u)+Vp = f, divu =0,
u(-,0) = ug.

Moreover, u obeys the bounds

lullyia S luollvsa +T 1 lIN+a

forall N > 1, where the implicit constant depends on N and a > 0.

Proof. Tt is classical [48, 37, 50] that the 3d Euler equation is locally well-posed on H?(R?), and that
the solution, which is defined a priori for some time 7' = T'(||uo|| 43 (g3)) > 0, can be continued (and stay
smooth, provided that ug € C*) as long as the norm |[|u(#)|| ;43 g3 remains bounded. Furthermore, the
weak Beale—Kato—Majda criterion shows [3] that this norm is controlled by ||Vu||;1;~. More precisely,
one has

Iz

(O3 3y < Nuolls es) +C/ | I1f (Olpr3 rs) dT
t

lz] o , ,
+ C/ Vi)l g3y ILf (O Nl g3y €l W O 3 eay 477 4
—le|

[t

Therefore, we only need to provide a uniform a priori estimate for ||Vu||y~ for all times ¢ < T, where
the maximum value T > 0 is yet to be determined. To this end, note that for any multi-index 6 with
|6] = N we have

30%+u-Volu+[0%u-Viu+vdlp=9f.
Since the pressure satisfies the equation —A p = tr(VuVu) — div f, it follows that

[va°pll, < Ne(VuVi)lly_rea + 11/ Inva S ltllig Nully g + 1 F 1 neq -

Hence, we have

10,0 + - VaOyul|, < lltllysa litlly s + 111l ser -

Thus, by Lemma B.2:

t
luC.OlIn+a S llolinva + T In+a +/0 G ) llisa G ) lnsa ds. (5.2)
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Specializing to the case N = 1, we note that for all |¢f| < T one has

luCOllira < E(@) (luollire + T 1S la) +5(C¥)/O (-, )13, o ds, (5.3)

for some constant ¢(a) > 0. We define the constant ¢ («) that appears in the statement of the proposition
as c(a@) = [2¢(a)]* and then assume that T > 0 satisfies (5.1). Let y, be the first term on the right-hand
side of (5.3) and let y(¢) be the solution to the ODE y’ = &(a)y? with y(0) = yo. One finds

Yo

< )= ————.
Jall o < () = =0

Since y(f) < 1 for all |t| < T, by our choice of T, we conclude that the solution is well defined for
|t| < T. Furthermore, inserting this estimate in (5.2) and applying Gronwall’s inequality, we obtain the
desired Holder bounds for N > 1. O

To construct the desired sequence of subsolutions, we define

m = [/l;/z-l, 5.4

. k =~

B =Lk, (5.5)
m

Fori > 0 and 0 < k < m we consider the smooth solutions of the forced Euler equations

6tvl’.‘ + div(vf.c ® vf) + fo.‘ =div Iéf,
divvk =0, (5.6)
V{'((" tt) :Vf('sti)'

Thus, the triplet (v;¥, pl’.‘, Ii’l’.‘ ) is a subsolution. The pressure is recovered as the unique solution to the
equation

~Ap¥ = tr(VvEVvE) — divdiv R;*

with the normalization

/P{'C(x,l)dx=/ﬁg(X,t)dx.
T3 T3

Note that (in their common interval of existence) the pair (v?, p?) equals the solutions (v;, p;) considered
in (4.15), while the pair (v, p'") equals (v, p¢). The rest of the subsolutions form a sort of interpolating
sequence between them.

We claim that (vf.‘, p{.‘ ) are defined in the time interval [¢; — 7,4, + 7,], where 7, was defined in
(4.14). Indeed, it follows from (4.11) that

T lVelliva < 7464 207 < €9

On the other hand, by (4.12) we have

2 540 4 2+6
2R 2 —2+3 3 q 7 6
IRl S 7580 023 < [ | | gn 7 —— | = (77457 < €.

2
661/1q q+1
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Hence, for sufficiently large a we have

~ 2 1
talVelliva + To IR lova < 3

By Proposition 5.1, we conclude that solutions (vf.‘ , pf ) of the corresponding forced Euler equations
exist in the claimed interval and they are unique. Furthermore, we have the following bounds:

Corollary 5.2. If a is sufficiently large, for |t — t;| < T, and any N > 1 we have
e P R A (5.7)
Proof. Tt follows from Proposition 5.1 and estimates (4.11) and (4.12) that

1/2/1q£;l—N—a/

~ o -N-1
Villvse = Ve Insa + TgllREIN G140 S 6y T

+ Tq 6q+]
Using definitions (4.1) and (4.14) and the comparison (4.2), we see that

Tq6q+1€—2+a B 6q+1€—2+3a

— :/13(]/{3(1 S 1’
54 545 !

from which the first inequality follows. For the second one, we use (4.14) again. O

5.2. Estimates for the interpolating sequence

Now that we have defined our subsolutions, we must ensure that they remain close to v, and to each

other. Taking into account that (v, py, Eg) and (vf, pl’.‘, Iéf) are subsolutions, we see that the difference
satisfies the following transport equation:

— - — — _ k 2
0, (ve — vf) +ve-V(ve — vf) = (vllf -Ve) - va - V(pe - pff) + (1 - —) div Ry.
m

Hence, the difference v, — vl'F satisfies the same equation as vy — v; in [7] except for a factor multiplying

div Ry, but it is less than or equal to 1. Furthermore, by (4.11) and (5.7) the fields v, and v{.‘ satisfy the
same estimates as v, and v;. Therefore, we may argue as in [7, Proposition 3.3], obtaining:

Proposition 5.3. If a is sufficiently large, for |t — t;| < 74 and any N > 0 we have

vE = Fellysq S T0qu N7, (5.8)
IV(Pe = Ply1q S Gqr V710, (5.9)
D1 e =V0)|| .y S Squit N7, (5.10)

where we write
D,,[ = 6, +’\7[ -V

for the transport derivative.

Note that our extra factor €2 in (4.12) is inherited by these estimates. Next, let us consider the vector
potential associated to the field vf.‘:

Zf = Bv{-‘ = (-A)'curl v{-‘,
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where B3 is the Biot-Savart operator. We have

divzk=0 and curl, K=k - vk,
1 1
T3

o

Since (v{.‘, p:‘, n% ¢) is a subsolution, we have

d k N P K koo
E‘/Tsvi :_./11"3 (le(Vl- ®v;)+Vp; —EleRg =0.

On the other hand, the average of vf.‘ at time ¢ = #; is the average of Vv, at that time, which vanishes

because Vv (-, #;) is divergence-free and its support is contained in (0, 1)3. Therefore, vf.‘ has zero mean

and we have curl z¥ = v¥.

Since our fields satisfy the same estimates as the fields in [ 7], we can again argue as in [7, Proposition
3.4], obtaining:

Proposition 5.4. For |t; — 74| < 7, and any N > 0 we have

ll2F = 2"l e < TaGqr1 N, G.11)

IDre(zf = 2 INea S gV, (5.12)

where Dy ¢ = 0; + vy - V.

In summary, the difference vf.‘ — Vg satisfies the same stability estimates as the ones in [7] plus an
additional factor £2 due to the difference in the definition of £ and in the inductive estimate (3.14).
Furthermore, we will see that the difference between consecutive fields is much smaller, which will
allow us to obtain suitable bounds for the gluing. We argue as in [7, Proposition 3.3]. Subtracting the
equation for each field and rearranging we obtain

1 o
ﬁt(vf.”l - vll.‘) + vf“ . V(Vf.“'l - vf) = (vf - vf.”'l) . Vvl'.< - V(pf~<+1 —pf) + —div R,. (5.13)
m

Taking the divergence, we have

1 o
A(PF = by = div[VE vk — v ] 4 div[ Vv (vF — v ] 4 ~ divdiv R,.

13

Since (—A)~! div div is a Calderén-Zygmund operator, we obtain
_ 1 _
IVt = pOll, s 73 vk =vit!ll, + —8gme e

where we have used (4.12) and (5.7). The additional factor £2¢ is not needed here, so we just omit it.
Inserting this estimate into Equation (5.13) and using (4.12) and (5.7) again, we obtain

1
Hﬁt(vl]»”l — vy vy (Rt vf)“n < Eéq“f*”“ + T,;] Hvlk — i ||a

Applying Lemma B.2 yields

1 t
ot =il < L= stagae s [ or vl as

i
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Using Gronwall’s inequality and the assumption |t — #;| < 7, we conclude

”vf+l k” l+a

Tq Ogr1C”

If we carry on arguing as in [7, Proposition 3.3] we obtain the following higher-order estimates:
1
”Vzl‘m - Vﬂle S ;Tq‘stﬁlf_N_lm' (5.14)

Let us use this bound to estimate the other fields. We may rewrite the equation for the pressure as
1
A(p¥*t - pky = divdiv E(Vf+vf+l)®(vf —virly (5.15)

Loe ke k| o k+l 1=
+E(vi_vi+)®(vi+vi+)+ERf

because

1 1
koo ok k+l o kel ko kel k _ K+l k _ k+l ko kel
vi®vi —vit @ vt =§(vi +viT) e (v — vt )"‘E(Vi v @ (v + v,

Interpolating between (3.14) and (3.15) and between (4.10) and (4.11) we have

k+1

i+ vit g < 20vall, +2llve = Fell, + Vi = el + v = Vel

a

1/2

1
< (852 + (Bq ;)17 (6472 + ;Tqaq”f—““ < A%,

For the higher-order bounds we use Corollary 5.2. Therefore, from (5.14) we conclude

k+1 I;+1||

® V[ g—N—l+a)

I @ v S AG(m™ 7y 8gun
N _ .
+Z(r;‘f‘-ﬁ“)(m—lTq(sqﬂf-(N-ﬂ-'*“) (5.16)
J=1
1 -N-1 512 -
< ETqéqu s — m q+1€

Introducing this estimate and (4.12) in Equation (5.15), we finally obtain

1

1
— 1,040V < E(s”zf—N. (5.17)

! -p ||N+a S m g+l

I}

Let us now estimate the difference in the vector potentials. We recall the identity curl curl = —A + V div
and that div z* z; = 0. Hence, taking the curl in Equation (5.13) and rearranging we arrive at

1
—A [0, (zf*" = 25)] = curl div E(v{f +viy @ (vk — vk (5.18)

Lo ke Kk, ok, L5
+§(Vi_vi+)®(vi+vi+)+ER'f'

Reasoning as in the case of the pressure, we conclude

1

1 N _
00 = ) £ TN 5 Lol 5.19
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Since zf.‘(-,ti) = zt’.‘“(-,ti) = Bve(-,t;), the difference vanishes at ¢+ = #;. Using the assumption
|t — ;| < 7, we deduce

1 1
k+l _ _k 2 -N-1 1/2 -
e = 2l s S —7g0g1C — 70,0 (5.20)
5.3. Gluing the interpolating sequence

Now that we have the appropriate estimates, we will start gluing the subsolutions (vf.c , pf.‘ , Iéf) to one
another to construct a subsolution that equals (v;, p;,0) in A, + B(0,20) and (vo, po, Ro) in Bjs. For
the sake of clarity, we will do it inductively. Let

r= /173/ 3
and for k£ > 0 consider the sets

QF == A, + B(0,20 + kr),
K= {x eR}: 20 +kr < dist(x,Ay) <20 + (k+1)r}

and we fix smooth cutoff functions ¢* € C®(Q**!, [0, 1]) that equal 1 in a neighborhood of QF. By
Lemma B.1, we may assume the bounds ||¢* ||y < rV.

We will construct a sequence of subsolutions (V{.‘, Di» R k) and potentlals with V' v = curl?l.‘ such
that

(%, p¥, ik,zjf)(x,r) = (K pR RE, 2, t) Ve QK lt-1] <1y, (5.21)

VR 1) = e (1), (5.22)

Furthermore, for |t — ;| < 7, and any N > 0 they satisfy

IR [lo < %M;ii’, (5.23)

5 =Velly s T8qe17 71, (5.24)
D GF =)y S SgrtN 743, (5.25)
25 = 2|y S Tg0qu N, (5.26)
IDe oG =2 Iv < Sgar NP, (5.27)

where we write
Dl,,g =0 +V[ Y

for the transport derivative.

If we could construct such a sequence, setting (v;, p;, ﬁi,'z}) = ('\71’.", 13"1’.”, ﬁim,'zz") would yield the
subsolution and potential claimed in Section 4.3. Indeed, (4.18) and (4.19) are just (5.22) and (5.23).
The estimates (4.20) and (4.21) follow from (5.24) and (5.25) by interpolation, that is, we use (A.3) to
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estimate the CV*? seminorm using the C° and CV*! norms:

e R o Pl e
1 N:'a
< (Tq q+1€ 1+3a) N+ (Tq q+1£ 1- (N+1)+3a)
$ Tq6q+1€—1—N+2(l.

This, combined with the estimate for the C norm, yields (4.20). Note that here we have obtained an
extra factor €%, but we discard it because it will not be necessary. Estimate (4.19) follows from (5.25)
by an analogous argument. Meanwhile, to obtain (4.22) and (4.23) from (5.26) and (5.27), we also need
to apply the triangle inequality and use the fact that z7}, — z;" = 0. Recall that both vector potentials
are just the restriction of Bv, to their respective intervals. Finally, (4.17) follows from (5.21) because
mr < /1;1/10, so by (4.5) it must be smaller than o for sufficiently large a.
Let us then construct this sequence. We define the initial term as

070 = 0 Y RY) = (vi, pi, 0,29).

=

~0 ~0
Vi, Pis

It follows from Corollary 5.2, Proposition 5.3 and Proposition 5.4 that this term satisfies Equations

(5.21) to (5.27). Next, let us suppose that we have defined the k-th term (Vf‘, 17 i, Z; 7%) satisfying these
inductive hypotheses. We will construct the (k + 1)-th term satisfying them, too. To do so, we will apply
Lemma 2.11 to glue (Vf,ﬁf, R:*) and (vf.‘“, pf”, Ié{‘”) in the region U*. Since these subsolutions are
defined in the whole space, by Remark 2.12 we do not need to check the compatibility conditions (2.16)
and (2.17).

Note that in Lemma 2.11 we use skew-symmetric matrices instead of potential vectors because it
is stated in any dimension n > 2. However, it is completely equivalent: given a potential vector z, we
simply define A;; = &;jxzk, where &;;i is the usual Levi-Civita symbol. It is easy to check that A is
skew-symmetric and curl z = div A.

Hence, applying Lemma 2.11 we obtain a subsolution satisfying:

~k sk pk ok
~k+1 =kl B k+1 _ (vi’pi’R‘ ) in Q%
( [ ’p, ’Rl )(7t) -
(v{.‘“, p{.‘“, Rf*l) outside QK+!

k+1 ~Sk+1 _ Cur]“k*'l

for |t — t;| < 7,. In addition, there exists a smooth vector potential ;™ with v; and such

that Z¥+1 (-, 1) = zF*1 (-, 1) outside Q**!. Thus, (5.21) is satisfied.
Furthermore, by definition of v¥*! and the inductive hypothesis (5.22) we have

l ~ o~
VR 1) = Ve () = VR (1),

In addition, by (5.21) we know that Z¥ equals z¥ outside Q. Since z¥ and z¥*! both equal BV at time
t = t;, we see that the difference zk+1 - Ez‘ vanishes outside Q¥ at ¢ = ¢;. Inspecting Lemma 2.11 and
replacing skew-symmetric matrices by the equivalent potential vectors, we see that

O —wi) (1) = [@FVF+ (1= W+ VR x (25 =29 (1) = Ve (1),

Since only the time derivative of w matters, we may assume that it vanishes at ¢ = #;, that is, we start
the integration in (2.26) at ¢t = t;. Hence, (5.22) holds.
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Concerning the estimates, we see in Lemma 2.11 that we only need to consider the bounds in U*,
so by (5.21) we only need to study the difference between (v¥, p*, R¥, z¥) and (vi*1, ph+1, R+1 2641,
Since

o o 1 = 1
IRY — Rl = —IIR¢llo § — 6441,
m m

it follows from Equations (5.16), (5.17) and (5.19) that the matrix M that appears in Lemma 2.1 1 satisfies

1/2

1
IM]lo,px < n_15q+1-

With this bound we may use the estimates from Lemma 2.11. Let us focus on the vector potential:

1 _

G = (42 + (1= )Ny s — 28,7, (5.28)
1 _

oG = o2 = (1 =)Dy 5 8,5, (5.29)

To use these estimates, the following inequality will be useful:

_ 2
1/2 _ /11/2 2bp /11/20

mégal,, (5.30)

where we have used that the exponent in the middle term is greater than 1/20 for any 0 < 8 < 1/3 and
1 < b < 11/10. We compute

[ N et e R O Fad [

+le* G _Zm)||N+||(1 =@ =)y

1 _
—r +Zr T8 = 2l + 18 = 2

2/\

172
q+1

2/\

Tq(‘i N4 Tq6q+1€7N+3" < Tq6q+1€7N+3",

where we have used (5.30) and we have assumed a to be sufficiently small. Hence, (5.26) holds for the
(k + 1)-th term. In addition, (5.24) clearly follows from it.

Note that we have used (5.11) to estimate ||-|| 5, that is, we lose an a. This is clearly not optimal, but
it cannot be avoided for N = 0. Thus, we pay the price of losing a factor £¢ in the estimates for ||-|| ;.-
To compensate this, we gain an extra factor £2¢ from (3.14) and (4.1), which are different from their
counterparts in [7].

Let us now estimate the material derivative. By the triangle inequality:

[1Dre G =2y < 110G = @' ZF = (1= ")z D]y (5.31)
+ v - VEH - gk (1 - (,Dk)Zf-m)”N
+||Drcle* G -]l
+[|Dr e [(1 = @) = 2]y -

The last two terms can be estimated in the same manner, so we just study one:

N
D2 ele® G =2y < D et I = 2l
j=0

el 1D G =2y -;)
< r_]Tq6q+1€_N+3” + 6q+15_N+3a < (5q+1€_N+3a,
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-N < [—N

where we have used ||<pk||N Sr and 7,7~! < 1. Next, taking into account that |[v¢||y < €7V,

we have

Ve - VEH = "7 = (1= )z Dlin

1%\

N
Zg—j HZ_‘*I — gakfz‘f -(1- ‘Pk)Z{'(H”NH—j

N
:
[\e)
3
=z
N
&
=
=z
+
(98]
IS

where we have used ‘z'qr‘1 < 1, the inequality (5.30) and we have assumed « to be sufficiently small.
Using (5.29) along with the same tricks, we obtain the same estimates for the first term in Equation
(5.31), and we conclude that (5.27) holds for the (k + 1)-th term.

To obtain (5.25), we estimate the commutator [D, ¢, curl]. We fix an arbitrary vector field u and we
compute

(curl(Dt,gu) - D,’[ curlu)l. = Sijkaj (V[)laluk.

Therefore, we have

N

D e cutl G = )y & D Tl [ =
7=0

N
< Z(6511/2/lqg_j)(Tq6q+l€_N_l+j+30)
Jj=0

1/2 —-N-1+3a -N-143a
S 6q ﬁqTqéq.;_]f $ 6q+1€

1/2

where we have used (4.11) and that 6, " 1474 = £?? < 1 by definition of 7,. Hence,

1D e G =)y < llownl[De e GE = 2]y + 11D, curll G = )y

< 6q+l£ N- l+3(y-

Finally, let us consider the size of the new Reynolds stress. Taking into account that Ef‘ equals zf.‘ in
Uk, it follows from (5.20) and Lemma 2.11 that

1 1 1
L2 12

k+l _ k~k K+
— " = (1= ")y “0 S Tqr nlatl Z6q+1’

Iwllo = v}

where we have used ‘rqr_1 < 1. Taking into account that V{F equals v{.‘ in U, it follows from (5.14) and
Lemma 2.11 that

IRS = (PF R + (1 = M RE ||y < —6

q+l

Taking into account (5.30), we see that for sufficiently small @ and sufficiently large a we have
o 2 o 1 _
IR*! — (" R* + (1 - gF)RE Yo < Z5q+2/lq§ff-
If x € QK, then ¢*(x) = 1 and by (5.23) we have

IR (1) = R (x,1)] < (5q+z/lq+1
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On the other hand, if x ¢ Q| then R;* (x, 1) = & Eg (x, 1) by (4.17). Furthermore, we also have Ry (x 1) =

Ro(x, 1) because dist(x, Ag) 2 20. Since x ¢ Aq, it follows from (3.11) that |Ry(x, 7)| < 6q+2/l SO

g+1’

IR 1 (x,1)| < sakuk'-kuo +(1- sok>||1%-k“||o + IR = ("R + (1= ¢MRE |y

< 46q+24qﬂ +(1-¢ ) 5q+2/1q+1 + 46q+2/l;i?
1 .
< 56(1+2/1qi?

for x ¢ Q*. We conclude that (5.23) holds for the (k + 1)-th term.

6. Gluing in time

In this short section we develop the third step of the proof of Proposition 3.2, which was summarized in

Section 4.4,
By [7, Proposition 4.4] the matrix S = Z[dx;(v; — vi+1)] satisfies the following bounds for any
N > 0:
||S||N+a < 6q+1€_N+Q,
13, +7g * V)Slln+a S 6gu16y AN
We define
12 -3/5
m =[5, r=24,

and we fix smooth cutoff functions 6; such that

e 0; = 1in aneighborhood of A, + B(0,30 + (j — 1)r),
o the support of ; is contained in A, + B(0,30 + jr)

for 1 < j < m. We define

_(2) Z —0;S.

—(2
Note that supp R; )(-, t) is contained in A, + B(0,40) because mr < o for a sufficiently large. Since
r~1 < ¢!, we have

—@
RS Iy $ 6qeat™N*. ©.1)

Let us estimate the material derivative. We compute

m m
=0 1 _ 1_
(3 +74- VR, ;Eaj(a,wq.wm;m .V0,S.

Regarding the second term, it follows from (4.27) and ||[vg||y < ¢~V that the new field also satisfies
[Pglly < €. Thus,

[vq - VO;||y st
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Since the support of the V; are pairwise disjoint, we have

_ =2 Nea 1 _ _Nia
1B+ VIR, lIn S 6qu164 2N~ + —r 1 Sgu N (6.2)

S 618y A, 7N

—(2
We conclude that the matrix R; ) satisfies the right estimates but we have changed the equation:
=0 1
divR, =divS+) —V0;-S.
J=1

where we have used that the support of div S is contained in A, + B(0,307) by (5.21). Let us correct
this. We define p; = V6; - S, whose support is contained in

{x eR®: 30 + (i — 1)r < dist(x, Ay) <30 +ir}.
Therefore, by Lemma B.4 we have
loills e < 71905 - Slly < g4

We wish to apply Lemma 2.9, so we have to check the compatibility conditions. We fix a Killing field
¢ and we compute

/g-‘.pj:/g-div(é’jS)—/§-6jdivS=—/§'diVS=—5tXi/-’f‘(;i_viﬂ)’

where we have used (2.6) and the fact that 6; = 1 on the support of div S. To show that this integral
vanishes, we first compute

d — - - - - - - ~ E-
o /f-(vi—v[)=/f-div(w®Vg—vi®vi+pgld—pild+Rl~—Rg)=0
-

because of (2.6) and the fact that the matrix in parentheses is compactly supported due to (4.9) and
(4.17). Since v; (-, t;) = ve(-, 1;), we see that / & - (v —vy) = 0. Repeating this for v;;; and subtracting,

we conclude
/é“ pj = —31)(]‘/5' (Vi =Vie1) =0

for any Killing field &. Therefore, by Lemma 2.9 there exists a smooth symmetric matrix M; such that
div M; = p; and whose support is contained in

{x eR®: 30+ (j — 1)r < dist(x, Ay) <30+ jr}.
Furthermore, we have the estimate
1My < 7= 6441

We define
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By construction of the M; we have

. (=52 =0) ~ o~
div (Rq +R, ) =0 x; (Vi = Vis1),

as we wanted. Since the supports of the M are pairwise disjoint, we see that

=3

1 -
||Rq llo = n—1mj%lX||Mj”0 < —r Y441

1
m
It follows from our assumption b — 1 < 1/10 that

5q+1 Bb(b-1) /11/10
5 q <4q
q+2

Therefore, for a is sufficiently large and « sufficiently small the matrix Eq(l) defined in (4.3 1) satisfies

o 3 B
”Rq(]) ”0 < 15q+2/1q46,?,

where we have used that

=) 1 _
IR, llo < §6q+zﬂqi;’

due to (5.23). Thus, Eq(l) is so small that it may be ignored until the next iteration.

Finally, let us conclude the estimates for I%q (| defined in (4.32). It follows from [7, Proposition 4.4]
that

i (1= x2) Vi = Vi) ®(V; = Vis) IN+a S Sqril™ T,

18+ - V) i (1= x0) (3 = Vs )®@i = iz )N var S Sgu18y AN+

Combining this with (6.1) and (6.2), we infer (4.37) and (4.38).

7. The perturbation step

In this section we complete the final step in the proof of Proposition 3.2, which is done in Subsections 7.1
to 7.5. The last part, Subsection 7.6, contains the proof of Lemma 3.3.

For simplicity, we will assume that Q is connected. If it had several connected components Q/ and
we wanted to fix an energy profile e/ in each of them, we would simply carry out the construction of
this section in each connected component, taking into account Remark 3.1. Note that ¢, can be split

into cutoffs (])é associated to each Q/.

7.1. Squiggling stripes and the stress ﬁq,,-

Before we can define the perturbation, we need to introduce several objects. By [7, Subsection 5.2] there
exist nonnegative cutoff functions 7; with the following properties:

() n; € C®(T3 % [0,T], [0, 1]).

(ii) suppn; Nsuppr; = 2.
(iii) n;(x,t) =1 forany xand ¢ € I;.
(iv) suppn; € T3 x (t; — %Tq,tm + %Tq) N [0,T].
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(v) There exists a positive geometric constant ¢g > 0 such that for any ¢ € [0, 7]

Z/ ni(x, )% dx > co.
T I

(vi) For any k, N > 0 there exists constants depending on k, N such that

ol < 7™

We replace 7;(x, t) by n; (mx, t) for sufficiently large m € N, so that we may assume that the cutoffs
n; satisfy

o<y /T Gg (i, dr <210 (7.1)

for some constant ¢y depending on Q. This can be done because Ay will contain one of the cubes of
a grid of sidelength m~"! for sufficiently large m. This settles the first inequality. Regarding the second
inequality, note that at most 2 of the cutoffs are nonzero at any given time. In addition, the new cutoffs
will still satisfy (i) — (vi) but the constants that appear in (vi) will now depend on €, too.

We proceed analogously to [7], defining the amplitudes

1 1
pg(t) = 3 (e(t) = 30442~ /Q |Vq|2dx), (7.2)

ni (.X, t)2
Zi /Ts ¢q (x)zﬂi (x, Z)de

Pq.i(x,1) = Pq(1). (7.3)

Note that our definition of p, ; differs from the one in [7] in the normalization. Next, we define the
backwards flows ®; for the velocity field v, as the solution of the transport equation

(0 +v4 - V)D; =0,
D;(x,t;) = x.

Finally, we define

Ryi = pgild-niR,®, (7.4)
~ VO;R, ;(VD;)!
Rpi = % 1.5)
q,l
It follows from properties (i) — (iv) of n; that
® supp Rg,i C supp7i,
e we have ¥, 77 = 1 on supp R, ?,
e supp ﬁq,i cT3x(t; - %Tq,l,q_l + %Tq),
e supp Eq,i N supp ﬁq,j =gforalli # j.
We collect some other useful estimates:
Lemma 7.1. For a > 1 sufficiently large we have
1
IV®; —1d||y < 3 for t € supp(n;). (7.6)
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Furthermore, for any N > 0

6q+l

D log (D] < 6ge1 V1, 1.7)
el < °2. a9
log.illy < qe1, (7.9)

16:pglly < 844164 2g, (7.10)
[0:p4.illx < 75" 9441, (7.11)
IRyl < €7V, (7.12)
IDr.gRqillv s 7,1 ¢, (7.13)

where D; 4 = 0; +Vq - V. Moreover, for all (x,t) we have ﬁq,i(x, t)€EB (Id, %) c 83

Proof. Since our subsolution (v4, Py, Eq) satisfies analogous estimates to the ones in [7], we may use
the same argument to infer (7.6), (7.7) and (7.10). Estimate (7.8) then follows from (7.7) and (7.1). In
fact, since our p, ; only differs from the one in [7] in a time-dependent normalization coefficient that is
bounded above and below, the bounds for Hpq,i are the same except for the implicit constant. Next,
it follows from the property (vi) of n; that

d
EZ/Q%(yJ)Zm(y,t)zdy

Using this estimate and arguing as in [7] we obtain (7.11). Finally, taking into account these estimates
for pg.; and the bounds (4.37) and (4.38), the facts regarding R, ; follow as in [7]. |

Iy

-1
STq.

7.2. Definition of the perturbation
The building blocks of the perturbation are Mikado flows, introduced in [21, Lemma 2.3]:

Lemma 7.2. For any compact subset of positive-definite matrices N' ¢ S there exists a smooth vector
field

W:iNXT - R3

such that, for every R € N

{divf [W(R,&) ® W(R,£)] =0, (7.14)

dive W(R,&) =0

and
Wk de =0,

ﬁz W(R, &) @ W(R, &) dé = R.
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Since W(R, -) is T3-periodic and has zero mean, we may write

W(R, &) = Z ar(R)e™* € (7.15)

keZ3\{0}

for some a; € C®(N,R?). Similarly, for some C, € C® (N, S?) we have

W(R,&) ® W(R, &) = R+ch(R)e”<'f. (7.16)
k+0
It follows from (7.14) that
ar(R)- k=0,  Ci(R)k =0. (7.17)

In addition, because of the smoothness we have

C(N,N,m)

7.18
RE (7.18)

sup |DR ax(R)|+ sup |[DR Ck(R)| <
ReN ReN

In the construction these estimates are used with a particular choice of A/ (namely B(Id, 1/2) ¢ S%)
and m. This choice determines the constant M appearing in Proposition 3.2.
With these building blocks, we define the main perturbation term wg as

W0 = Y g (6,1 (Pq,i (6, 1) 2 (VO) ' W(Ry iy Agu®i) = Y woi.

Recall that in Lemma 7.1 we saw that ﬁq,i takes values in the compact subset of positive-definite
matrices A := B(Id, 1/2) ¢ S3. Therefore, the previous expression is well-defined. To shorten the
notation, we set

bik(x,1) = ¢y (x, 1) (pg.i(x, 1)) 2 ar (Ry i (x,1)).

Thus, using (7.15) we may write

wo = Z (Vi) by gt * i,
i1k20

Although Mikado flows are divergence-free, the perturbation wq will not be solenoidal, in general,
due to the other factor. We must add a small correction term w. so that wy,1 = wq + w, is divergence-
free. We set

ik X bri\
Wgsl = /l Curl ( Z (V(I)) (llkT’“) et/lan-d),») )
q+

i,k#0

It is clear that w4 is divergence-free and the correction wg41 — wo can be seen to be a lower-order
term in Agyp.

Unlike in [7], wg41 is not the final correction. We must add another small perturbation w, to ensure
the final correction wg.1 = w441 + wy, has no angular momentum. We define L € C*([0,T], R3) as

/(Vq) )t (lkkal) idgs1k-®; dx,

L(t) = [E

i,k+#0
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where the integration is undestood to be component-wise. We fix a ball B ¢ Ap and we choose
¥ € C2(B,R) such that / ¢ = 1. We define the correction wp as

wp = curl(YL).

By construction, the correction Wy = Wg41 + Wy is given by wg.1 = curl z for a potential vector z such
that f zdx = 0 component-wise. Using the vector identity div(¢ X z) = z - curl € — & - curl z, we have

/f'wqﬂ=/§'CUTIZ=—/z-curl§.

Since the curl of any Killing field is constant, we conclude

/g Wgudx =0 Viel[0,T], V€ € ker Vg, (7.19)

7.3. Estimates on the perturbation

Aside from wr, our perturbation differs from the one in [ 7] in the presence of the factor ¢, . Nevertheless,
the factor ¢, appears multiplying ax (Ry,;). Thus, if we show that ¢ a (R, ;) satisfies the same bounds
as ar(Ry,;), the same estimates that are derived in [7] will apply here. It follows from (7.18), (7.12) and

(7.13) that
— N - T(;lf_N
lax Ryl € =, 1Drqan(Ry.)ly 5~
k| |k
Since ||¢qHN < /l(;N/lo < T(;N < ¢~V we also have
— N — T‘;lf_N
||¢qak(Rq,i)||N < W’ ||Dt,q [¢qak(Rq,i)]”N < W

We conclude that all of the estimates in [7] are also valid here. In particular, we have

Lemma 7.3. Assuming a is sufficiently large, the perturbations wo, w. and wg satisfy the following
estimates:

Iwolly + ~— Iwolly < 76,05

g+1

1/2 po1 -1
Iwell + Iwell; < 626712

/lq+l q+1 g+1°
1 M
[wgslly + F [wasll, < 7‘5;421’

where the constant M depends solely on the constant ¢y in (7.1).

We carry out the estimates for wy with more detail. First, due to (7.18) we have Hbi,k”o <

Hp,-,q”(l)/2 |k| =6 < 6;121 |k| ~6. Next, it follows from (7.6) that |[V®||, < 1. Introducing these estimates
in the definition of L we obtain
) 1/2
1 1/2 ,-1
LD s Y ——IVO;llo Biklly s Y, —— s 6227},
kZ#) /lq+1 i “ L ||O kZ#) |k|6/lq+1 g+17g+1
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where we have used that at most two of the b; , are nonzero at any given time. Since / is fixed throughout
the iterative process, we conclude

2
welly < 6,554 (7.20)

Therefore, the correction wy, is really small. We see that for sufficiently large a the perturbation w441
then satisfies

1 3
gl + 3= Iwgull, = 308,55
Regarding d,w, we must first estimate

”Dt,qbi,kHO < ||(9pq i +Vq : qu,i”O ||¢qak(ﬁq,i)”0 + HPq,i”O ”Dt,q [¢qak(ﬁq,i)] ”0

<7, 805 1k~

Next, we compute

k X by }
L,(f)_ Z /th[(VQ)z(l zk ) Mq)'lk'q)'}dx
Ag+1 i k20 ||
1 ik X b kX Dygbii\ | 1w
=— > / v, (Vo) | EXOkE) (e (L0 | itk gy
A1 4 k|2 k|2

where we have computed the material derivative of V®; taking into account that ®; solves the transport
equation. Since HVV,,”O < 6;/2/1,] by (4.28), we have

1/2 (1/2
6,04 4
12 ,o1/2 -1 q+1
IL"(0] < /lq+16q+l(6q Ag+7) s /UT
q+1

because 7, 61/2/1 72 < 61/2/1 1, 30 by (4.2). Since y is fixed, we conclude

12 1/2
5,504

lorwrlln < (7.21)

1-3a
/lq+1

7.4. The final Reynolds stress

Taking into account that ¢, and 3; nf equal 1 on supp Eq @) it follows from the definition of Rg,i that
Z $2Ry: = —Ry + Z $2pq.1d
i i

Using this along with the fact that (Vq, ﬁq, Eq(l) +R q(Z)) is a subsolution, we obtain:

O0rvge1 +div(vgsr ® vgyer) + Vﬁq

—dlv( (1)+WL®vq+vq®wL+wL®wL)

Vi (}%pq’i) + (O Wgs1 + g - Iwgs) + Was1 - Vi, +div (wq+1 ®Warl = ) 2Rq

i i
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Hence, we conclude that we may construct a new subsolution (vg+1, Pg+1, I§q+1) by setting

5 ._p (D = = o . 1

Ry = Ry +wr®Vy +v,®@wp +wr®wp + 8 — g(trS) 1d,

1
= 2 2 -
Pg+1 =Dy — Z¢qpq,i —|wrl - qu W — gtrS,
i

where the smooth symmetric matrix S satisfies

. _ — — . 2
divS = 0wp + (0wgs1 +Vg - YWga1) + W1 - Vg +div [wge @ wyer — Z Py Rq.i
transport error Nash error

oscillation error

and the support of S(-,7) is contained in A, + B(0,50) for all t € [0, T]. If such a matrix existed, the

new subsolution (vg+1, Pg+1, §q+1) would equal (Vq,ﬁq, Eq) in Ag41 % [0,T] because the support of
¢q and wg.1 (-, t) is contained in A, + B(0, 507). Therefore, it equals (vo, po, Ro) in Aga1 X [0,T].

We will show that it is possible to construct S and we will derive the necessary estimates. Let
f = divS. Note that the support of f(-,¢) is contained in A, + B(0, 50) for all ¢ € [0, T] because so is
the support of ¢, and the perturbation. Next, we see that for any Killing field £ we have

/§'de=%/§-v7q+1+/§-div

=0

- - 2
Vg @Wail + Wail ® Vg +Wgil ® Wgil — Z ¢qRq7,-
i

because of (7.19) and (2.6). Therefore, by Lemma 2.9 there exists a symmetric matrix § € C® (R3 X
[0,T],S?) such that divS = f and with the stated support. We will now estimate the C%-norm of
the potential theoretic solution of the equation. Arguing as in Lemma 2.9, this yields a bound for the
C%-norm of S.
We begin by studying the first term in f. It follows from (7.21) and the fact that & is bounded on
Holder spaces that
20y,

1-3a
/lq+1

IZ2@0wlle < 1ROWLl11a S 10wLlle < (7.22)

The remaining three error terms are analogous to the ones in [7]. Since our fields satisfy the same
estimates as in [7], the estimates for the potential-theoretic solution are completely analogous. We do
have to take into account that the oscillation error has a slightly different expression than the one in [7]:

div (wq+1 @ Wyt — Z gbéRq,,-)
i
o 2 : _
=div (wo ® wo — Z q)qRq,,-) +diviwg @ we +we @ wo+we @ we) = O + O;.
i

The second term O is the same as in [7]. Regarding Oy, it follows from the fact that the cutoffs 7; have
pairwise disjoint support that

0, = Z div(wo; ® wo; — (f)éRq,i).
i
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We use the definition of wg ; and (7.16) to write

wo,i ® wo,;i = ¢§pq,ivq)i_l (W ® W) (Ryi, Aqs1 ;) VD]’
= p2VO; 'R, VO + Z 82 0q.iVO; ! Cr(Ry 1) VO; " eHart ki
k+#0
= 2Ry + Z 204, VD7 (R, 1) VO] k@i (7.23)
k#0

On the other hand, it follows from (7.17) that
VO ' C VO VDl k = 0,
SO

O1= )" div(9lpg i VO Ci(Ry ) VO e hamtk 1,
i,k#0

which is the same as in [ 7] except for the presence of ¢‘2]. Nevertheless, it is easy to check, as in Section 7.3,

that ¢§ Cr (ﬁq,i) satisfies the same estimates as Cy, (ﬁq,i). Hence, we obtain the same bounds for O;.
Aside from the presence of the cutoff, there is another subtle difference that we have to take into

account. The proof in [7] uses that the following inequality holds for a suitable choice of the parameters:

1 1
AN-a@pN+a < /ll—a'
g+l q+1

Since our definition of ¢ is slightly different, we must check that this inequality holds. Remember that
Agel 2 /lg by (4.4). Hence, we have

,lN_‘lfN“’
q+1 :/IN—I—B(N+0)/1—(N+(1)(1—ﬁ+3a/) S /l[(h—l)(l—ﬁ)—SajN—b(1+Ba)—n(1—,8+3(1)
/ll—a q+1 q ~ tq .
q+1

Note that (b — 1)(1 — 8) > 0 so by choosing « sufficiently small we can ensure that the coefficient
multiplying N is positive. Thus, for sufficiently large N the exponent is positive and choosing a sufficiently
large beats any geometrical constant. We conclude that with this choice of parameters the claimed
inequality holds.

A similar argument is used several times, for instance, to obtain the inequality A,,{ > 1. Neverthe-
less, in all of them the difference in the definition of ¢ is quite harmless and it only leads to choosing a
smaller @ and a slightly larger N.

In conclusion, the estimates from [7] apply to our case. Combining them with (7.22) we obtain

1/2 <1/2
q+164 ﬂq
1-4a

/lq+1

1% flla s

Since f &-fdx=0forallf € [0,T] and any Killing field £, we may use the construction of Lemma 2.9
to modify & f into a smooth symmetric matrix S such that

e divS =f,
e supp S(-,1) € Ay + B(0,50) forall t € [0,T1],
o [ISllo < 00852, 7.
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Combining this with (7.20) we have

1/2 <1/2

e . 1 A
'WL®Vq+vq®WL+WL®WL+S— 3 () Id‘ R (7.24)
0 /lq+l
We claim that with a suitable choice of the parameters
1/2 (1/2
020,74
1% “q -
ol T S dand s (7.25)

In that case, (4.35) and (7.24) would yield (4.40) for sufficiently large a, as we wanted. To prove the
claimed inequality, we compute

/ll—lla/(s

g+l 9q+2 _ 1Bl 2B 14 /lb(1+ﬁ—11ar)—2bzﬁ—1+,8
sI2gl2y Taxl g+274  *~ "4 '
g+174 q

The condition (3.18) ensures that
b-1+B+bB-2b°8>0,

so the exponent is positive for sufficiently small @ > 0. Thus, choosing a sufficiently large beats any
numerical constant and (7.25) follows.

7.5. The new energy profile

/ Ivgun| 2 = / 7| 2 +2 / Ty Tyndx + / 11| 2d.
Q Q Q Q

Note that in the last two terms we can integrate on the whole T> because the perturbation is supported
in Q. Arguing as in [7] yields the estimate

By definition

_aPap e

~

'/l3 (2Vq “Wael 2w - we + |wel 2) dx
’]I‘.

/lq+l

On the other hand, any term containing w; will be smaller than this bound by (7.20). The remaining
term is

‘/1113 [wol 2dx = Z A3 ¢§ tr Ry idx + ‘/T3 Z ¢5pq,iV<I)i_1 trCk(ﬁq,i)VCDl-_’ei’lq*‘k'q’f,

i,k#0

where we have used (7.23). The second term can be estimated as in [7] because ¢,21 Ck(ﬁq,i) satisfies
the same estimates as Cx (ﬁq,i), as argued several times. Regarding the first term:

1
Z/T} ¢§(x)tqu,i(x,t)dx=3Z/T3 ¢§(x)pq,,-(x,z)dx:3pq(z)=e(t)—E(sw_/gpqp.
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We conclude that

1/251/2 /ll+2(l (1.25)

Og+2 q 1

2 q+ q+17°q —9a
e(1) —/ Vg+1|“dx — < S Ogead iy
o \ | 2 /lq+1 g+1

which yields (4.4 1) for sufficiently large a.

7.6. Proof of Lemma 3.3

This lemma is just a simplified version of the construction presented in the previous subsections, so we
will just sketch its proof. Since the initial Reynolds stress Ry and its derivatives vanish at 9Q x [0, T],
for any k € N there exist a constant Cy such that for any x € Q we have

|Ro(x, )| < Cy dist(x, dQ)*.

Therefore, if dist(x, 9Q) < 317112 e have

o _ 1
[Ro(x,0)] < Co(3A711)° < s

We fix a smooth cutoft function ¢ € C°(£2, [0, 1]) such that

1 if dist(x, 0Q) > 317 1/12,
$(x) = o g -1/12
0 if dist(x, 9Q) < 22 )

It can be chosen so that ||¢||y < 4™/, This function will control the support of the perturbation.
Next, we define the backwards flows @ for the velocity field v( as the solution of the transport equation

(8 +vp - V)®; =0,
D;(x,1;) =x

and we define
R =V (1d-(2||1%0||0)-11%0) Vo'

Let N c &3 be the compact subset of positive definite matrices whose eigenvalues take values between
1/2 and 3/2. We see that R takes values in V. Thus, we may apply Lemma 7.2 and define

wo = 2lIRollo) 26 (V&) ' W(R, A®) = )" (V) bre™ 2,
k#0

with by = (2||Rollo)"/?¢ ax (R). We also have

wo ® wo =2 Rolly 6 R+ 3 2] Rollo V@™ C(R) V@, (7.26)
k#0

Next, the correction w.. is then defined so that w := wg + w. is divergence-free:

-1 kX be\
wo+ we = —curl (Z(V(D)’ (’:—2") e‘ﬁk"") . (7.27)
ey |kl
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Regarding the angular momentum, we define

ik X bk ilgs1k-@
L(t) = ,12/( ( Tk ) dx.

k#0

We fix a ball B € Q and we choose ¢ € C.°(B) such that / ¥ = 1. We add the correction wy, so that
the perturbation has vanishing angular momentum:

wyp = curl(y L).

If Q has several connected components Q/, we will have to consider the partial angular momentum L/ .
We will need to add one such vortex to each Q/ to cancel the angular momentum in each connected
component of . We still denote the total correction as wy..

The new velocity field is v = vo + wo + w. + wp. Note that by taking a larger 4 we may force
B C supp ¢, so the perturbation vanishes for dist(x, dQ) < 247 1/12,

Since ||¢||y < A7V/'2, the dominant term is the exponential. Hence, from (7.27) and the definition of
L(t) we conclude

Ivliy < AN
Let us denote D; = d; + vq - V. Since D, ® = 0, we see that |[L’(¢)| < A-(1~1/12) We conclude
gwrlly s a1-112),

Finally, we define
Ri=(1-¢)Ro+vOwr+wr ® v —wr @wp +5 — % [2V'WL— |wL|2+tr(S)] Id
p = po=2lRollog? = 5 [2v - wi ~ wr P +1(8)]
where the smooth symmetric matrix S satisfies

divS = dwp + [D,w +w - Vg +div (w ®w— 2||1é0||0¢>21?)] = 1. (7.28)

It is easy to check that (v, p, Ié) is a subsolution. Furthermore, the fact that the perturbation has vanishing
angular momentum ensures that we may choose S with support contained in A. by using Lemma 2.9.
Therefore, the (v, p, I%) equals the initial subsolution outside A..

Regarding the estimates, by (7.26) we may write the term in brackets in (7.28) as

Z Ckez/lk~¢l>

k#0

for certain vectors ¢ such that ||ci ||y < |k| 0AN*D/12 The standard stationary phase lemma (see [7])
yields

2/12

A _
||‘%f||1/4 S V= /ll ]/4 <4 1/2'

Continuing the construction of Lemma 2.9, the claimed bound for R follows.
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Regarding the energy, (7.26) and a standard stationary phase lemma (see [7]) yield:

1
2, _ 2 2 —_
[z|v| dx—/gh’o| dx"‘/g|W0| dx+0(/11—1/12)

- / [vol 2 + / 2ol tr(R) d.
Q Q

Since Roo is trace-free, tr R = 3. We conclude that (3.20) holds for sufficiently large A.

8. Proof of Theorem 1.1

We are ready to prove our main theorem using Theorems 1.6 and 1.7. First, we show that the conditions
are necessary. Suppose that such a weak solution (v, p) exists. We fix a connected component X of 9Q
and a € R3. In order to give us some room to mollify the subsolution, we also fix a smooth surface
¥’ c Q that will be used to approximate X from the inside of Q. Given ¢ > 0, if follows from the
smoothness of (vg, po) that X’ can be chosen sufficiently close to X so that

VoV — VoV
2 ’

‘/ [(a-x)0vo+ (a-v)vyg+ poal -v— / [(@a-x)0:vo+ (a-v)vg+poal-v|<e
b 5

<eg,

forany ¢ € [0,7T].
Next, we fix a mollification kernel ¢ € C°(R3 x R) whose support is contained in the unit ball and
for 0 < € < € we define

Ve =V * iy,

— 2 2
pe -—P*W+‘Vq’ *Pp —[vel”,
1%5 = V[é\/( — (vév) * Wy,

where f®g denotes the traceless part of the tensor f ® g. Since (v, p) is a weak solution, it is easy to see
that (v, pe, R;) is a smooth subsolution in R x (&, T - ). On the other hand, the values of (v¢, p¢, Ry)
on X’ depend only on (v, pg) for £ < dist(X’, Q) because (v, p) equals (vg, pg) on Q X [0,T]. In
particular, we have,

ll)in})(w, pe. Re)(x,1) = (vo, po, 0)(x, 1) uniformly in (x,7) € ' X [¢,T — £],
}in(l) Orve(x, 1) = 0,vp(x, 1) uniformly in (x,7) € ' X [¢,T — £].

Hence, for sufficiently small ¢, for any ¢ € [¢,T — €] we have

/Vo-V—/Vg-V
’ ’

/ [(@-x)0vo+ (a-v)vyg+poal -v-— / [(a ~x)0ve+ (a-v)ve+ pea — a’Rog] -V < e.
’ Z/

<&,

However, these integrals vanish:

/V['VZ/ [(a-x)@,Vg+(a-v)Vg+pga—atI%g]-v=0 vVt € (e,T —¢)
’ E/
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because (ve, pe, I%(z) is a smooth subsolution (see the proof of Lemma 2.11, equations (2.18) and (2.19)).
We conclude that for all # € (&,T — &) we have

/VO'V
>

Since & > 0 is arbitrary and (v, pg) is smooth up to the endpoints of the interval, we deduce

+

/ [(a-x)0vo+ (a-v)vy+ poa] - v| < 4e.
b

/vo-v=/[(a-x)@tv0+(a-v)v0+p0a]-v=0 vVt € [0,T].
p) p)

Taking into account that @ € R? and the connected component X of dQ are arbitrary, we see that the
conditions in Theorem 1.1 are, indeed, necessary.

Next, we prove that the conditions are also sufficient. First of all, we may assume that Q" > Qis
a bounded set with smooth boundary and with a finite number of connected components. Next, by

Theorem 1.6 there exists a subsolution (¥, po, Ro) € C¥(R3 x [0,T]) that extends (v, po, 0) outside
Q and whose spatial support is contained in €’. In particular, supp Ro(-, ) will be contained in ﬁI\Q.
Applying Theorem 1.7, we obtain a weak solution of the Euler equations (v, p) that equals (vo, po)

outside 5’\9. Therefore, its support is contained in Q' and it extends (vos po)- On the other hand, when
applying Theorem 1.7 we may prescribe any energy profile e € C* ([0, T]) such that

e(t) > /R3 [Vo(x, 1)| *dx + 6]l Rollo 127\Q2]

Hence, we can define the constant e( that appears in the statement of Theorem 1.1 as any number greater
than the right-hand side of the previous inequality. Finally, v € C#(R? x [0,T]), as we wanted, thus
completing the proof of the theorem.

Sketch of the proof of Remark 1.2. If we construct the spatial extension (v, po, Ro) € C¥(R3 x [0,T])

so that vy has vanishing total angular momentum, we can easily extend in time to a subsolution

(Do, Po, Ro) € C¥(R? x [0, +00) whose temporal support is contained in [0, 7”). By taking the energy

profile e larger, if necessary, we may extend it to [0, 7’] maintaining an analogue of the condition (1.3).
We then carry out the same construction as in Theorem 1.7 with some minor modifications:

e in Lemma 3.3 and in the perturbation step of Proposition 3.2 we introduce a temporal cutoff so that
we do not modify the subsolution at the times when the Reynolds stress is identically 0 and

e in the perturbation step of Proposition 3.2 we define p,; = nl.26q+1 instead of (7.3) if the interval
(t; = %Tq, tiy1 + %Tq) is disjoint from [0, T].

With such an scheme we only prescribe the energy profile in [0, 7]. However, the energy profile in
[T,T’] does not differ much (depending on the initial Reynolds stress) from f [90(x, )| >dx. Hence, if
we choose ¢(0) sufficiently large, the final weak solution will be admissible.

9. Open time interval

In this section we study what happens when the fields are defined in an open interval (0, T') and there is
some singular behavior at the endpoints of the interval. So far we have always considered the supremum
in time of the spatial Holder norms of our fields. This is not an option for the situation that we have in
mind, which is the setting for our applications.
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9.1. Main result

Our approach consists in decomposing (0, T) as a countable union of closed intervals {Z };° ; meeting
only at their endpoints and trying to work in each of them independently. While some parts of the
iterative scheme that we have discussed in the previous sections depend only on what is happening at the
current time (solving the symmetric divergence equation, for instance), many others do not (whenever we
have dealt with transport). Therefore, if the Reynolds stress is nonzero at the endpoints of the intervals,
when we try to correct it the subsolution in one interval will affect its neighbor. This propagates the bad
estimates from near t = 0 and ¢ = T to any Z; after enough iterations of the scheme.

Hence, if we want to isolate the closed intervals and work in each of them independently, we must
ensure that the Reynolds stress vanishes identically at their endpoints:

Lemma 9.1. Let (v, p, R) € C*(R? x [0,T]) be a subsolution of the Euler equations. Let ty € (0,T)
and let s > 0 be sufficiently small. Suppose that the support of R(-,tg) is contained in an open set Q
and that div div R(-, o) = 0. Then, there exists a smooth subsolution (v, p, R) such that R(-, to) = 0 and
such that (v, p, R) = (v, p, R) outside QX (to — s, 1o + 5). Furthermore, we have the following estimates:

||T;— VHN < C(N) s ”R("tO)HCN” ’

IR = Rl < € (IRC, 0)llco +5 IRC t0)llen Vil + 5% IR 10) 124

for some constants independent of s and (v, p, R).

Proof. We fix a smooth cutoff function y € CZX((—1,1),R) that equals 1 in a neighborhood of the
origin. Consider the field

T 1) = v 1) +wie 1) = v(xe 1) — (1 —1o) x (%) div R(x, 1o).

The condition div div R(-,#p) = O ensures that v is divergence-free. By definition of y, we see that w
vanishes unless |t — #p| < s so we deduce ||w||y < C s ||R(, t0)||c~+1. Next, we define

R(e.t) =R(x, 1) — v (t _S’O) R(x, to) —

+TWRV+VOW+ww.

t—ty ,(t—1
v
N

) R(x, o)

It is easy to see that (v, p, I%) is a subsolution. Furthermore, it follows from our choice of y and the fact
that w vanishes at 7 = 7o that R(-, ) is identically 0. On the other hand, the bound for ||w/||, yields the
claimed estimate for R.

On the other hand, since the support of y is contained in (-1, 1) and the support of R(-,#y) is
contained in Q, we see that the support of v — v and R — R is contained in Q X (tg — s, 10+ 5).

Finally, we absorb the trace of R into the pressure, which preserves the other properties that we have
discussed. O

Remark 9.2. The condition div div R(-, #p) = 0is quite restrictive, but it can be removed if one is willing
to relinquish spatial control of the velocity field. Indeed, we may decompose div R(+, ) as the sum
of a divergence-free field and a gradient, which we absorb into the pressure. The divergence-free part
is canceled using the previous lemma. The issue is that the divergence-free component of div R(-, t()
does not have compact support, in general. Thus, we modify the subsolution outside supp R and we
loose the spatial control, which has been our main concern so far. This approach could yield interesting
applications in T2, nevertheless. However, in R? we would have to modify the construction to address
the fact that we have to add perturbations in the whole space. We do not pursue this path here.

Since our construction relies on keeping the velocity fixed at the endpoints of the intervals Z;, we
cannot expect to obtain a nonincreasing energy profile for the final weak solution. Indeed, by weak-strong
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uniqueness it should equal the smooth solution with that initial data (in its domain of definition) and
that is not what will will obtain with the convex integration scheme.

Thus, instead of trying to fix the energy with this construction, we will focus on keeping the changes
small after each iteration. Our goal is to ensure that the energy profile can be extended to a continuous
function in [0, T]. In that case, we may use Theorem 1.7 to add a (nonsingular) perturbation elsewhere
so that the total energy achieves the desired profile.

Hence, the main result that we will prove in this section, which is a nontrivial variation of Theorem 1.7,

is:
Theorem 9.3. Let 0 < § < 1/3. Let T > 0 and let {I} };" ) be a sequence of closed intervals meeting
only at their endpoints and such that (0,T) = Ugso Zk. Let Qi € (0, 1)3 be a bounded domain with
smooth boundary for k > 0. Let (vo, po, Ro) € C®(R3 x (0, T)) be a subsolution of the Euler equations
such that supp Iéo(-, t) C ﬁk fort € Iy. In addition, assume that div div 1@0 vanishes. Then, there exists
a weak solution of the Euler equations v € CiC(R3 x (0,T)) that equals vo in (R3\Qy) X Iy for any
k > 0. In addition, v = v at the endpoints of the intervals Ty. Furthermore,

S 1/2
(v =vo)(.D)llco < C sup IIR(-J)IIC/O Vk 20
teT;

for some universal constant C.

9.2. The iterative process

As in Proposition 3.2, we are given an initial subsolution (v, po, Ry) € C®(R3 x [0,T]) and we will
iteratively construct a sequence of subsolutions {(v4, pg, Iéq)};":o whose limit will be the desired weak
solution. To construct the subsolution at step g from the one in step ¢ — 1, we will add an oscillatory
perturbation with frequency A,. Meanwhile, the size of the Reynolds stress will be measured by an
amplitude 6,. These parameters are given by

A, =2n[a"", 9.1)
6q=2,", 9.2)

The parameters a, b > 1 are very large and very close to 1, respectively. They will be chosen depending
on the exponent 0 < B8 < 1/3 that appears in Theorem 9.3, on Q and on the initial subsolution. We
introduce another parameter @ > 0 that will be very small. The necessary size of all the parameters will
be discovered in the proof.

We will assume that the support of (v, po, Ro) (-, 1) is contained in (0, 1)3. Meanwhile, the support
of R is contained in Q x [0, 7] for a potentially smaller domain © with smooth boundary. The main
difference with respect to Proposition 3.2 is that we also assume that R (-, 7) vanishes for = Oand s = T.

It will be convenient to do an additional rescaling in our problem. In the rescaled problem the
initial subsolution will depend on a, but we assume that nevertheless there exists a sequence {yn }3 _,
independent of the parameters such that

Ivolly + 18:volly < v, (9.3)
lpolly < yw, 9.4
| Rolln + 110 Rolly < yn- 9.5)

Since the initial Reynolds stress Ry and its derivatives vanish at dQ x [0, T], for any k € N there
exist a constant Cy such that for any x € Q we have

|Ro(x,1)| < Cy dist(x, 0Q)*.
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Note that the constants Cy are independent of a by (9.5). We define

— 1/10
4y = [P ©.6)
T\ 4c ’ :
Ag = {x € Q: dist(x,0Q) > d,}. 9.7)

Hence, we have

. 1 - .
|Ro(x,1)| < Z‘Sqﬂ/lqi? ifx¢A,.

On the other hand, since Ii’o(-, t) vanishes for = 0 and t = T there exists a constant C; depending on
[|0; Rollo such that

|Ro(x,1)| < C, min{t,T — 1}.

Again, the constant C; does not depend on a because of (9.5). It depends only on the initial subsolution
(before the rescaling). We define

Py 2/1—6&
5q = L 9.8)
4C,
TJq =54, T = 54] 9.9)
so that
. 1
|Ro(x,1)] < Z(s,ﬁzagi? ift € [0, T]\J,. (9.10)

Atstep g the perturbation will be localized in A, X 7 so that (v, pg, Iéq) equals the initial subsolution
in (R3\Aq) x ([0, T]1\Jy). In this region the Reynolds stress is so small that we will ignore it. We will
focus on reducing the error in A, X 7.

The complete list of inductive estimates is the following:

(vgsPg> I'\Q’q) = (vo, po, Iigo) outside A, X Jy, 9.11D)
IR llo < 6g414,°7, (9.12)
all, < Moz, ©.13)

”Vq”o <1-54°

<1-6,", (9.14)

where M is a geometric constant that depends on Q and is fixed throughout the iterative process. The
following instrumental result is key to the proof of Theorem 9.3, and is analogous to Proposition 3.2:

Proposition 9.4. There exists a universal constant M with the following property: Let T > 1 and let
Q c (0,1)° ¢ R? be a bounded domain with smooth boundary. Let (vo, po, Ry) € C“(Rix [0,T])
be a subsolution whose support is contained in (0,1)3 x [0,T] and such that supp Ry ¢ Q x [0, T].
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Furthermore, assume that (9.3)=(9.5) are satisfied for some sequence of positive numbers {yn}3_-
Let0 < B < 1/3 and

1<b?< min{ (9.15)

1-8 11
28 10"

Then, there exists an ag depending on 8 and b such that for any 0 < @ < aq there exists an ag depending
onp, b, a, Qand{yn }y_, suchthatforanya > ag the following holds: Given a subsolution (v4, p4, Iéq)
satisfying (9.11)—(9.14), there exists a subsolution (vg+1, pg+1, I§q+1) satisfying (9.11)—(9.14) with q
replaced by q + 1. Furthermore, we have

1
||Vq+1 - Vq”o + qu ||Vq+1 - Vq”l = M‘Séﬁ' (9.16)

As in Theorem 1.7, we need an auxiliary lemma to start the iterative process. This is the analogue of
Lemma 3.3:

Lemma 9.5. Let T > 0 and let Q c (0,1)> ¢ R? be a bounded domain with smooth boundary.
Let (vo, po, Ry) € C®(R3 x [0,T]) be a subsolution whose support is contained in (0,1)3 x [0,T]
and such that supp Ry c Qx [0,T]. Let A > O be sufficiently large. There exists a subsolution
(v, p, R) € C®(R? x [0,T]) that equals the initial subsolution outside the set

{x € Q : dist(x, 0Q) > /1—1/‘2} X (713,17 = A713)
and such that

iy <AV VYN >0,
[1Rllo < 27172,

where the implicit constants are independent of A. Furthermore, there exist geometric constants K1, K,
such that if KiT ||voll; < 1, then

1/2

lv=vollp < KallRolly™-

9.3. Proof of Proposition 9.4

The proof is very similar to the proof of Proposition 3.2, but we will only perturb the subsolution at
times ¢ € J,41. It will be convenient to define

1

E(sq - sq+1)9

jq =[sq =7, T —s4+7].

y:

The parameters ¢ and 7, are defined as in Proposition 3.2. Let us compare the time parameters:

s _ 1/2 _ _ 1-5-2b2
T—" 2 6giad qig’éq/ A7 2 (2,072 B=20°B
q

Note that the exponent of A, is greater than O by our assumption on b. Since we may assume that
2d441 < dg, we conclude that for sufficiently small @ and sufficiently large a we have

Y > 1,

Hence, the temporal cutoffs that we will need to use will not be too sharp.
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After these definitions, we can prove the result in a similar manner to Proposition 3.2. As before, we
divide the proof in four steps:

1. Preparing the subsolution. The beginning of the iterative process is identical to the one in Proposi-
tion 3.2: we use a convolution kernel in space ¢, to mollify (v, py4, Ry) into (v¢, pe, R¢) and then

we glue it in space to (v, po, Ro), obtaining a subsolution (v, py, Eg) that equals (v, po, Ro) in B,.

We must, however, introduce a minor modification: we add a correction wy, to ensure that vy +wp,
has the same angular momentum as vo. Note that v, has the same angular momentum as vo because
they are equal at + = 0 and subsolutions preserve angular momentum, as argued several times. In
addition, it is easy to check that mollifying does not change the total angular momentum, so vy — vg
has 0 total angular momentum. This may not be true for v, — vo. Nevertheless, since we are gluing
in a (small) region where v, is very similar to vo (in terms of the parameters), the change in the
angular momentum will be very small. Therefore, we may add a small correction wy, to v, in A,
while keeping the desired estimates. Of course, we modify the pressure and the Reynolds stress

accordingly to obtain a subsolution, which we still denote as (v¢, pe, Eg), for simplicity.
2. Gluing in space. In the intervals such that [#; — 74, f; + 74,] N J,; # @ the process is exactly the same

as in Proposition 3.2. In the rest of the intervals it suffices to take (v;, p;, ﬁi) = (vo, po, Ro) because

outside J; we have IRy < ;116q+2/l;3(1’, as required by (4.19).

Regarding the estimates (4.20)—(4.23), remember that (v, pg, I'\%q) equals the initial subsolution
fort ¢ J. Therefore, it follows from (9.3)—(9.5) and standard estimates for mollifiers that for t ¢ J,
we have

(ve =vo) (5 )llenw + 11(8rve = 8pvo) (5 )l en < 2,
I(pe = po) (> Ollen < €2,
I(Re = Ro) (-, )llen s €2

The same bounds hold for (vz, p¢, R¢). Therefore, this choice of (V;, p;, R;) for the rest of the
intervals satisfies (4.20)—(4.23). Although (4.18) is not satisfied, its only use in the following step is
to ensure that v; and v, have the same angular momentum. This is exactly what we did at the end of
the previous step.

3. Gluing in time. The construction is the same as in Proposition 3.2 but due to our choice of (v;, p;, R))
we are actually gluing only in jq (remember that 7, < y). Weseethat (v, vy, Eq) equals (vo, po, Ro)
fort ¢ jq and the support of Eq@) is contained in [A, + B(0,40)] X jq.

4. Perturbation. There are only two changes with respect to Proposition 3.2:

— We define the amplitudes p ; as pg i (x, 1) = 1;(x, t)26q+1.
— Instead of the cutoff ¢, we use ¢, (x,t) = ¢,(x)0,(t) for some smooth cutoff 6, € C*(141)

that equals 1 in jq. Hence, (Zq = 1 in the support of Eq@).

The amplitudes pg ;(x, ) clearly satisfy the same estimates as in Proposition 3.2. In particular,
Iéq,i takes values in B(Id, 1/2). On the other hand, fﬁqa(ﬁq,i) will satisfy the same estimates as
a(Rg.;) because we may choose 8, so that |6,0,| <y~ < 7.

We conclude that we may carry out the same construction as in the perturbation step of Proposi-
tion 3.2 (except for fixing the energy). The new subsolution will satisfy (9.12)—(9.16). In addition,
the cutoff aq ensures that the support of the perturbation is contained in A,4+1 X Jy+1, as required by
the inductive hypothesis (9.11).

Finally, we emphasize an important difference: the constant M in this case is universal. In Propo-
sition 3.2 it depended on € because so did the amplitudes p, ;. Since here they are independent of
Q, arguing as in [7] yields a universal M.
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9.4. Proof of Lemma 9.5
We fix a cutoff 6 € C2°((0,T)) such that

o(r) = 1 ifre @113, 7-22713),
o ifre (A3 T -1,

Since Ry vanishes at 7 = 0 and 7 = T, it is clear that |(1 — §)Ry| < 1~'/2.

We then carry out the same construction as in Lemma 3.3 but replacing the cutoff ¢(x) by a (x,1) =
#(x)0(1). This ensures that the perturbation vanishes if r ¢ (1713, 7 — 271/3). It does worsen the
estimates, but it is not catastrophic. The most significant change is that when we write the term in
brackets in (7.28) as Y4 cxe'**®, the vectors c; now satisfy the estimates

leklly < [k 701 3HN/12,

Applying the stationary phase lemma now yields

/ll/3+(1+1/15)/12 |
— /2
||=%f||1/15 s /11_1/15 <4 ’

which, continuing the construction in Lemma 3.3, yields the desired bound for R. Since the exponent is
actually smaller than —1/2, we can expend the extra factor in beating any geometric constant.
Finally, let us derive a precise estimate for v — v(. Recall that

wo = 2[|Rollo #*(V®) ™' W (R, A®).

The last term can be bounded by a geometric constant depending on the compact subset A used when
applying Lemma 7.2. On the other hand, by standard estimates for the transport equation there exists a
geometric constant K; such that

1
VO - 1d|, < EKIT”VOHI :
By our assumption on T ||vol|,, we have ||[V® —Id||, < 1/2, so [[(V®)~!|lp < 2. We conclude that

1 o
[lwollp < §K2||R0||0

for some geometric constant K,. Since w. + wp = 0(/1‘1), it is clear that the required estimate holds
for sufficiently large A.

9.5. Proof of Theorem 9.3

To simplify the notation of this proof, given a map f defined in R3 x I for some interval 1, we will write
I/ 1ln .1 = suppres 1 D) llew -
By dividing in half the intervals Z; as many times as necessary, we may assume that
2K [ Zel Ivolly,z, < 1,

where |Z| is the length of the interval Z; and K] is the constant that appears in Lemma 9.5.

We apply Lemma 9.1 at the endpoints of each interval Z, obtaining a new subsolution (v, po, Ro)
in which the Reynolds stress vanishes at the endpoints of all the intervals Zy. In addition, we have
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Vo, Pos ﬁo) = (vo, Po, Ro) outside Q for 7 € Zy. By taking s sufficiently small in each application of
Lemma 9.1, we may assume that

Vo = vollo,z, < I1Rollo,z,»
Volli,z, <21volli z, »

IRollo,z. < 2l|Rollo,z -

Once we have a subsolution in which the Reynolds stress vanishes at the endpoints of the intervals
Tk, we may work in each of them independently. Indeed, our constructions keep the subsolution fixed
near the endpoints of the intervals.

We fix k > 0, and we fix a sequence of positive numbers {yn i}y _, such that

Volly z, + 10:volln 7, < YN> 9.17)
lpolly .z, < ¥ws (9.18)
IRolIn.z, +18:Rolln 7, < yN- (9.19)

We choose b satisfying (9.15) and we choose a smaller than the threshold given by Proposition 9.4. Let
ao,x be the threshold given by Proposition 9.4 when applied to  and our sequence {yn «}5_,- For
ar > aopr we consider the parameters A, x and 6, ; defined as in (9.1) and (9.2).

Taking ay larger if necessary, we apply Lemma 9.5 with the parameter A }213 , obtaining a subsolution

(v1, p1, Ry) that equals (v, po, 19!70) outside
{(x, 1) € Qp x Ty : dist((x,1), d(Qu X Tp)) > A;j*,g}

and satisfying the following estimates:

—-6a

12N 3
VS IR llo,z < A7

Villy,z, <Cnk

where the constants Cp x are independent of A; x but they will depend on Qj, Zix and the initial
subsolution. Furthermore, we have

Ro

Ivi =vollo.z, < KallRollo,z, < 2K:2lIRollo.z;

where we have used that Ky |Zx| [[voll; 7, < 1.
Next, we consider the scale invariance of the Euler equations and subsolutions:

v(x, 1) — Tv(x,Tt), px,t) - Dpx,T1), R(x,t) - T?R(x,T).
We choose I' = 6;/]3 and we begin to work in this rescaled setting, which we will indicate with

a superscript r. Note that (v(, %,ﬁg) still satisfies (9.3)—(9.5) with the same sequence {yn x}3_-
Regarding (v?, pT s Iéf ), it follows from the definition of the rescaling that

3 -6
IR llo,z; < 62,647
On the other hand, since the constants Cy  are independent of A , for sufficiently large ax we have

_ 12 12 12
”"q“(xzz =0y Ivillo.z, <65, Cok <1-6,

_ s1/2 1/2 12 1/2
”"q“u; =0, villiz, < 62,kC1sk/l],lg < M6 Ak
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Finally, (vi, p, Ié{) = (v, Py ﬁg) outside
{(x,1) € Qp X I}, : dist((x,1),0(Q X I})) > A7} .

Let us consider the sets A, x and J, « that we obtain when we apply the definition of (9.7) and (9.9)

to Q. and Z;.. We see that (v{, p}, Iéf) = (Vy» Py ﬁg) outside A x X Jix for sufficiently small & and
sufficiently large ay.
We conclude that (vi, p} 1 R’) satisfies the inductive hypotheses (9.11)—(9.14) in the interval Z; with

initial subsolution (v(, py, R(’)). In addition, for 7 € Z; the initial subsolution satisfies (9.3)—(9.5) with

the sequence {yn x }y_, and the support of ES(-, 1) is contained in Q. Finally, by taking a; even larger,
we may assume that |I,:| > 1.
Applying Proposition 9.4 in each interval Z; and undoing the scaling, we obtain a sequence of

subsolutions {(v4, pg. Iéq)};":l € C°(R?x (0, T)) that equal (vg, po,0) in (R*\Qy) X Z; for any k > 0.
In addition, for r € Z; we have:

Ilﬁq(-,t)llco < Sgrt ks (9.20)

||(v,,+1 —v) (D) er < Mo L (9.21)

||(Vq+1 - Vq)(" t)”CO L — g+1,k

Ag+

We see that v, converges uniformly in compact subsets of R3 x (0,T) to some continuous map v. On
the other hand, note that the pressure is the only compactly supported solution of

Apg =divdiv(-vg ® vy + I%q).

Therefore, p, also converges to some pressure p € L* (R3) for any 1 < s < co. Since Iéq converges to
0 uniformly in compact subsets of R? x (0,T), we conclude that (v, p) is a weak solution of the Euler
equations in R3 x (0, 7).

Furthermore, using (9.21) we obtain

(o) (o)
2 g =vally 2, < Z CB'B) vart =vallo 2, Ve = vall 2,
g=1 g=1

<c(g, ﬁ)Z(M‘S_I/Z 1/2)1_/3 (M6_1/2 1/2)/;
<MC(B, ﬁ)a“/zz/lgf,

so {vg };":1 is uniformly bounded in C?Cfl in any compact subset / C (0,7) for all 8’ < 8. Arguing as

in [7] we obtain (local) time regularity. We conclude that v € Cf) C (R x (0,7)), with g’ < B < 1/3
arbitrary.

Finally, we compute the difference between vy and v. We write b = 1+, so that b9 — 1 > yq. Taking
ay. sufficiently large, we have

[o0] (o]

||V - Vl”() T < Z ||Vq+1 VqHOI < ZM(S_I/z ;{'—21 IS Z Bb(1- bq) Z —Bbyq

q=1 gq=1
by — b

Z(af )5 akﬁ 7.

q=0
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Thus, by further increasing ax, we have |[v = vi|lo 7, < ||I'\30||0,Ik. We conclude

v =vollo.z, < Ilv="illo.z, +1Ivi =Vollo.z, + Vo =vollo.z, < (2+2K2)|IRollo,z -

10. Vortex sheet

This section is devoted to the proof of Theorem 1.4. The key ingredient is Theorem 9.3, which is applied
to an initial subsolution with the appropriate behavior. We fix a parameter 0 < 1 < (47)~'. We choose
an even function f € CZ((—1, 1)) such that f f =2 and we define

F(x) = [1 f(s)ds, G(x) = [1 sf(s)ds.

Let vg and Ry be the periodic extension of

vo(x,1) = [1 _F(X3 ;;/4) +F(x3 ;/4)] .

)C3—1/4 X3—3/4
- | -G|=—
At ) ( At

Ro(x,1) :=/I[G( )] (e1®e3+e3®e).

Direct computation shows that d;vg = div Rao. It is also clear that vy - Vvg = 0. Therefore, the triplet
(vo, 0, Ry) is a subsolution.

Sincef is even, the support of G is contained in (-1, 1). For k > Oletus define Z, := [2-**DT,27kT]
and

1 1 3 3
(— —27kar, — + 2—’</1T) U (— —27kar, 7 +2‘k/1T) +7Z

2
Qp =T x I 2 I

We see that (vo, 0, Ry) equals (ug,0,0) outside Qj for # € Zy. Since divdiv Ry = 0, we may apply
Theorem 9.3, obtaining a weak solution of the Euler equations v € Cf) . (T3x (0, T)) that equals (uo, 0, 0)
outside Q. for ¢ € Zy, (in fact, for ¢ € (0, 2‘kT) because Q; C Q forall j < k). In particular, the initial
datum is ug. Furthermore, there exists a universal constant C such that for any & > 0 we have

v =vollo.z, < ClIRllo,z, <C’A. (10.1)

Let us estimate the energy. First, we define

1
5::2-/ [1- F(s)]ds.

1

Note that § > 0 because the continuous function F takes values in [0, 2] and it satisfies F(0) = 1, since
f is even. We compute

1/4+/lt _1 4 3
/ |V0(x,t)|2dx=1—4/lt+/ [I—F(x3 / )] i
B 1/4-ar At

3[4+t _ 3
+/ [-1 +F (x—3 3/4)} dey = 1 - 2641,
3/4-1 At

where we have used that vy = ug except close to x3 = 1/4 and x3 = 3/4. Next, we write

2 2 2
/ [v] =/ [vol +/ [v —vol +2/ vo - (v —vg).
']I‘S ']I‘3 ']I‘S T3
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Let us choose A sufficiently small so that 1 < (32C ’)‘15, where C’ is the constant in (10.1). Hence, for
t € Iy we have

2 2
‘/ N —/ Ivol
T3 T3

where we have used that v = v outside Qy, for ¢ € Z;. By definition of Z, we see that 2=+ T < ¢ for
any ¢ € Zy. We conclude that

< [(C’'D)?+2(C' V)] |9%]| < [6/8](4-27%aT) =2~ F+Dsar,

1—36/lz</ v(x,0)|?dx < 1—6A1t.
3

Therefore, the weak solution v is admissible. In addition, we see that we obtain a sequence of different
solutions {vi}lf’iio by repeating the construction with A; = 47" for sufficiently large iy.

11. Blowup

In this final section we prove Theorem 1.5 on the existence of Holder continuous weak solutions of
the 3d Euler equations that exhibit a singular set of maximal dimension. The proof makes use of some
technical lemmas that are presented in Subsections 11.1 and 11.2.

11.1. Building blocks

The fundamental element in our construction is the following simple blowup, whose proof is postponed
to Subsection 11.2:

Lemma 11.1. Let 0 < B < 1/3 and let ¢ > 2. Let a € C®(R,R?) be a bounded map. Given & > 0,
there exists a weak solution of the Euler equations (v, p¢) in R® x R such that:

Ve, pe) = (a,—0a - x) outside B(0, €) x (0, &),

the g-singular set of v ¢ is 538 ={(0,¢&)},

ve € CP (RIXR\SL),

the relative energy e o (t) = ||ve(:,1) — a||2LZ(R3) is continuous and so is the map t +— / a-(ve—a)dx.

Furthermore, there exists a constant C > 0 depending on ||a||;~ < oo but not on & such that
Ve Cot) = a2 gps, + 1P o0) +Ga(0) -xllpies) < Cs* ViR, (1L.1)

Once we known how to construct a single blowup, as stated in the previous lemma, we will use the
following result to glue many of them together. Its proof is completely independent of Lemma 11.1.

Lemma 11.2. Let a € C®(R,R?). Let {(vi, pi)}2, be a sequence of weak solutions of the Euler
equations in R3 x R. Suppose that the sets F; given by the closure of

{(x,1) € RY 2 (vi, pi) (x,1) # (a(1), =d,a(1) - x)}

are pairwise disjoint and that

D (v = all sy + i + G- xll s ) < o
i=0
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Then, the pair (v, p) given by

v:=a+Z(v,-—a), p = —ata‘x+2(pi+6,a-x)
i=0 i=1

is a weak solution of the Euler equations.

Proof. The hypotheses readily yield v € L]2OC (R*) and p € L]IOC (R*). Furthermore, it is easy to see that
any partial sum

k k
Vi :=a+Z(vi—a), Dk = Bta~x+2(p,-—(9,a-x)
i=0 i=0
is a subsolution. Indeed, fix y; € C*(R*) such that )(l._l ({0}) = F; and consider ; := x;/(x1 + x2) and

0, := 1 —6,. They are well defined because F; N F, = @. We see that 61 vanishes in F; and 6, vanishes
in 01, so for any ¢ € C=(R* R?) we have

/R4 (0, '72+V¢ (v ®T;2+[721d)) = ‘[R4 (0,(019) V2 +V(01¢) : (v, ® V> +ﬁzld))
" / (0,(626) -T2+ V(620 : (72 8T + o 1))
R4
- [ @) 0+ V@) (1 01+ pr10)

+ /R4 (0;(620) - v2 +V(620) : (va® vy + p21d))
= O,

which follows from the definition of (v;, p;) being a weak solution of the Euler equations using the test-
function 6;¢. An analogous argument proves that v, is weakly divergence-free. Therefore, (v, p2) is a
weak solution of the Euler equations. Furthermore, iterating this argument we conclude that (v, px) is
a weak solution of the Euler equations for any k > 1. Since v converges to vin L?(K) and py converges
to p in L' (K) for any compact subset K C R*, it is easy to see that (v, p) is a weak solution of the Euler
equations. m]

11.2. Proof of Lemma 11.1

Note it suffices to prove the result for € = 1 because for € # 1 we could simply take
(ve,pe)(x,1) = (vi, p1)(x/e,1/€)
with a rescaled accordingly. It is clear that this scaling preserves the g-singular set, that is,
ST ={(x,1) e R*xR: (x/e,t/e) € S} ={(0,8)}.
Furthermore, since p; + d;a - x will be the only compactly supported solution of

—A(p1 + 0ia - x) =divdiv(v; ® v) =divdiv(v; ® vi —a ® a)
=divdivi(vi—a)®@ (vi—a)+ (vi—a)®a+a® (v; —a)],
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standard Calderén-Zygmund estimates yield
lpi(.0) + 8ra(t) - xllpr sy < Clvi(,1) = a(t)||iz(R3) .

Thus, to prove (11.1) it suffices to show that (v — a) € L°L2.

From now on, we will assume € = 1 and drop the subscript 1 for simplicity. By [32] there exists a
nontrivial steady solution of the Euler equations with compact support (u, 7) € C°(R?). By rescaling,
we may assume that its support is contained in the ball B(0, 1/4). We define

Ux)=u(x—-e/4) —u(x+e/4),
P(x) =n(x—e /4) —n(x+e1/4).

Therefore, (U, P) € C°(B(0, 1)) is a nontrivial steady solution of the Euler equations such that
/§~U:O V& € ker Vgyn.

Hence, by Lemma 2.9 there exists Sp € C2°(B(0, 1), S 3) such that div Sy = U. We introduce a parameter
a € (—1,0) that will be fixed later and we define

S=l+a)xU+U®x)— (4+5a)S.
Since div(x @ U+ U ® x) =4U +x - VU and U is divergence-free, we have
divdivS =div(—a U+ (1 +a)x - VU) = 0. (11.2)
Furthermore, we see that the triplet (U, P, S) satisfies
—aU+ (1+a)x-VU+div(U®U + PId) =div . (11.3)

Consider the self-similar ansatz

V() = (1 —t)“U(ﬁ),

pote) = (1= =),

Ro(x,1) = (1 —t)“S(#).

It follows from Equation (11.3) that the triplet (¥, po, Ro) is a subsolution of the Euler equations in
R3 x [0, 1) (in which the Reynolds stress is not normalized to be trace-free, yet). Regarding the scaling,

we see that
IPoC Ol = (1= g,
We choose
w3
710 23+¢9)’
which ensures that
tim [Fo(- )2 =0, Lim [Fo(-0)llpq = +oo.
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Next, we fix y € C*([0, 1]) that vanishes in a neighborhood of 0 and is identically 1 in a neighborhood
of 1. Since (vg, po, Rp) is a subsolution, is is easy to see that the triplet (vo, po, Ro) given by

vo(x, 1) = a(t) + x(t)vo(x, 1),
po(x,1) = —da - x + x(1)*po(x,1),
Ro(x,1) = x(O)Ro + x"(1)(1 = 1) ' So((1 = 1)™%x) + x (1) (a ® Vo + Vo ® a) (x, 1)

is also a subsolution and that divdiv Ry vanishes. Let Z; = [1 - 27k 1 - 2_("“)] and Q; =
B(0,2-(+2)k) We see that the support of Ry(-,7) is contained in Q for r € Zy. In fact, so is the
support of (vo, po, Ro) (-, 7). In addition, we see that

Ivo —allo.z, <277** D |[Rollgz, s 272***D,

where the implicit constant depends on ||a||; -~ but not on &.

We would like to apply Theorem 9.3. While our current situation does not exactly meet the hypotheses
of Theorem 9.3, this is not really an issue. In spite of the fact that our subsolution is not compactly
supported, what matters is the support of the Reynolds stress, as argued in Subsection 3.3. Furthermore,
although Ry is not trace-free, this can be easily solved in the proof of Theorem 9.3. After applying
Lemma 9.1, one simply has to replace (v, po, I?()) by

— 1 ~ = 1 ~
vo. Po ~ 3 tr(Rp), Ro - 3 tr(Ro) Id| .

Therefore, there exists a weak solution (v, p) of the Euler equations in R? x (0, 1) with v € Cllf) . (R3 x
(0,1)) and (v, p) = (a,0) in (R3\Q) x Zx for k > 0. Furthermore, since (vo, po, Ro) = (a, 0, 0) for
t sufficiently close to 0, a careful revision of Theorem 9.3 will convince us that (v, p) = (a,0) in a
neighborhood of ¢t = 0. Thus, we may extend (v, p) to the interval (—oo, 1).

On the other hand, for ¢t € Z; we have

1/2 —ak
v —allo,z, <lvo=-alloz, +lIv=volloz, <llvo-alloz +C IIRoII(){Ik <C27%%,

where the constant changes after each inequality and it is allowed to depend on ||a|| .~ but not on &.
Hence,

v =allg 7, 1| < €27k vy —qa|f o |Q < C27CHOK, (11.4)

Our choice of @ ensures that both quantities go to 0 when k — oo. We conclude that the maps

t v, 1) - a”iZ(n@) and t — f a - (vg — a)dx can be extended by 0 to a continuous function in the
whole R.

Next, we show that we may extend our weak solution to R x R by setting (v, p) = (a,0) for t > 1.

For simplicity, we still denote this extension as (v, p). It will be a weak solution in R? x R if and only
if for any solenoidal test-function ¢ € C°(R? x R) we have

//[51¢-V+V¢:(V®v)]dxdt=0.
R JR3

We split the integral:
/ / [0ip-v+ Vo (v®v)]dxdt=/ / [0ip-a+ V¢ : (a®a)ldxdt
1 Jr3 1 Jr3

_ /1 /Rs[atq)(x, 1) - a(t)]dxdt = 0,
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where we have used that, for a fixed time ¢, a(¢) is just a constant vector and d;¢(-,t) is a compactly
supported divergence-free. Thus, the spatial integral vanishes for each time 7. We conclude that (v, p)
will be a weak solution in R x R if and only if

1
/ / [0ip-v+ V¢ : (vev)]dxdt =0. (11.5)
—00 JR3

We choose a cutoff function 6 € C*(R) that equals 0 if # < 0 and equals 1 if # > 1/2. For j > 1
consider 6;(¢) = 6(1 +2/(t - 1)). Since (1 - 6,)¢ € C2(R3 X (—00, 1)) is solenoidal and (v, p) is a
weak solution in R3 x (=00, 1), we see that

1 1
/ / [0:p-v+ Vo (v®v)]dxdt=/ / [0,(0;¢) -v+V(0;¢) : (v Vv)]dxdt. (11.6)
—o0 JR3 1-2-7 JR3

Let us study the second term on the right-hand side. We fix ¢ € Zj and we write

/V(9j¢):(v®v)dx=/V(6j¢):(v®v—a®a)dx.

R3 R3

Taking into account that
vev—a®a=@v-a)®(v-a)+a®(v-a)+(v-a)®a

and (11.4), we surmise that for ¢ € 7,

V V(0;9) : (v@v)dx| < Clgll, 27k,
R3

Therefore,

1
«/1—271‘ ./Rs V(0;¢) : (v®v)dxdt

because 3 + Sa > 0 by our choice of a. Regarding the first term on the right-hand side of (11.6), we
split the integral into

1 1 1
/ / 0,(0;¢) - vdxdt = / / 0:(0;¢) - adxdt +/ / 0:(0;¢) - (v —a)dxdt.
1-2-7 JR3 1-2-7 JR3 1-2-7 JR3

Again, the first term vanishes because if we keep ¢ fixed a(t) is just a constant vector and d;(6,¢)(-, )
is a compactly supported divergence-free field. Thus, the spatial integral vanishes for each time .
Concerning the second term, we estimate

1
’,/1_21 /R3 0:(0;¢) - (v —a)dxdt

< Cllgl, ) 27ROk | < Clgll, 274+
k=j

< > 380, Iv = allo.z, 192! |Zi|
k=)

< C(lIgllo + a,llg)2! D 2-Gréekyk
k=

<C(llolly + ||at¢”0)2—(3+4(y)j.
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Hence,

1
’ / /R [0 v+ V6 : (v v)ldudi| < C(I8ll, +118,9llg)2" 7,

where the constant may depend on a but it is independent of j. Since 3 + 4a > 0 and j > 1 is arbitrary,
we conclude that (11.5) holds, so (v, p) is a weak solution in R3 X R.

Regarding the g-singular set, fix a spatial ball B(0, r) and let #; := 1 —27% for k > 1. For sufficiently
large k we have y(#x) = 1 and, since the velocity is unchanged at the endpoints of the intervals 7, we
have

vix,tx) =a+ 2-oky (Z(H")kx) .

We compute

\%

VG ti)llLa o,y 2 V1) = allzacso,r)) — lallLaso,r)

\%

4 1/q
~lallz (5”3) + 27l N g g

where we have used that for sufficiently large k the ball B(0,2(!*®*r) contains the support of U. By
our choice of @ we have a +3(1 +a)/q < 0, so

kliiI;O vt La (B 0,ry) = Ho0.

Since the ball B(0, r) is arbitrary, we see that (0, 1) € SY.

Finally, since v € CI[;C(R3 X (=00,1)) and v = a in (R*\B(0,27%)) x (1 =27k, 1) for any k > 0,
we conclude that v € Cf) C(R3 X R\{(0, 1)}). In particular, the g-singular set reduces to {(0, 1)}. This
completes the proof of the lemma.

11.3. Proof of Theorem 1.5

After a temporal rescaling, we may assume that 7 = 1. After a translation, we may assume that B(0, 4p)
is contained in U for sufficiently small p > 0. By subtracting a time dependent constant, we may assume
that po(0,1) = 0. Let a(t) = vo(0, 7). We glue (v, po) and (a, —dsa - x) using Lemma 2.11, obtaining a
subsolution (v, py, R;) such that

5] _ (VO’PO,O) lfx ¢ B(O’4p)’
GLpL R0 = {(a(r),—a,a(t) .x,0) ifx € B(0,3p).

1/2

It is not difficult to deduce from Lemma 2. 14 that by reducing p we can obtain ||v; — v ||, and p*|| R, Il

arbitrarily small.

We apply Theorem 1.7 to obtain a weak solution of the Euler equations (v, p») that equals (vg, po)
outside B(0,4p) x [0, 1] and (a, —8,a-x) in B(0, 3p) x [0, 1]. Note that we may choose a nonincreasing
energy profile that is arbitrarily close to the original one but still satisfies (1.3) because p>||R; ||é/ 2 s
arbitrarily small. Since ||v; — vo|q is arbitrarily small, we conclude that ||v, — vl may be chosen to
be arbitrarily small.

Next, we construct the blowup in B(0, p) x (0, 1]. By [4], for any k& > 1 there exists a function
% e 7" (B(0, p)) taking values in [1 —2-47%, 1 —47*] and whose graph G* has Hausdorff dimension
4 — 27k We want the g-singular set §7 of the final solution to contain all of these G¥ so that its
Hausdorff dimension is 4. To do that, we choose a sequence {x;}:*, dense in B(0, p) and we denote
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Tl.k = f*(x;). We see that {(x;, Tl.k)}l?’il is dense in G*. Using Lemma 11.1 we will construct a sequence
of blowups converging to each of the points (x;, Tl.k). Thus, these blowups would accumulate at every
point in | J»; G, which means that this set will be contained in the singular set, as we wanted.

In order to glue the blowups given by Lemma 11.1 using Lemma 11.2, they must have disjoint
supports. Hence, we have study the geometry of the situation. Let

k o _k _ g—(k+))
;=T -4

so that the sequence {t{‘j ;’.‘;1 is contained in (1 — 4=~ 1 — 47%) and converges to Tl.k. We want to

apply Lemma 11.1 to construct a blowup in

k

k. k k .k
Uij = B(xi,aij) X (tl-j,tl-j +&;5).

It is clear that choosing 8f.‘. sufficiently small ensures that the sets U{.‘j are disjoint for a fixed 7 and k, but
it is not so clear if i is not kept fixed.

We will try to isolate the sequence corresponding to a fixed i. Let L* := || f k“ c2-+ and consider the
sets

ck = {(x, N eR X [1-475D 2k -k > (L +1) |« —x,-|2"‘} .

By the definition of L¥, for any i # i’ > 1 we have (x;, Tik) ¢ Clk We define jo(1) = 1 and fori > 1 we
define jo(i) to be the minimum jo > 1 such that

|ckn R x (. tin|nck=0 i<t

As we have mentioned, (x;, Tl.k) ¢ Cg‘, for i’ < i, so there exists a neighborhood of (x;, Tl.k) disjoint from

the union of these sets. Since Cf N [R? x (1 , /)] will be contained in this neighborhood of (x;, /)

for sufficiently large jo, jo(i) is well defined. The point is that we will only add blowups for j > jo(i).
Next, let us define

el

k ._ g-2K[i+j+k+log, (L*+1)]
o= 4 4 0,

where 0 < 6 < 1 will be chosen later. Since sl].‘. < 4~ (k+/+D) e see that the {Ufj ;’.’;1 are pairwise
disjoint for fixed &, i. Furthermore, this definition ensures that

47— gk (LF 4 1) (f)?
which means that U lk] C C{‘. Therefore, it follows from the definition of jy (i) that the sets
(U ik 2 1, ) = jo(i)}
are pairwise disjoint, as claimed.

Let (vf.‘j, p{.‘j) be the weak solution of the Euler equations given by Lemma 11.1 using the parameter

stkj After a translation, we may assume that the set where (vf.‘j, p{fj) # (a,—0sa - x) is contained in U lk]

We define
vz i=a+ Z Z (v{-‘j—a),

k,i>1 j>jo(i)

p3 = —0a-x+ Z Z (pf-‘j+6,a - X).
k.21 j>jo(i)
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By Lemma 11.2, the pair (v3, p3) is a weak solution of the Euler equations in R*> x R. Note that any
point (x,7) not in the closure of | J;>; G* has a neighborhood V that intersects only a finite number
of the UlkJ We conclude that the g-singular set of the weak solution is the closure of the union of the

g-singular sets of the vf.‘j, that is,

S9= {1l +el) ki 2 1 2 jo@}u | JG* U (BO.p) x {1})
k>1

andv € Cf) . (R*\&8?). Regarding the energy, let us consider the partial sums
J

k i
~k ._ k’
FEEEDIDIDIN IS

v
K=11=1 j'=jo(i")

ef-‘]-(t) = /
' B(0,2p)

Taking into account the identity v2 = (v — a)? + a® + 2a - (v — a), we may write

o (x, t)| 24x.

ko i J
32 ’ ’
el]-‘j(t) = ?71';)361(1‘)2 + E E E (/ |vik,j/ - al?dx +2/ a- (vfij, -a) dx)

==L 2o (i)

because the support of the (vf] —a) are pairwise disjoint. We see that efj is continuous by Lemma 11.1.
Furthermore, by Equation (11.1) and our choice of &f; it converges uniformly to /s (0.2 V4 D) 2dx

which is, therefore, continuous. In addition, it can get arbitrarily close to 33—27rp3a(t)2 by reducing ¢ > 0.
Let us glue this blowup to (v2, p2). Since x; € B(0, p) and we may assume that 8[1-;- < p by further
reducing ¢, we see that U[."J. Cc B(0,2p) x (0,1), so (v4, pa) = (a,—dsa - x) outside B(0,2p) x (0, 1).
Hence, it glues well with (v;, p2). We conclude that there exists a weak solution of the Euler equations
(v4, p4) that equals (vo, po) outside B(0,4p) x (0, 1) and has a g-singular set §7 c B(0, p) x (0, 1] with
Hausdorff dimension 4. In addition, v € C{ZC((R3 % [0, 1])\&?). Furthermore, ||v4(:,0) —vo(-,0)||co is
arbitrarily small and ¢ — [ [v4(x, )| *dx is continuous and arbitrarily close to ¢ — [ [vo(x, )| *dx.

To complete the proof it suffices to modify (v4, ps) in (B(0,3p)\B(0,2p)) x [0, 1] to ensure
that the energy profile is nonincreasing. Let e(?) := / [v4(x, )| >dx and fix a nonincreasing function
e(t) > e4(1). It is easy to obtain a sequence of strictly positive smooth functions {dx};"_; whose sum is
e(t) — e(t) and such that ||6; ||, < 27%. Let r := rop2~%/3. By reducing r( if necessary, we can find a
sequence of pairwise disjoint balls B(xg, r¢) € B(0,3p)\B(0,2p).

Fix k > 1 and let ex (1) := a(27%/31)2 |B(0, rop)| + 2¥ 6, (27%/3t). We use Theorem 1.7 to construct a
weak solution of the Euler equations (i, 71z ) that equals (a(27%/3), —(8,a)(27%/31)-x) forx ¢ B(0, rop)
and such that /B(O,mp) lux| >dx = ey (¢). In addition, v € CP.

Finally, we consider

vs(x, 1) = a(t) + ) [ur (2P (x = x0, 2" - a(n)],
k=1

ps(x,1) = —ralt) - x + Z [ (2K83x, 2K3¢) + d,a(t) - x].

k=1
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The pair (vs,ps) is a weak solution of the Euler equations that equals (a,-d;a - x) for x ¢
B(0,3p)\B(0,2p) and vs € CB. Regarding the energy

[ sl = a0 [50.30)\5(0.29)]
B(0,3p)\B(0,2p)

00

3 [ s =500 - at?] ax
k=1 Y B(xk.rk)

- (02 [B0.30)\B0.20)] + Y (1)
k=1

[va(x, )| 2dx + e(t) — e(2).

/13(0»3p)\3((),2p)

We glue (vs, ps) to (v4, p4), obtaining the desired weak solution of the Euler equations (v, pg). Note
that ||(ve — vo)(+, 0)||co can be taken to be arbitrarily small because we can do so with ||v, — vgl|o and
e — e. This completes the proof.

A. Holder and Besov spaces

Let Q be an open subset of Euclidean space. We denote by C° (Q) the set of bounded continuous functions
on Q, which we equip with the supremum norm, denoted by || f 1| := sup, g |f(x)|. More generally, for
any N > 0 we define the space C" (Q) as the set of functions that have bounded continuous derivatives
of any order k < N. On this space, we define the following seminorms and norms, respectively:

N

[/ = max D21y 1y = 3 1A

7=0

Here B denotes a multi-index and |8| denotes its length. Given N > 0 and a € (0, 1), we define the
Holder space CV+(Q) as the set of functions f € CN (Q) such that the following quantity is finite:

_ |D f(x) - DP £ (y)]
[fIN+a = max sup .
IBI=N x#y lx =yl @

This set becomes a Banach space when equipped with the following norm:

1/ lIn+a = If I + [fln+a-

When we work in a subset E C € instead of the whole €, we will write ||-||;.z. When the functions
also depend on time, we also take the supremum in ¢t € [0, T7].
The Holder norms satisfy the following inequalities:

[f1s < C (e [fle + &7 11 fllo) (A.D)

forO < s <tandall € > 0, and

[Fgls < [f1s llgllo + 11/l [g]s (A2)

for 0 < s < 1. The constant C only depends on the Holder exponents involved and on the domain Q.
For the applications in this article, since f will be a compactly supported function defined on the whole
R"™, C will just depend on the Holder exponents. From (A.1) with & = || f|| (1)/ "If)- 1" \e obtain the
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following interpolation inequality:

[l < CIA L (A3)

Let 8 by a multi-index. By induction on |3| and the rule for the first derivative of a product, one
easily deduces

DP(fe)= > CipiysD'f D%,

ly1+161=1B]
from which it immediately follows that
N
[£eln < Cn D [f1 [glv-j- (A4)
j=0

The following proposition is standard:

Proposition A.1. Let N € N and a € (0,1). Let f € CY**(R™,R) and F € CY**(R™,R™). There
exists a constant C = C(N, ) such that the potential-theoretic solutions of

A¢ = f, Ay =divF
satisfy

||¢”N+2+a < C ||f||N+(x s ”¢”N+1+a < C ”F”N+a/ .

Note that in the previous proposition, one does not get any information about the C* norm of the
solution, aside from estimating it by higher-order norms. For this, we will need to introduce negative
regularity spaces. Let us consider a Littlewood—Payley decomposition, for example, as in [2, Section
2.2]. For this, we take smooth radial functions y, ¢ : R3 - [0, 1], whose supports are contained in the
ball B(0, %) and in the annulus {% < |€] < %} respectively, with the property that

x(@©+ ) e Ve =1
N=0

for all £ € R>. In terms of the Fourier multipliers P. := y(D) and Py := ¢(27V D), the Besov norm
B, ., (which is equivalent to the Holder norm C* if s € R*\N, and strictly weaker if s € N) can be
written as

£ llgs,. := 1P<fllo + sup 2V* 1P fllo - (A.5)
N 20

Here s € R is any real number. Again, when dealing with time-dependent functions, we consider the
supremum in time of || f(?)||ss, .-

B. Some auxiliary estimates

The first lemma of this appendix shows that we can find a cutoff function with well-behaved bounds on
its derivatives:

Lemma B.1. Let A C R" be a measurable set and let r > 0. There exists a cutoff function ¢, €
C*(R", [0, 1]) whose support is contained in A + B(0, r) and such that ¢, = 1 in a neighborhood of A.
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Furthermore, for any N > 0 we have
llerlly < C(N.m)r~™
Proof. We choose a nonnegative function € C°(B(0, 1)) such that / Y = 1. For £ > 0 we denote
Ag = A+ B(0,¢), Ve(x)=e"y(x/e).

Note that f ¥« = 1. The desired cutoff function is:

0= (Lan 2 0r) 0= [ 0 x-3) a,
r2

It is easy to see that its support is contained in A + B(0, r) and that ¢, = 1 in a neighborhood of A.
Furthermore, it is smooth and

erir-lrnao- el
r/2

= [y "o (2]

Hence,
g < e [ o (557 @
<o [ onrlenn (S2) o
<o/ [ Joui) av.
from which the result follows. ]

The second instrumental lemma provides a bound for the solution to a transport equation. The proof
is standard, see, for example, [6].

Lemma B.2. Let f € C®(R3 X R) be the solution of the transport equation

Ohf+v-Vf=g,
FG.0) = fo

for some vector field v € C*(R? x R,R?) and g € C*(R> x R). Then, for0 < @ < 1 and |t|||v|; < 1
we have

G Olla < “(Ilfolla+/0 ”g('9T)”adT)'

In this article we also need and extension theorem for Holder continuous functions defined on a
domain Q:

Theorem B.3. Let N > 0 and a € (0, 1). Let Q C R" be a domain with smooth boundary. Then, there
exists a linear map T : CV*¥(Q) — CN**(R") such that

o Tf=fonQforeach f € CN*¥(Q) and
o the norm of T is bounded by a constant depending only on Q and N.
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Proof. The proof is essentially [33, Lemma 6.37] and is based on a rectification of the boundary and
a reflection. We must, however, make some remarks. In [33] they assume N > 1 because they are
considering sets with less regular boundaries. In the case of a smooth boundary, the result also holds

for C“ functions. We must warn the reader that they are using the notation C'V+ (ﬁ) to denote Holder

continuous functions because they use CV*? (Q) to denote locally Holder continuous functions. Finally,
it is also interesting to note that the form of operator 7 itself does not depend on N and «, although its
norm as an operator CNV*¥(Q) — CN+@(R") does, of course. This holds provided that we follow the
construction of [33] but use smooth parametrizations of €2, instead of less regular ones. ]

The last result of this appendix is a lemma that establishes a bound for a Besov norm of functions

that are compactly supported in a collared neighborhood of an (n — 1)-dimensional surface. This can
be seen as a Poincaré inequality with negative regularity.

Lemma B4. Let Q Cc R", n > 2, be a bounded domain with smooth boundary. Let « € (0, 1) and
let r > 0 be sufficiently small (depending on Q). Consider a function f € CZ(R™) supported in
{x e R" : 0 < dist(x, Q) < r}. We have

11l gz < C@Qa) = II11ly.

Proof. Letus denote U := {x € R" : 0 < dist(x, ) < r}. We begin by computing
Py f)l <2 /U [N (e = [IFO] dy < [I£lly 2N /U @V (x = y)y " dy,

where we have used that |2(x)| < (x)™" because & is in the Schwartz class. Here Py f stands for the
nonhomogeneous dyadic blocks in the Littlewood-Paley decomposition of f, and 4 is the corresponding
convolution kernel.

We claim that the following estimate holds:

N / N (x = y)) ¥ dy < min{1, 2V r}. (B.1)
U
Using this, the bound for f readily follows:

15350 = sup 2™ T 1Py
< sup 2VCRO(fl02N )+ sup 2N pY)
2N <51 N >p-1

1-
sr U lo-

Therefore, the problem is reduced to estimating the integral above.
Let

Ur = {x e R": 0 < dist(x, Q) < R}.
For each point x € dQ and for each small enough R > 0, there is a boundary normal chart
Xx.r:Or — U,
where Qg := [0, R) x (=R, R)""!, such that ¥, g(0) = x and

X r(Qr) D {y €Ur : Ix =yl <R/2}.
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Recall that, by the definition of boundary normal coordinates, the pullback X g0 of the Euclidean
metric go := (9;;) to this chart satisfies X7 pg0(0) = go. One can also assume that VX, g(0) is the
identity matrix, and that

R
—y> = B.2
be=yl> 7 (B.2)

forall y € X, r(Qr/2) and all x ¢ X, r(Qr/2) U Q.
Since dQ is a smooth compact hypersurface of R”, it is standard that there is some small enough
R > 0 and a finite collection of charts {X/ := X, r }le as above such that {U/ := Xf'(ng/z)]»JJ.:1 isa

cover of the set U/, and which satisfy

- 1
1(X7) g0 = gollc2(or) < Thm (B.3)

100
and

X (@) - X () 2 51z~ (B4

for all z, 7 € Qg. Moreover, the distance between the point X/ (z) and the boundary is comparable to its
first coordinate, in the sense that

%1 < dist(X’ (2), Q) < 27,

forall z € Og.
Let us now estimate the integral (B.1) over the subset U/ N U, with x € U. If x ¢ X/(QRr), by (B.2),
one immediately has

2"”/ N (x =y dy s 2N ENRYPEMU nUl s r < {1,277},
UuinUu

where we have also used that |U| < r. If x € X/(Qg), one can write x = X/ (%) for some 7 € Qg. By
(B.4), one then has

2r
o / @V -y Iy s 27 / / N (2 = )5 Iy (2) dzy d
uinu 0 (=R,R)""!
2r
sov [ N RN )

Here we have used the notation z = (z1,2’) € [0, R) X (=R, R)"*"! and the fact that the Jacobian Jy, is
bounded by (B.3).
We can now carry out the integrations in z; and z’ separately. Since

n-1

2(n—1)N/ <2N (ZI -3 )—4n dz, d7 < 2(n—1)N/ <2N (ZI -7 >—4n dz; dz’ <1,
(=R,R)""! R

the estimate follows from the fact that

2r 4r oN+2p
2N / N (z1 =2y dz < 2N/ @N sy ds = / ()™ ds < min{1,2™r}.
0 —4r _ON+2,
The estimate (B.1) then follows by summing over j. O
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