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Abstract 

The manual execution of failure mode and effects analysis (FMEA) is time-consuming and error-prone. This 

article presents an approach in which large language models (LLMs) are integrated into FMEA. LLMs 

improve and accelerate FMEA with human in the loop. The discussion looks at software tools for FMEA and 

emphasizes that the tools must be tailored to the needs of the company. Our framework combines data 

collection, pre-processing and reliability assessment to automate FMEA. A case study validates this 

framework and demonstrates its efficiency and accuracy compared to manual FMEA. 

Keywords: failure mode and effect analysis (FMEA), large language model (LLM), generative AI, 
product quality, knowledge management 

1. Introduction 
Failure mode and effects analysis (FMEA) has long been a cornerstone of the product development 

process (PDP). It provides a systematic approach to identifying potential failure modes and their effects, 

and help mitigating risks. By proactively addressing risks during the engineering design phase, FMEA 

plays a critical role in ensuring product quality, reliability and customer satisfaction. However, the 

traditional manual execution of FMEA has its own challenges: a labor-intensive process, susceptibility 

to human error and difficulty in comprehensively analyzing complex designs. State-of-the-art generative 

artificial intelligence (AI) techniques in the field of FMEA could be an answer to these challenges: 

Integrating AI into the FMEA process would make it possible to automate the identification of failure 

modes, and ultimately enable a more efficient and reliable PDP. 

Among the available generative AI techniques, large language models (LLMs) have attracted 

considerable attention, highlighted by the introduction of ChatGPT (Zhao et al., 2023). LLM systems 

have the potential to extract, process and generate valuable data from both unformatted and formatted 

documents. LLMs therefore seem to be very relevant for FMEA: FMEA uses very diverse datasets, from 

previous FMEA reports and product history files to formal complaints and customer reviews, which 

often need to be processed manually and therefore cannot always be fully utilized. More generally, 

FMEA tools based on LLMs could save time, reduce errors and help in the development of robust 

designs. 

However, while LLMs can be used for knowledge-intensive tasks with little or no training in prompting 

engineering (e.g. Dell’Acqua et al., 2023), FMEA tasks require the development of specialized tools 

and data management. Therefore, a framework (i.e., a process model and an information system model) 

for integrating LLMs into the FMEA process is proposed in this paper, along with a case study. The 
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case study presented does not cover the entire framework but serves to illustrate the potential benefits 

of integrating LLMs into FMEA and to evaluate the accuracy and relevance of the generated results. 

This paper is structured as follows: A literature review presents the state of the art, followed by a more 

detailed compilation of the advantages and limitations of using LLMs in the context of FMEA. On this 

basis, a framework is proposed, and the case study is reported on. Finally, the lessons learned are 

presented along with recommendations for future research in this area. 

2. Literature review 

2.1. Evolution of FMEA  

In the 1950s and 1960s, the aerospace and defence industries intensified their efforts to identify potential 

failure modes in complex systems and to understand their effects. In the early 1960s, the United States 

Department of Defense issued a military standard called MIL-STD-1629A. In the 1960s and 1970s, the 

National Aeronautics and Space Administration (NASA) introduced FMEA as part of its mission-

critical processes. As FMEA gained acceptance in various industries, efforts to standardize it began. In 

1985, the International Electrotechnical Commission (IEC) published the first edition of IEC 60812 and 

in 1994, the Society of Automotive Engineers (SAE) published the first edition of SAE J1739, which 

provided guidelines for conducting FMEA during the design phase. The current standard for automotive 

industry, IATF 16949:2016, requires companies to record methods for the management of product 

safety-related products and manufacturing processes, including FMEA. FMEA is also an established 

process for improving production quality and minimizing the severity and occurrence of defects through 

the use of corrective actions (Huang, et al., 2019). Over the years, FMEA has evolved and branched out 

into different variants, including design FMEA, process FMEA and system FMEA, each tailored to 

specific aspects of processes and systems (AIAG and VDA, 2019; Soltanali and Ramezani, 2023). The 

methodology has become an integral part of quality management systems and risk assessment 

procedures in industries such as aerospace, automotive, manufacturing, healthcare, and others (IEC 

60812:2018). Process and design FMEA are now an integral part of product and process development. 

However, FMEA workshops are time-consuming and labor-intensive (Tavčar and Duhovnik, 2014; 

Thomas, 2023). Therefore, over the years, various methods and automation techniques to improve the 

efficiency and effectiveness of FMEA, including computerized FMEA generation, have been developed. 

Among others, the application of AI in engineering and risk analysis has gained considerable attention 

(see next section) and opens up new opportunities for the improvement of FMEA processes, including 

the perspective of meeting the needs of the industry and realizing semi- and full automation of the 

complex work of FMEA (Wu et al., 2021).  

2.2. Advances in AI for FMEA 

Several studies have investigated AI-driven approaches for FMEA or related risk assessment processes. 

As early as 1996, Wirth et al. (1996) argued that a knowledge-based approach to FMEA could improve 

the traditional way of performing an FMEA by using various knowledge bases to support accurate 

product descriptions with controlled vocabulary and facilitate the subsequent reuse of knowledge 

gathered during an FMEA. 

Recent developments in AI have opened up new opportunities to improve FMEA. Liu et al. (2019) 

highlighted how multi-criteria decision making methods can support risk assessment in FMEA, while 

Soltanali et al. (2023) proposed a smart FMEA platform with hybrid FMEA models that combines 

uncertainty quantification, machine learning techniques and multi-criteria decision making. Na’amnh 

et al. (2021) present improved risk assessment models using fuzzy inference and neural networks that 

outperform classical methods, with the fuzzy model proving superior for decision making. 

Furthermore, researchers have explored data-driven approaches using machine learning to continuously 

update and predict risk priority numbers (RPNs) for new failure modes (Peddi et al., 2023). Hassan et al. 

(2023) successfully used historical data and convolutional neural networks (CNNs) to automate the 

prioritization of contract requirements. Yucesan et al. (2021) used fuzzy best-worst and fuzzy Bayesian 

network methods to evaluate risk parameters in FMEA. Data-driven design has also gained attention as 
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Filz et al. (2021) demonstrated the benefits of combining data from past maintenance events with 

employee experience to support maintenance planning. In addition, Hodkiewicz et al. (2021) have 

presented the application of ontological approaches to improve the explicit representation of FMEA-

related concepts. 

The integration of LLMs, in particular ChatGPT, into the FMEA process has attracted interest. 

ChatGPT’s ability to understand context and learn from new data offers potential benefits in FMEA 

tasks (Thomas, 2023). Implementing ChatGPT in FMEA is about utilizing its core functionality and 

enhancing it with company-specific knowledge (Diemert and Weber, 2023). Combining AI tools such 

as ChatGPT and human expertise would enhance the strengths of both in the FMEA process. Studies 

that combine FMEA with the use of LLM techniques are still few. One example is the study by Spreafico 

and Sutrisno (2023), which presents a method in which a chatbot is used for automatic social failure 

analysis in product sustainability. Three case studies confirm the potential of the method and at the same 

time show the limitations of the chatbot. 

The literature reviewed emphasizes the importance of the integration of AI to further improve FMEA. 

Combining AI tools with human expertise is seen as a way to achieve better results in FMEA. However, 

despite the progress made in AI-driven approaches to FMEA, there are still gaps that need to be 

addressed. Firstly, while some studies have examined specific AI techniques for FMEA, there is a need 

for a comprehensive framework that provides a systematic approach to utilizing AI capabilities 

throughout the entire FMEA process. Secondly, existing studies often focus on the technical aspects of 

AI integration but may overlook the practical challenges of its implementation. Therefore, there is a 

need for case studies that present implementations of LLM along the different steps of FMEA in 

different contexts. 

To address these gaps, this research paper proposes the development of a framework (process model 

and information system model) that integrates LLM into the FMEA process and illustrates its practical 

implementation in a case study. 

3. Advantages and limitations of LLMs in FMEA 
By applying the general advantages and limitations of LLMs found in the literature (e.g. Bommasani et 

al., 2021; Hu et al., 2023; Thirunavukarasu et al., 2023) to the context of FMEA and based on the 

authors’ experience in LLMs and FMEA, a set of advantages and limitations of LLMs in FMEA could 

be compiled. 

3.1. Advantages and Contributions of LLMs in FMEA 

The main potential advantages of integrating LLMs into FMEA and their contribution to risk analysis 

in the PDP are listed below: 

• Knowledge and expertise: LLMs can be trained on a large amount of textual data, including 

technical and engineering information. They can provide accurate and up-to-date knowledge 

related to FMEA methods, best practices and industry standards. By utilizing the knowledge 

base of LLMs, engineers can gain insight on FMEA concepts, processes and techniques. 

• Data analysis support: LLMs can help engineers analyze and interpret data relevant to FMEA. 

They can assist in pre-processing data and identifying patterns or correlations within the data. 

The capabilities of LLMs can be particularly valuable when it comes to extracting failure-related 

information from textual data, which can help identify failure modes. 

• Supporting risk assessment: LLMs can support risk assessment calculations by providing 

guidance on factors such as severity, occurrence, and detection. They can help engineers 

estimate the likelihood and effect of failure modes and prioritize their risk mitigation efforts. 

• Decision support: LLMs can help engineers make informed decisions during the FMEA process. 

They can provide recommendations for prioritizing failure modes, selecting appropriate 

corrective measures, and evaluating the effectiveness of mitigation strategies. 

• Documentation: LLMs’ support in organizing and documenting relevant information ensures 

that valuable findings and knowledge are properly recorded and shared with team members. 
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By leveraging AI capabilities, engineers can streamline their FMEA activities, reduce manual effort and 

improve the overall quality of the analysis. 

3.2. Limitations of LLMs in FMEA 

Although LLMs provide valuable support in the area of FMEA, it is important to recognize their 

limitations and potential drawbacks. These limitations should be considered when using LLMs in the 

FMEA process. The following list outlines some notable limitations: 

• Security limitations: LLMs may have vulnerabilities in terms of security, such as susceptibility 

to hostile attacks or data privacy concerns. Ensuring the security of data and the local LLM 

model itself is critical when integrating LLMs into FMEA processes, especially considering that 

LLMs are often not used locally and information can be transferred to external servers or to the 

owners of LLMs. This brings the additional challenge of protecting sensitive data transmission 

and assuring that external parties such as LLMs owners have appropriate security practices. 

• Lack of contextual understanding: LLMs operate based on patterns and associations learned 

from training data that may not provide a deep understanding of the specific context and nuances 

of FMEA in different industries or technical domains. This limitation can lead to incomplete or 

inaccurate answers being. That require careful interpretation and verification by domain experts. 

• Potential biases: Like any machine learning model, LLMs can unintentionally produce biased 

or subjective responses based on biases in the training data. These biases can influence the 

guidance or recommendations provided by LLMs in the FMEA process. Critical evaluation and 

cross-referencing to different sources of information is necessary to mitigate potential biases. 

• Limited adaptability: LLMs’ responses are based on pre-existing patterns in the training data 

and may not be adaptable to unique or highly specialized FMEA scenarios. Unconventional or 

complex cases may require expertise or tailored approaches beyond the capabilities of LLMs. 

4. Framework for integration of LLM in FMEA 
Based on the advantages of integrating LLMs into FMEA, a process model and an information system 

model are proposed. The proposed process model consists of the following: 

1. Data collection: relevant data is collected from various sources, including design data, 

historical failure data and any additional contextual information. This data serves as the basis 

for training AI algorithms and provides insights for risk analysis. 

2. Data pre-processing: The collected data undergoes pre-processing to ensure its quality and 

compatibility with the LLM. This step may include data cleaning, normalization, feature 

extraction and the handling of missing values or outliers. The aim is to carry out pre-processing 

automatically using computer-aided tools. 

3. Model training: Different data subsets (previous FMEAs, external reviews, etc.) are labelled, 

i.e. the expected output (failure mode, effect, risk assessment, corrective action, etc.) from each 

subset is manually entered by engineers. The system is then trained on the set of labelled data 

until a satisfactory accuracy is obtained. 

4. Extraction of specific elements of FMEA information: Once trained, the system is applied to 

the entire dataset and suggests failure modes, effects, risk assessment calculations and corrective 

actions. 

5. Decision support and regular improvement of FMEA information: The generated FMEA 

information is part of a knowledge management system (KMS). The KMS can generate FMEA 

reports, visualizations, comprehensive summaries, and trends that can be used for current and 

future analysis and decision-making in FMEAs. Beyond FMEA, the KMS can be part of the 

quality assurance system of the company and can for example help in detecting need for 

competencies, recurring failure modes, identify company processes bottlenecks, etc. 

The information system model for the integration of LLM tools for data collection, extraction, 

knowledge management and use in an industrial environment is shown in Figure 1. It assumes that 

company-specific knowledge can be extracted from key documents in its product lifecycle management 

(PLM) system such as previous FMEAs, engineering changes (ECs), product history files, etc. (Tavčar 
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et al., 2019). In addition, AI analysis takes into account external sources related to the company’s 

production program and technology-specific information. Especially when a new product is being 

developed, external sources of knowledge are of greater importance. The selected documents are 

included in the AI analysis and the extracted information is reused in the FMEA activity and other 

(PDPs). Systematic data analysis is performed at regular intervals and corrective actions are defined for 

the PDP, the engineering change management (ECM) and FMEA process (Figure 1). LLM tools are 

very powerful for analysis as they can identify different patterns in huge amounts of data. 

 
Figure 1. Information system model for application of LLM for data collection, extraction, 

knowledge management and use in FMEA 

The use of the process model and the information system model of the framework must be consistent 

with the phase of the product life cycle. The maturity level of the product influences the type of optimal 

support in the FMEA process: external knowledge sources would be prioritized for new products with 

which a company does not yet have much experience, while internally generated knowledge sources 

would dominate for more mature products with several years of experience in development, 

manufacturing and sales. 

5. Case study 
The applicability of the framework is illustrated in a first step by a case study using publicly available 

data from the automotive industry, more precisely data from reviews of vehicle by private persons. This 

type of data is much less structured than company FMEA reports and other product-specific documents 

and therefore presents a greater challenge in this respect. This also allows the first steps of the framework 

process model to be implemented and tested without being limited by the security issues that would 

arise when using proprietary company data. Even though this approach has some limitations (the 

company context is not fully represented, e.g. no corrective action can be extracted, and the case is 

limited to design FMEA), it still allows us to evaluate different approaches such as automatic data pre-

processing, model training and information extraction.  

More specifically, we wanted to test three aspects where LLMs can be useful for FMEA: 

• how accurately an LLM can extract information from such data with training, 

• how accurately an LLM can extract information from such data without training, 

• how relevant an LLM’s suggestions can be for FMEA. 

We tested these different aspects using the five-step framework process model. The first aspect was 

tested for data pre-processing, the second aspect with failure mode extraction and the third aspect mainly 

with effects. The applied process is described in detail below and is illustrated in Figure 2. 

We opted for an approach based on the fine-tuning of transformer models using the LLM GPT-3 and 

later GPT-3.5 Turbo. This approach offers the advantage of high initial performance with limited data, 

but comes at a higher cost as training with OpenAI’s API comes with a token fee. Figure 2 shows the 
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Engineering change management (ECM)
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interface of the platform developed for the case study (right side). The platform was developed in 

Google’s Colab (https://colab.research.google.com/). 

 
Figure 2. The process of our automatic FMEA platform 

1. Data collection 

We used a dataset of car reviews from the Kaggle platform (www.kaggle.com), which itself included 

fifty different datasets of customer reviews for fifty vehicle brands (AnkurJain, 2019) for a total of about 

227,000 reviews.  

2 Data pre-processing 

The data was cleaned, formatted, and merged in a single dataset. The FMEA being performed on vehicle 

parts, the reviews without parts needed to be removed. For that, we created a list of parts by performing 

web scraping on websites such as Wikipedia (“List of auto parts”, 2023) and List Explained (Dan, 2022). 

Using string comparison, the reviews without identified part were removed, resulting in a dataset of ca. 

100,000 reviews. 

3. model training 

The model training was carried out in two steps. 

First, the reviews needed to be divided into negative and positive ratings. The negative comments often 

contain valuable information about potential problems and concerns related to automotive components 

and systems. An existing dataset in which the reviews were already labelled as positive and negative 

(Maas et al., 2011) was used for training. Several deep learning algorithms were tested. With 

Tensorflow’s CNN (Abadi et al., 2016), which uses bidirectional short-term memory (BiLSTM), the 

final accuracy was 87%. When fine-tuning with GPT-3 (Curie model), the final accuracy was 97% 

(Figure 3, top left). The model obtained by GPT-Curie could then be used to sort the negative and 

positive car reviews.  

Secondly, string comparison for identifying reviews without parts present some limitations (spelling 

errors, non-exhaustivity, use of different languages, etc.). Thus, a model was developed to extract 

reviews with parts using LLM instead of string comparison. The training of the model was performed 

with GPT-3.5 Turbo (Figure 3, bottom left). 18,000 reviews were used for training and the accuracy 

achieved was 98-99%, including French and Spanish reviews. 

4. Extraction of FMEA information elements 

100 reviews were randomly selected using the sentiment analysis model and the part finder model: 20 

reviews with the part “door”, “tire”, “seats”, “wheel” and “window”, respectively.  

The LLM prompt asked to extract the failure modes as accurately as possible, while the system was 

allowed to make suggestions for the other FMEA information elements. The prompt used for the 

1. Data collection
Extract posts, comments, reviews, and other content.

2 Data pre-processing
Format, clean and remove unexploitable reviews.

4. Extraction of FMEA information elements
Using ChatGPT, extract from negative reviews:
1. Product/component
information
2. The problem(s) mentioned
3. Other relevant information
4. Calculate the frequency of
component/problem 
repetition
5. Tracking the evolution of 
the problem over time

5. Decision support
Utilize the extracted information from ChatGPT to 
incorporate it into the design FMEA.

Purchased the vehicle in 2003 second hand with 15000 miles from 

the owner (a one driver operator, not rental). This review was written 

in 2017 with only 110000 miles on it! It has been a great service van 

for my business but not without flaws. After the warranty expired 

problems began. Had to replace the computer controller a few times. 

Fuel hose went bad, chair adjustment lever broke, minor repairs here 

and there, water pump replaced, temperature control unit replaced, 

gas tank and pump replaced. Using a very accurate repair

expenses controlled by business analysis I can say that the average 

repair cost is around $600 per year. This vehicle can't go farther than 

10 trips without me worrying when would be the next problem. 

Dealer stickers say 12/15 miles per gallon but with very conservative 

driving my records show 17 miles per gallon. Overall, I don't think 

it's the best value for a vehicle but being optimistic as I am it is not 

the worst either. Hope This help.

3. Model training
Classify positive and negative reviews. 
Identify and remove reviews without automotive parts.
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extraction of the FMEA information elements from these reviews was only developed in 2-3 iterations. 

Similarly, to coding methods used in qualitative research (e.g. Campbell et al., 2013), the failure modes 

were first manually analysed and evaluated independently by two researchers, and were subsequently 

compared one-to-one and agreed upon after discussion, to ensure accuracy of the analysis and avoid 

bias. As the data were reviews and not technical reports, the failure modes were viewed from the user’s 

perspective, which does not always correspond to a ’technical’ failure mode. The failure modes were 

rated on a scale of 0 to 2, where 0 means that the answer was incorrect and 2 means that the answer was 

deemed completely correct. Accuracy was calculated as the average of all scores. The system showed 

an accuracy of 84% (0: 11%, 1: 11%, 2: 78%). The two main reasons for a score of 0 were that the 

system could not extract a failure mode (four cases) or suggested a failure mode that was not actually 

included in the review (three cases). The main reason for a score of 1 was that the system summarized 

the failure mode (example: “the two rear windows could not be opened” is reported as “window 

failure”). In cases where the review did not mention the part in question (e.g., “steering wheel” instead 

of “wheel”) or did not report any associated failure mode, the system did not report a failure mode with 

100% accuracy. Six reviews were excluded from the assessment: In five cases, it was not possible to 

decide whether ChatGPT or the prompt was the cause of the problem. In the sixth case, the evaluators 

could not understand the review itself. 

Effects were assessed on a 0-2 relevance scale. The effects were rated as good in 77% of cases (score 

of 2), acceptable in 17% of the cases (score of 1) and incorrect in 6% of cases (score of 0), for a total of 

85.5%. Five reviews were discarded, for similar reasons as above. The following example illustrates a 

score of 2: From the failure mode “Water leakage at the doors”, the system inferred the effects 

“Inconvenience, potential damage to interior, and dissatisfaction with the workmanship and quality of 

parts”. “Dissatisfaction with the workmanship and quality of parts” was written in the review, only in a 

different wording. “Potential damage to interior” was not mentioned at all, although this is a very 

reasonable effect. 

Finally, we have asked the system to generate, for a given failure mode, potential causes, current 

controls, severity, occurrence and detection (examples can be found in Figure 3, right). Several 

suggested values were deemed consistent with the reviews, but no quantitative analysis was performed 

as there was no specific data to justify the proposed numbers.  

5. Decision support 

The elements of data resulting from the sentiment analysis model and the part finder model were 

organized in an accessible way for the subsequent FMEA analysis (see the images of the interface in 

Figure 2, right side). The extraction of FMEA information elements was done through a prompt that 

generated a table of relevant information and a DFMEA table for each review. The information extracted 

through this process is shown in Figure 3 (right). This is an example of what the LLM can do as part of 

a KMS. 

6. Concluding discussion and future work 
Two gaps were identified in the literature study, the lack of a comprehensive framework, and the lack 

of studies of the practical challenges of implementing LLM-based systems in the FMEA process. This 

paper has presented a framework with a process model and an information system model based on the 

advantages and contributions that LLMs can provide for FMEA activities and has presented a case study 

that illustrated different aspects of the framework. The case study itself was used to test some practical 

challenges taking advantage of the potential of LLMs . 

The case study illustrates well the potential benefits of using LLMs along the FMEA process. The two 

training activities for classifying positive and negative reviews and identifying parts delivered excellent 

results, better than the other deep learning algorithms tested. The evaluation of the failure modes 

generated by the LLM without training yielded very satisfactory results and shows the value of LLMs 

in data extraction and analysis support. The generated effects and the resulting data are promising for 

the use of LLMs to support risk assessment and decision making. Finally, the generated FMEA tables 

show the potential of LLMs in organizing, documenting, and visualizing the generated information. In 

this sense, the case study illustrates the benefits and contributions of LLMs in FMEA presented in 

Section 3.1. 
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Figure 3. Top left: Training accuracy evolution for the sentiment analysis model; Bottom left: 

Training accuracy evolution for the part finder model; Right: Illustration of automatically 
generated FMEA table using GPT-3.5 Turbo  

The case also provides other insights into the use of LLMs in FMEA. The amount of programming and 

prompting required was relatively small (2-3 iterations), and only the default settings of the fine-tuning 

parameters were used. It is also important to reiterate that the end-user reviews, with their non-technical 

language, added a layer of complexity the data analysis. When working with company documents 

(FMEA reports, etc.), even more precise information extraction can be expected. If the data extraction 

of FMEA elements is complemented by training, additional improvement is assured. 

The study shows that LLMs can enable faster pre-processing and identification of FMEA elements, 

significantly reduce manual effort and can potentially save a considerable amount of time in the analysis 

phase. This study also provides insights into the future ability of LLMs and generative AI in general to 

support activities in engineering design that could not otherwise be automated. 

This study also highlights some limitations and weaknesses of LLM results, such as the tendency to 

generalize or extrapolate). In order to implement the FMEA framework in an industrial context, some 

aspects still need to be considered as presented in the next section. 

6.1. Future work 

Regarding the current results, it has already been noted that the extracted FMEA elements are sometimes 

presented as a generalized description or extrapolated. Very often this is well done. However, it is an 

open question to what extent we want such generalization. It is necessary to investigate in more detail 

how well this can be controlled during training and prompting. 

The present study needs to be extended to all FMEA elements, such as selecting corrective actions and 

evaluating the effectiveness of risk mitigation strategies. The data management of the system can also 

be made more dynamic (linking the documents from which the data is extracted and dynamically 

updating the results as new information becomes available) and structured as in Figure 1. New 

functionalities in LLMs will enable this type of task.  

The case study dealt with relatively generic types of car parts. It is reasonable to assume that the LLM 

has extensive knowledge of automotive parts, which may have helped it analyse the reviews. There is a 

need to extend this type of analysis to lesser known products and components. 
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The problem of confidentiality and privacy is crucial for companies. To solve this problem, it will be 

necessary to set up a local LLM infrastructure (train specific data and develop custom models in 

isolation) to facilitate control over proprietary knowledge and data security. This problem is also related 

to the various LLMs available, most of which are proprietary and tend to be less transparent in their 

handling of data. Some open access LLMs, such as OpenLLaMA (Geng and Liu, 2023), have already 

emerged and may help ensure privacy. 

Finally, it will be important to evaluate the impact of LLMs on the performance of FMEAs in an 

industrial context. In a recent study, Dell’Acqua and colleagues (2023) showed that consulting tasks 

within the scope of LLMs capabilities can be performed 25% faster and with an increase in quality of 

more than 40% while the use of LLMs for activities beyond their capabilities reduces the probability of 

obtaining correct results by 19%. Similarly, it will be necessary to evaluate the use of LLMs with 

realistic FMEA tasks to determine which tasks benefit from LLMs and which are better performed 

without such support.  
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