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Abstract. We prove an almost sure invariance principle and a central limit theorem
for the process (F°/")B>0, where / is a map of an interval with a non-positive
Schwarzian derivative whose trajectories of critical points stay far from the critical
points, and F is a measurable function with bounded p-variation (p> 1).

The almost sure invariance principle implies the Log-log laws, integral tests and
a distributional type of invariance principle for the process (F°f)n3:0.

0. Introduction
Let / be a map of an interval / and F a measurable function on /. Under some
special assumptions (like expansiveness) on /, several authors have proved the
existence of a probabilistic measure /x on /, /-invariant and absolutely continuous
with respect to the Lebesgue measure.

In 1979 S. Wong [9] considered the process (F °/")n a 0 and proved a central limit
theorem for / piecewise C2 and expanding in the case of a weak mixing p. His
method can be used to obtain an analogous theorem for maps of an interval which
we consider below.

In 1980 G. Keller [4] proved a central limit theorem for expanding / using the
ideas of M.I. Gordin [2].

In 1982 F. Hofbauer and G. Keller [3] proved for expanding maps/ not only a
central limit theorem but also an almost sure invariance principle, from which follow
Log-log laws, integral tests and a distributional type of invariance principle.

In our paper all these theorems are proved for maps of an interval with a
non-positive Schwarzian derivative considered by M. Misiurewicz [5], W. Szlenk
[8] and B. Szewc [7]. A full list of assumptions and the formulation of the main
theorems are given in § 1. § 2 contains basic technical estimations of derivatives. In
§ 3 we prove an exponential rate of decreasing of the diameter in the sense of
Lebesgue measure of the partition V o ' ^ f X where M is the partition into the
intervals of monotonicity of /

An exponential rate of decreasing of the diameter of the partition Vo f9^ m

the sense of an /-invariant probabilistic measure is proved in § 4, § 5 contains a
proof of an exponential rate of decreasing of mixing coefficient. The proof of the
main results formulated in § 1 is given in § 6.
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626 K. Ziemian

1. Assumptions and main results
Let / be a closed interval, A(g) <= / its finite subset containing the ends of /, and
g: I->I a continuous map, monotonic on the connected components of the set
I\A(g). We assume that g|/\A(g) satisfies the following conditions [5]:

(i) g is of class C3;
(ii) g * 0 ;
(iii) Sg<0, (Sg = (g"'/g')--2(g"/g')2);
(iv) ifg '(x) = x,then|(gp)'Oc)|>l;
(v) there exists a neighbourhood U of the set A(g) such that for all a e A, n >0,

g"{a) e A(g) or gm{a)£ U for all m > n;
(vi) for all a € A(g) there exists a neighbourhood £/„ of a and constants a, a>,

8>0, M > 0 such that
(a) a\x-a\"s\f(x)\*w\x-a\",

(b) irMlsSlx-al"-1

for all x e Ua.
[5, th. 6.2] ensures the existence of a probabilistic measure /x, gfc-invariant for

some k > 1, absolutely continuous with respect to the Lebesgue measure A and such
that the system (gk, /A) is exact. The map gk also satisfies the conditions (i)-(vi),
where A(gk) = UjJo i~'(A(g)) plays the role of A(g). In the following we will write
/ instead of gk and A instead of A(gk).

Let F:[0,1]->R be a function with bounded p-variation p&l , i.e. VF =
sup £"_, |F(c,) - F(cf_,)|l> < +oo, where the supremum is taken over all finite subsets
{c0, . . . , cn}, co< c, < • • • < cn, of the interval /. We assume that | 7 Fdfi = 0.

We will treat (F° /" ) n a 0 as a stochastic process on the probabilistic space
([0,1], m, fi) (38 is the Borel cr-field). Let S , = I m £ , F » r

The main result of this paper is the following:

THEOREM 1. The series <T2 = $F2 d/x+2£°l1 F- (F°/*) dfi is absolutely convergent,
J (Sn)

2 d/j. = na2+O{\) (for n e N) and i/<r2 * 0, r/ien
(i) supreR n{SJcrJn~^ r} - ( l / v ^ ) Jl^ e^2 / 2 dx\ = O(n~') for some v> 0;
(ii) without changing its distribution we can redefine the process (5,)(2.0 on a richer

probabilistic space together with a standard Brownian process (B,),s0 such that almost
surely

- 1 / 2 A

for some A > 0.

Log-log laws, integral tests and a weak type of invariance principle follow from
this theorem (see [3]). F. Hofbauer and G. Kell"*- [3] proved the above theorem in
the case of expanding /

2. Basic technical lemmas
Let B:= lX=i / " (^ ) and Vo be an open neighbourhood of B. Let U'.= \JaeA Ua.
We can assume that the sets Ua, as A, are disjoint and:

0; (1)

U = 0. (2)
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Almost sure invariance principle 627

It follows from (v) that B\Ac I\U, f(B\A)cB\A and B\A is closed. So,
there exists a neighbourhood V, of the set B\A such that

/(V,)nl/ = 0. (3)
Put V- Von(V,ul/).

LEMMA 1. For every y> 1 there exists noeN such that for all n>n0 and all xe I if
/ " (*)* V, then\(n'(x)\>y.

Proof. For all x e / let An(x) be the connected component of the set / \ U L o r k ( ^ )
which contains x. By [5, th. 4.6]

lim(supA(An(j))) = O.
n-*oo yet

The proof follows by using the argument of W. Szlenk [8, prop. 4]. •

We remark that by integrating the inequality from condition (vi) we obtain

a|x-arV(« + l)^|/W-/(a)|«H*-«r7(" + l) (4)
for all x e Ua, a e A.

LEMMA 2. Let f(a) e A, f(x) e Uf>(a) for i = 0 , 1 , . . . , k -1, f+k(x) 9k U for j =
0 / - I , f+k(x)£ V, k, / s i . There exists a constant L>0 depending only
on the size of U and V such that

Proof. Let ah (oh ut, St be the constants from condition (vi) corresponding to f'(a).
Assume that fk(a) e A. Then

\fk(a) - /*(*)! ̂  dist (A, / \ U) =: Kv,

and by (4)

l/*-'(x)-fk-\a)\ a ̂  ^Uk~^

Hence, using (vi(a)) we obtain

w VA; J yu'^ ^ | /-(y*-(x»r
Repeating the above argument fc times we arrive at the inequality

ff
'"" "' n

By [5, th. 1.3] there exists a v> 1 and m s 1 such that

ttf(x)£U for; = 0 , . . . , m - l then \(Tnx)\*v. (5)

Therefore there exists a constant co>0 depending only on the size of U such that

K^'ywi^n1^^. (6)
|x-a| ,=o w,

Assume now that J*(a)iA. By (v), f+k(a)£U for all ; > 0 . By assumption
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628 K. Ziemian

f'+k(x)£V,so

B,I\V)=:KV.

Therefore for some 6e(fk(x), fk(a)) we have

\(f'Y(fk(x))\ \(fy(0)\ \fk(x)-fk{a)(
If [fJ+k(a),fJ+k(x)]^I\U for ; = 0 , . . . , / - I then by (5) the same argument as
in the case of an expanding / proves that there exists a constant K > 0 depending
only on the size of the neighbourhood U such that

So we have

But if [ / ( / ( a ) ) , f(fk(x))] n [/ * 0 for some j , 0<j < / - 1 , then

for some aoeA (f+k(a)£ U (or j^O in virtue of (v)). If j is the smallest such
iteration, then

Now using (7) or (7') (depending on the situation) we proceed as in the case
fk(a) G A. The role of the constant Kv is now played by

or \(f)'(fk(x))\'
As a result we obtain an estimation similar to (6), but the constant Ku-c0 is now
replaced by KKV or K-Kvc0. The set A being finite, there are finitely many
expressions

(«, + l)ai

Multiplying the smallest of them by the smallest of the numbers Kv • c0, K- Kv,
K • Kv • c0 we obtain L. •

From lemma 2 and (vi(b)) we derive immediately:

COROLLARY 1. There exist constants E, b > 0 depending only on the size of U and V
such that if the assumptions of lemma 2 are satisfied then

(a) \f'(x)\/\f(x)\\(fk+'y(x)\^K
(b) \(fk+ly(x)\>b.

Notice that in view of (iv) we can choose Ua such that if a € A is periodic with
period p, then for all x e Ua

x)\>p>i. (8)
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Almost sure invariance principle 629

LEMMA 3. If the assumptions of lemma 2 are fulfilled then there exists a constant
Ho>0 depending only on the size of U and Vsuch that

k+l( h h
Proof. Suppose the assumptions of lemma 2 are satisfied. If a e A is periodic
there is nothing to do in view of (i), (8) and (5). If a is not periodic then fc< fc0

for some fco e N, because A is finite. In view of corollary 1 the sum of the first
k terms of the sum Sk+I{x) does not exceed fco • E. By (5) and (i) the sum of
remaining terms does not exceed (up to a constant) the sum of a geometric
series with the quotient \/v. •

Notice that we can make the sets Ua so small that
f(Ua)n( U Ub\=0 for all ae A. (9)

\ b<=A I

LEMMA4. There exists H>0 depending only on the size of U and V such that if
f"{y)£V,then

TOO/
Proof. Suppose/"(y) £ V. On account of (1), (3) and (9) we can divide the sequence
y,f(y),... ,f"(y) (except for the first qo^Q terms not belonging to U) into blocks
satisfying the assumptions of lemma 2.

Let y> 1 and noel\l be as in lemma 1. Suppose that we have m • no+r (m,re
Nu{0}, r<no) blocks in the sequence y,f(y),... ,f"(y). In view of (5) there exists
Hi>0 depending only on the size of U such that S^(y)<Hj. Hence, the desired
estimate is obtained by using lemma 1, corollary l(b) and lemma 3. •

LEMMA 5. There exist c>0, 8> 1 depending only on the size of U and Vsuch that if
the assumptions of lemma 2 are satisfied then |(/'c+')'(x)|>:c- 0k+l.

Proof. If a is periodic there is nothing to do by (8) and (5).
Suppose a is not periodic. Let a,, w,, M, be the constants from condition (vi)

corresponding to f'(a). Using the inequalities (4) k times we arrive at

\fk(x)-fk(a)\

\« + /
(10)

But fc< fco (cf. the proof of lemma 3), so there exist c3>0, q>0 depending only
on the size of U such that

|/*(*)-/*(fl)|>c,|x-a|*. (11)

Let; be the greatest integer such that [ft+k(x),fi+k(a)]n C/ = 0 for i = 0, . . . ,j-l.
By (5) there exists a constant c4>0 depending only on the size of U such that

|/| >fi+k(x) -f+k{a)\ > c4i>
i/m\f(x) -fk(a)\.
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630 K. Ziemian

The last inequalities together with (11) give

The same argument as in the proof of lemma 2 shows that

\{fk^y{x)\^Lxl\x-a\ (13)

where L, > 0 depends only on U and V.
By (12) and (13) there exists c5>0 depending only on U and V such that

Now the desired estimate follows from the last inequality and (5). •

LEMMA6. There exist constants G>0, v>\, depending only on U and Vsuch that
iffn{y)£V,then\(my)\>G-V

n.

Proof. Hf"(y)£ V, then the sequence y,f{y), ...,f(y) (except the first qo>0 terms
not belonging to U) can be divided into k blocks each of which satisfies the
assumptions of lemma 2. Hence by lemma 5

where bo>0 depends only on U.
If c a 1, we obtain the desired inequality. Suppose that c< 1. Let nteN be such

that c- 6n'/2>l. If k<n/nx then by (14),

>

If k> n/nu we have k = lno+r, 0< r<n0, where n0 is as in lemma 1, and

By assumption fc> n/nu so l = (k-r)/no>(n/n1-r)/no>(n/nxno)-\. From (15)
and the above estimate we obtain

h c"°

3. Estimation of the diameter of V o ' ^ ' " the sense of Lebesgue measure

Let si be the partition of / given by the points of A. We will show that the number
maxAeVj-'/-ijt A (A) decreases exponentially with respect to n. We will call this
number the diameter of Vo f~'s£ in the sense of Lebesgue measure.

LEMMA 7. Let A = (v, w) e V j ' f ' i , As£\/of~'s£ and I be the smallest iteration such
thatf'(w) e A. There exists ze (v, w) such that

(a) \(mz)\>DV";
(b) for some nz a n-l the sequence / ' (z) , / ' + l(z) , . . . ,fl+n'(z) satisfies the assump-

tions of lemma 2 and

\f+l{z)-f+l{w)\<Kv
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Almost sure invariance principle 631

where the constant D > 0 depends only on U and V, v is as in lemma 6 and Kv as
in the proof of lemma 2.

Proof. We can assume that n is the biggest natural number such that A = (u, w)e
Vo 'y^ 1 ^ (such an n exists because of the lack of homtervals). Hence

f(A)nA^0. (16)

Let / be the smallest iteration such that f'(w) = beA. Write x =f'{v).
Suppose that xe Ub. The ends of the interval /"(A) belong to B, so in view of

(16) there exists >>e[x, b) (or (b, x]) such that the sequence y, f(y),... ,f~'(y)
satisfies the assumptions of lemma 2 (with b instead of a) and

\f{y)-f{b)\<Kv forj = 0 , . . . , n - / - l . (17)

Therefore by lemma 5

\(fn-'Y(y)\^c6n-'. (18)

Let ze(u, w) be such that / '(z) = _y. It is easy to show by using (2), (9) and the
monotonicity of/ on the components of I\A, that / ' " ' ( z )^ U. Hence by (3) and
the definition of V we have/'^Hz) £ V and we can use lemma 6 to estimate |(/')'(z)|
by v' up to a constant depending only on U and V. This estimate together with
(18) gives

|(/")'(z)l 2= «i»'", (19)
where i?, > 0 is a constant depending only on U and V.

Let us now suppose x & Ub and let y 6 (x, b) be the centre of the interval Ub n (x, b)
(or Ubr\(b,x)). Denote by nb the smallest iteration such that the sequence
y,f(y), • • • ,Fb{y) satisfies the assumptions of lemma 2 and \f(y) -f(b)\ < Kv for
j = 0,...,nb-l.

If nb<n-1, then there exists y'eUbn (x, b) (or Ubn(b, x)) such that the sequence

y', f(y'), • • • ,f~'(y') satisfies the assumptions of lemma 2 and

\fJ(y')-f(b)\<Kv forj = 0 , . . . , « - / - l .

Let z'e (v, w) be such that f'(z') = y'. In exactly the same way as for z, we prove
that the estimate (19) remains true for z'.

If nb > n -1 then

\(fn>Y(y)\ = \(r-~n~'nr-'iy))\ \(fn~')'(y)\,
where the first factor on the right side of the above equality is bounded from above
by a constant Ko depending on U because the set of numbers nb, be A, is finite.
This argument together with lemma 5 gives

If ze (v, w) is such that / '(z) = y, then as above we obtain the estimate analogous
to (19):
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632 K. Ziemian

Remark. We can formulate and prove in a similar way a lemma analogous to lemma
7 for the left end point of A.

THEOREM 2. There exists d>0 such that for neN, max Ae VS"'/" v A (A) s <// »>".
Proof. We can assume than n is the biggest number such that A s V o ' r ' ^ Let
A = (v, w), z and nz be as in lemma 7. Write _y =f'(z), b =f*(w). For all m > nz we
define Jm = {XG (* 6): | / (x ) - / ( 6 ) | < Kv for; = 0 , . . . , m - 1 and \fm(x) ~f"(b)\ >
Kv}. It is easy to see that Im is an interval andfm\[in is monotonic. Hence, by using
lemma 5, we obtain

A(/m)<A(/)/c0m

Observe that by lemma 7(b) (y, b) = VJm = nz Im- Therefore

))* I HU^^rr^n (20)
m = nz C(t> — I ) V

Now, using the standard argument we prove that for all te (z, w) \{f')'{t)\ can be
estimated from below by vl, up to a constant depending only on U and V. From
this estimate and (20) we obtain

A((z,w))<JR2(l/v"), (21)

where Rt > 0 depends only on U and V. Now using the version of lemma 7 for the
left end point of A we find a point u e A such that

\((v,u))^R2(l/v"), (22)

and by lemma 7(a) and its version for the left end point of («, z) we get, if we
observe that \f'\ has no positive local minima:

A( (« , z ) )==^-L ; (23)
D v

from (21), (22) and (23) we obtain the desired estimate for A (A). •

Definition 1. If m is a measure on / then we define the diameter of a partition <£
as maxCe^ m{C).

Theorem 2 says that the diameter of \f"0~
l f~'s£ in the sense of A decreases

exponentially with n.

4. Estimation of the diameter of Vo S~^ 'n tne sense of the invariant measure
The exponential rate of decrease of the diameters of Vo~' f~'s& in the sense of the
invariant measure n follows from theorem 2 and the following:

THEOREM 3. / / A(G) is sufficiently small then /u,(G)<«v/A(G) for R>0, s>\
depending only on U and V.

Proof. Let mo^ 1 be such that/"0 satisfies the conditions (i)-(vi) and (vii), (viii) [5]:

(vii) K.r°)'i>i on u(r°) (t/(ro)=ur=°o1ri(t/));
(viii) If a e A(/m°) is a periodic point for / m ° , then it is a fixed point for /m°.

Such an m0 exists - see lemma 3.1 of [5].
Let En={xel:fkm"(x)i t/(/m°), k = 0 n-1}. En is a neighbourhood of

B\A(fm°) and it is proved in [5] (the proof of lemma 3.7) that there are constants
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i>0, f,, &e (0,1) such that for every neN

I (24)

Let a be an end point of a component of £n and be B a point from this component.
For some k < / i - l w e have /"""(a) e [/(/"») and

|/fcm»(a) -fkm°(b)\ > dist (B\AC/"1"), I/) =: hB.

Hence

where F0 = s\ipxei\(f
mx>)'(x)\. Since the component of En and the point b are

arbitrary, we have shown

dist(B\ACT°), J \ £ n ) > - ^ . (25)

Let A,(/m°) denote the set of periodic points of the set A(/m»). For a € A^/"1") we
define

Vn(a) = {xeI:fm°i(x)eUa for i = 0,..., n-1},

as in the proof of lemma 3.6 of [5]. It is shown in this proof that there exist d2> 0,
&, £.e(0,1) such that

sup I /^m"(l)dA<d2 I fJ + A(/)f; (26)

Write V B = U « A 1 ( / - )
 v"( f l ) ' >»A = dist(A.CT"), I\U(f"°)). As in (25) we prove

that

dist(A1(/mo),/\VJ>/lA/i7on- (27)

Denote by A2(/
m°) the set of non-periodic points of A(/m°). The set A2(/

m») is finite
so it is easy to construct a neighbourhood Gn of A2(f

m°) being a finite sum of
intervals such that

dist(A2(/"v>))/\Gn) = /lA/F0
n. (28)

From [5, (3.4)] there are d3>0, £5e (0,1) such that

supf Ama(l)d\^dJ^\ h. (29)

Put Wn = En u Vn u Gn. If /t is sufficiently large then the sets Em Vn and Gn are
disjoint and by (25), (27) and (28) we have for h < hA, hB

dist (B,I\Wn)>h/F"0. (30)

The estimates (29), (26) and (24) imply the existence of Po > 0 and £ 6 (0,1) such that

Fix e > 0. If we take n = [logFo(e/3P0)/logFo (£)] +1, then

Pof"=se/3 (32)
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634 K. Ziemian

and

A > A /_̂ \"1/logFo<f)
,j • <33>

Now we can follow the proof of [5, prop. 3.8] with Wn instead of W. [5, 3.10] is
satisfied because of (31) and (32). Following the proof we find a S which satisfies

5>d4e dist (B,I\Wn), (34)

where d4 depends only on U and is such that

ifA(G)<5, then / J ( l )dA<e forallwefU (35)

JG

But in view of (30), (33) and (34)

S: a5e l,3o)
for some d5 > 0, cr > 0 which do not depend on 5 and e. Now the theorem follows
from (35), (36) and [5, th. 6.2(e)J. D

5. Estimation of the rate of decrease of the mixing coefficient
Definition 2. For two partitions <€, % of / we define

We will show that D f V j ' r X V"t/+ X f~'-^) decreases exponentially with
respect to / uniformly in n and k.

Let F = supx e / |/ '(x)| and take poeN such that vF<v, where v is as in
theorem 2.

Definition 3. Fix M e N. For every meMu{0} we define:
(a) 2>m°M to be the set of all atoms of Vo

m + [ M / P o ]"!r '^ whose end points and
their m — \ consecutive images do not belong to A;

(b) Sm>M to be the set of all atoms of VJT+M ' / " ' - ^ w h i c h a r e subsets of the
atoms belonging to 2>°mM.

Write hn{y) = {\/{fn)'(y)) for n eN, y £ /.

LEMMA 8. The function hn is monotonic on the elements of the partition Vo l f^'d-

Proof. In view of (iii) 1/V|(/")'| is convex on the elements of Vo~' f ^ (see [5,
(iii), (iii')])- The square of a non-negative convex function is a convex function,
hence 1/|(/")'| is convex on the elements of V o ' T ' ^ - This proves the assertion
of the lemma. •

LEMMA 9. Let Ae 3)°mM. For every y e A, \hm(y)\< H(\/F)M, where His the constant
of lemma 4.

Proof. Fix A € 3>o
mM. By the definition of 3>°mM hm is finite on all A. In view of lemma

8 hm\& assumes its greatest value at one of the end points of A, denote it by z. Now
it suffices to estimate Sm(z), because |/im(z)|<Sm(z).

Let r be the smallest positive integer such that / m + r ( z )eA (it is clear that
r < [M/po]). By (2), (3) and the definition of V,/m+r~1(z) £ V. Therefore by lemma 4
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Sm+r_,(z)<//. On the other hand

Sm+r_,(z) = Sm(z) | ( / r _ l y ( / m ( z ) ) | + Sr_,(

„ , . 1

635

Therefore Sm{z)< tf ( Y F ) M .

LEMMA 10. Let Ae 2mM, y\ y"e A. If M is sufficiently large, then

i2H("!fF)M\fm(y')-fm(y")\.

D

(r)'(y')
Proof Let A € 3)mM, y', y" e A. By definition A is contained in an atom of 3)°m,M, so
we can use lemma 9 to obtain

1 1

The function |(/m)'|||>',y"] assumes its minimum at one of the ends points of [y', y"]
(by (iii) and the definition of QI^M), say at y". Hence

If K/TI has its minimum at y' we obtain just an analogous estimation of
\[(fm)'(y')/(fmy(y")]-l\. In this case, if M is sufficiently large, then the right side
of this mequality does not exceed \ (because of theorem 2 and the choice of p0 such
that PVF< V). NOW it is easy to obtain the desired inequality. •

Let m0 be such that /""» satisfies (i)-(vi) and (vii), (viii). Denote by A'(/m°) the
set of the points from A(/m°) and the ends points of the components of Uif"0).
Let si' be a partition defined by the points of A{fm"). Let Wm for sufficiently large
n e N, be the neighbourhood of B defined in the proof of theorem 3. By the definition

(37) Wn is a sum of some atoms belonging to Vo""0 ' f~'(s&') and of Gn (which is
a finite sum of intervals).
Definition 4. Fix a large MeN. For every meNu{0} we define a family s£mM of
good atoms of V™*"'1 T'(•*£') as a family of all Ae \J™+M~lT^' such that

(a) Acsupp/*;
(b) A is contained in an atom belonging to 2mM;
(c) the end points of A and their m — \ consecutive images do not belong to

(d) (A u/m(A)) n W[M/2pomo] = 0 .

Let <p be the density of /i with respect to the Lebesgue measure A. B. Szewc proved
in [7] that if / satisfies (i)-(vi), then <peC2 and for j = 0,1,2, x e J \ B

00 1 1

\r+\a)\^+*• (38)

https://doi.org/10.1017/S0143385700003217 Published online by Cambridge University Press

https://doi.org/10.1017/S0143385700003217


636 K. Ziemian 

where £ (a ) = ua/(ua + 1 ) (ua is the constant from condition (vi) corresponding to 
the point a), 77 (a) = 1 - f ( a ) . 

L E M M A 11. There exist Lo>0, ij0e (0 ,1) such that if xe I \ B , then for j = 0 , 1 , 2 

| < p w ( x ) | < L 0 / | x - b | * ° + \ 

w/iere fc is the point of B nearest to x. 

Proof It is a simple consequence of (38) and (5). • 

L E M M A 12. There exist Z > 0, f e (0,1) such that i / A e s£mM, m e N u {0}, x, y e A, f/ien 
<p(x) j 

<p(y) 
Proof. Fix A e s i m M . By definition A is contained in the complement of a neighbour
hood of singularities of <p and in supp (p. Hence is positive, convex ( [ 5 ] ) , and 

sup\<p'(x)\ = \<p'(v)\, 

where v is one of the end points of A. So we have 

\<p(x)-<p(y){<\<p'(v)\\x-y\ for x,yeA, 

and by definition 4 and theorem 2, 

| ? ( x ) - ^ ) | s d | , , ' ( w ) l / » ' M . (39) 

In view of lemma 11 

\<p'{v)\*\ T f j T T , beB. (40) 

By definition 4, A n H ^ M / 2 p o m o ] = 0 , so using (30) we obtain 

~F 
v-b\s:dist ( J \ W i M / 2 p o m o l , B ) a - ^ . 

From the last estimate, (40) and (39) it follows that 

'Psl~F\ M 

which ends the proof because <p is separated from zero by a positive constant on 
supp (p. • 

The next lemma is analogous to [ 3 , lemma 12]. 

L E M M A 13. There exist S> 0, il> 1 such that ifM e N is sufficiently large, meN\j{0}, 

(a) / o r euery A e ̂ m M , /""(A) € s£0M; 
(b) M U ^ m , M ) > l - ( S / f t M ) ; 
(c) if A is a measurable subset of A e <s# m M f/ien 

M C T ( A ) ) M ( A ) 5 M ( A ) 

n M

 M ( A ) " 

fVoo/ ( a ) is a consequence of definition 4(c). For a proof of (b) let us notice that 
for A e V ™ + M 1 f~'-^', A£ s£M,M if and only if it satisfies one of the following four 
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conditions:
(1) An(/\supp/x)*0;
(2) A is not contained in an atom in 2>mM;
(3) there exists k, 0^k<m such that

There are only two atoms in \J™+ ' f'^' with a non-zero ^-measure which satisfy
the first condition. This follows from the fact that supp ju. is an interval (remark 5.6
and theorem 6.2(b) of [5]). Hence a suitable estimate of the sum of atoms satisfying
condition (1) is an immediate consequence of theorems 2 and 3.

A suitable estimate of the sum of atoms satisfying condition (2) or (3) can be
obtained by using theorems 2, 3 and a standard argument (see the proof in [1]).

A suitable estimate of the sum of atoms satisfying condition (4) follows from
(37), (31) and theorems 2 and 3.

For a proof of (c) take a measurable subset A of an atom A e sdmM and choose
a point x0 e A. We have

<p(fm(x)) \(fm)'(x)\ <p(x0)

f K/TMI
JA <p(fm(x0)) (fm)'(x0)\ q>(x)

Now we obtain the desired estimate by using lemmas 12 and 10. If the constants
obtained in the proofs of (b) and (c) are different, we may change them to obtain
the estimates with the same constants, which we will call S>0, il> 1. •

Now we will quote some results of B. Szewc ([7]). For ee[0, minaeA (1 - f ( a ) ) /2 )u
N, let

=[ zz i . K r ( / ( ) ) | . r +.Li^<
n=0aeA \X ~J \d)\

Let $ denote the set of all components of I\B. B. Szewc defines for p: I\B-*U

| |p| |e=supsup—.

If additionally p is Lipschitz on compact subsets of I\B, then Szewc also defines

|p|(0)+i=supessup —
/ M J Pi

and
||p||(o,+i = max{||p||E, |p|(0)+i}.

He considers the space C}°)+1 of all functions p which are Lipschitz on compact
subsets of I\B and such that ||p||(0)+1<+oo.

Let <f> be the operator on -L'(A) given by the formula

(recall that/,,, is the Perron-Frobenius operator for the Lebesgue measure A).
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B. Szewc proved that C£)+1 is a Banach space ([7, remark 4.3(b)]) invariant with
respect to /* and <t>, and there exist constants T > 0, p 6 (0,1) such that for i\> e Cf)+X

. 1/ ̂ e V ^ ^ r i ^ , then <)>M t<p-*A)e C ^ + v and \)<j>M [<p- ^ ) l ( 0 ) + 1 s P ,
vjkere P is a constant which does not depend on h nor on M.

Proof. The proof of this lemma follows easily from the considerations conducted
in the proof of proposition 5.4 in [7]. •

LEMMA 15. There exists T, > 0 such that for all M, n, leN, I > M,

( M-l M + l+n-l \ / N\M

v r x v r'rfUr.i-) y,
0 M + l I \P I

where N denotes the number of elements of si and p is the constant from (41).
Proof. Using an argument analogous to that in the proof of lemma 13 in [3] we
show that

Observe that/!,.(<p • ;fA)-/u,(A)<p = <f>'(<p- x&)- In view of (41) and lemma 14 we have
W(<P-X^\\L^T-P''MP. D

LEMMA 16. / / / > 3M then

/ M - l M+Z+n-1 \ /M2\M T

D( v r< v r-^Ur, ^ p'+M-p^,
\ 0 M + l I \p3/ (Vv)M

where F2 > 0 does not depend on M nor on n.
Proof. By theorems 2 and 3 the atoms of V<T ' . /^•^ a r e contained in the atoms off y V<T ./

', up to atoms whose sum has measure not greater than 2 card si'Rvd/(vp)M.
Hence we have

(M-l M+l+n-l

v r'st; v r '
0 M+l

/M- l / M-l \ M + l+n-l

<D v rU'v v r^l, v r'
\ 0 \ 0 / M+/

(M-l /M-l \ M+l+n-l \ Rjfd

V r V r1*). V r ' ^ + 2M 2 card rf' —F—,
0 ^ 0 'M+l I WV>

but V<r~1/~1(V^~1/"~^) = VoM~2. rX a n d w e c a n u s e lemma 15 to estimate
T H E O R E M 4 . 77zere e x i s t constants P>0, pe{0,1) suc f t that for arbitrary n, k, leN

we have
/n - l n+l+fc-1 \

\ 0 n+l /

fVoo/ We proceed in the same way as F. Hofbauer and G. Keller in the proof of

[3, theorem 4].
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Fix S, 0<S<5 such that p(N2/p3)s <1 . It suffices to prove the theorem for
sufficiently large / and «>[8/] + l.

Put M:= [SI] +1, m.= n-M. If Z is sufficiently large, then M is so large that we
can use all the lemmas proved above. In view of lemma 13(b)

( n-l n+l+k-l \ / n-\ n + l+k-1 \

vfi, v r'rf HD vf< v r1^
0 n + ( / \ 0 n + / /

) (42)
n+l I

Put $:= V"+;+ ~l f'st- Performing estimations similar to those of the proof of
theorem 4 of [3] and using lemma 13(a), (c) we prove that

( M-l M+l+k-1 \

v r'^', v r'-rf)-
0 M + ( /

Notice, that S < \, so 3 Af = 3[5/] +1 < / and we can use lemma 16. We obtain
S t N2\M F

+ r ( ) ' + M ^
But M = [5/] +1, (N2/p3)s p < 1, so the last inequality together with (42) gives an
estimate for «>[8/] + l and n sufficiently large. •

6. Concluding remarks; proof of theorem 1
In § 1 we have formulated the main result of this paper, theorem 1, which implies
other important theorems like Log-log laws, integral tests, etc Now we are in
the position to prove theorem 1:

Let F and (S,),a0 be as in theorem 1. To prove theorem 1 (ii) it suffices to know
that F °f, i = 0 , l , . . . , can be treated as a functional of some process (£n)n6N and
to check that the assumptions of theorem 7.1 of [6] are satisfied in this case.

Define, for neN, a random variable £n on ([0,1]), S3, /x) by the formula

where a,-, i = 0 , . . . , s0 are the points of A.
In view of theorem 2 the process (F°f')i=ou can be treated as a functional

of 'label-process' (£n)n=o,i,...- Now by using theorems 2, 3 and 4, we check as
in the proof of theorem 4 in [3] that the assumptions of theorem 7.1 of [6] are
satisfied. •

In § 1 we have assumed the continuity off. This assumption is not necessary and
was made only for simplicity. It suffices to assume the continuity off on components
of the set / \ A
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