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Abstract

This paper deals with the existence, uniqueness and qualitative properties of nonnegative and nontrivial solutions of a spatially heterogeneous Lotka-Volterra competition model with nonlinear diffusion. We give conditions in terms of the coefficients involved in the setting of the problem which assure the existence of nonnegative solutions as well as the uniqueness of a positive solution. In order to obtain these results we employ monotonicity methods, singular spectral theory and a fixed point index.

1. Introduction

In this work we are mainly concerned with the existence and uniqueness of nonnegative solutions for the problem

\[ \begin{align*}
L_1(w^m) &= w(\lambda - a(x)w - b(x)z) & \text{in } \Omega, \\
L_2(z^n) &= z(\mu - d(x)z - c(x)w) & \text{in } \Omega, \\
w &= z = 0 & \text{on } \partial \Omega,
\end{align*} \]  

(1.1)

where \( \Omega \) is a bounded domain of \( \mathbb{R}^N \) with regular boundary \( \partial \Omega \), \( L_k, k = 1, 2 \), are two second-order uniformly elliptic operators of the form

\[ L_k := - \sum_{i,j=1}^{N} a_{ij}^k(x) D_i D_j + \sum_{i=1}^{N} b_i^k(x) D_i \quad k = 1, 2, \]  

(1.2)

with \( a_{ij}^k, b_i^k \in C^1(\overline{\Omega}) \); \( m, n > 1 \); \( \lambda, \mu \in \mathbb{R} \) and \( a, b, c, d \in C^1(\overline{\Omega}) \) nonnegative and nontrivial.
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Problem (1.1) provides us with the steady-state solutions to a related evolutionary problem, which models the behaviour of two competing species, with population densities \(w(x)\) and \(z(x)\), inhabiting \(\Omega\). We refer to [13] for the meaning of each coefficient and details about the model.

When \(m = n = 1\) (linear diffusion), (1.1) has been extensively studied in recent years. In the case when \(a, b, c\) and \(d\) are strictly positive functions, see for example [6–9, 11, 12, 18–20, 24, 27, 32] and the references therein. When \(b\) and/or \(c\) vanish in a domain of \(\Omega\) (this means that, for instance, \(z\) does not interact with \(w\) in the set \(B_0 := \{x \in \Omega : b(x) = 0\}\)), problem (1.1) was studied in [21, 25] and [27]. And finally, recently the case when \(a\) vanishes in a part of \(\Omega\) but all other coefficients and functions are strictly positive over \(\Omega\) has been analysed in [17] and [26], where essential qualitative changes occur. Observe that in this case positive constants are not supersolutions of (1.1) and, in fact, it is shown that the \textit{a priori} bounds are lost for some values of \(\lambda\) and \(\mu\) and a new kind of positive solutions appear (which are infinite over a region of \(\Omega\) and finite on the rest of \(\Omega\)) that govern the behaviour of a related evolutionary problem.

However, model (1.1) is less known when \(m, n > 1\), and it has only been analysed under more restrictive hypotheses, with constant coefficients (the homogeneous environmental case) in [13] and when \(a\) and \(d\) are strictly positive in [28] and [30], all of them with \(L_1 = L_2 = -\Delta\). These new parameters \((m, n)\) were introduced in [22, 29] by describing the dynamics of a biological population whose mobility depends upon its density. In this context, it means that the diffusion, the rate of movement of the species from high density regions to low ones, is slower than in the linear case, giving more realistic results. Mathematically, this mainly has three consequences which distinguish this system from the one with \(m = n = 1\): the strong maximum principle does not apply (and so, unlike the linear case, there can exist nonnegative and non-trivial solutions which are not positive in all \(\Omega\), \textit{a priori} bounds for all the solutions of (1.1) and for all the values of \(\lambda\) and \(\mu\), even when \(a\) or \(d\) vanishes, exist and that the linearised method cannot be applied directly.

In order to study (1.1) we make the appropriate change of variables \(w^m = u\) and \(z^n = v\), which transforms (1.1) into

\[
\begin{align*}
L_1 u &= u^{1/m}(\lambda - a(x)u^{1/m} - b(x)v^{1/n}) \quad \text{in } \Omega, \\
L_2 v &= v^{1/n}(\mu - d(x)v^{1/n} - c(x)u^{1/m}) \quad \text{in } \Omega, \\
u &= v = 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(1.3)

Since only nonnegative solutions have physical interest, there are four types of solutions: the trivial solution, the semitrivial solutions \((u, 0)\) and \((0, v)\), those with both components strictly positive, the \textit{coexistence states}, and those where at least one component could vanish in a part of \(\Omega\), the \textit{semicoexistence states}. Observe that a
semicoexistence state could also be a coexistence state (see Proposition 3.3). Sometimes, we are able to prove that a semicoexistence state vanishes in a region of $\Omega$ (see Theorem 3.4), and so it is not a coexistence state.

The paper is structured as follows. Observe that the semitrivial solutions satisfy the following equation, the reason for our study in Section 2,

$$\begin{cases}
Lw = f(x)w^{1/r} - g(x)w^{2/r} & \text{in } \Omega, \\
w = 0 & \text{on } \partial\Omega,
\end{cases}$$

(1.4)

where $L$ is an operator of the form (1.2), $f, g \in C^1(\overline{\Omega})$ with $g \geq 0$, $g \not= 0$, $f$ can change sign and $r = m$ or $n$. Although the semitrivial solutions give $f \equiv \lambda$ (or $\mu$) and so constant, it will be very useful to study (1.4) when $f$ changes sign. This equation has been previously studied in [3, 13, 14, 23] and [31], assuming more restrictions on the data of (1.4). We collect the main results of these works, and as a consequence we obtain that the semitrivial solution $(u, 0) = (\text{respectively } (0, v))$ exists and is unique if, and only if, $\lambda > 0$ (respectively $\mu > 0$).

We then study the existence of dead cores (see [16]) of the solutions of (1.4). Given a solution $w$ of (1.4); if the set $\Omega_0 := \{x \in \Omega : w(x) = 0\}$ is nonempty, it is called a dead core of $w$. We demonstrate a result which assures the existence of a dead core for any nonnegative solution of (1.4) under suitable hypotheses (see Theorem 2.4). A direct consequence of our result is that any nonnegative solution of (1.4) has a dead core if the maximum of $f$ is small. To our knowledge, the above results pertaining to the existence of a dead core have been obtained when $L = -\Delta$, see [3], [13], [16] and [31], with their proofs being based on the radial properties of the Laplacian. In this way our result generalises previous work.

In Section 3 we carry out an analysis of the existence of semicoexistence, coexistence states and dead cores of the system (1.3). Using the results of Section 2 and monotonicity methods, we obtain results which can be summarised as follows. Suppose $\lambda \in \mathbb{R}$.

- Assume $\lambda \leq 0$: if $\mu \in (-\infty, 0]$ only the trivial solution exists, if $\mu \in (0, \infty)$ only the trivial and the semitrivial solutions $(0, v)$ exist.
- Assume $\lambda > 0$: there exist positive values $\mu_*(\lambda), \mu^*(\lambda), \mu_1(\lambda), \mu_2(\lambda)$ with $\mu_1(\lambda) < \min\{\mu_*(\lambda), \mu^*(\lambda)\}$ and $\mu_2(\lambda) > \max\{\mu_*(\lambda), \mu^*(\lambda)\}$ such that
  - if $\mu \in (-\infty, 0]$ only the trivial and semitrivial solution $(u, 0)$ exist;
  - if $\mu \in (0, \mu_1(\lambda))$ there exists at least a semicoexistence state $(u, v)$ and the component $v$ has a dead core;
  - if $\mu \in (\mu_1(\lambda), \mu_2(\lambda))$ there exists at least a semicoexistence state;
  - if $\mu \in (\mu_2(\lambda), \infty)$ there exists at least a semicoexistence state $(u, v)$ and the component $u$ has a dead core;
  - if, moreover $\mu_*(\lambda) < \mu^*(\lambda)$, then if $\mu \in (\mu_*(\lambda), \mu^*(\lambda))$ there exists at least a
coexistence state.

Analogous results can be obtained when we fix the parameter $\mu$. It's worth mentioning that the existence of $\mu_1(\lambda) > 0$ was shown in [13] when all the coefficients were positive constants. To our knowledge, the existence of $\mu_2(\lambda) > 0$ is new. In Remark 4 we give a biological interpretation of this result.

In Sections 4 and 5 we study the uniqueness of coexistence states of (1.3). For that we use the fixed point index. Observe that because $m, n > 1$ the linearisation of (1.3) around the trivial or semitrivial solutions do not exist, so we cannot apply the results in [10] (see also [24] and [27]) to compute their indices. So we will build appropriate homotopies for that. To compute the index of a coexistence state we can use a linearisation. In this case the linearisation of (1.3) around a coexistence state leads us to an eigenvalue problem of the form

$$\begin{cases}
\mathcal{L} U + M U = \sigma U & \text{in } \Omega, \\
U = 0 & \text{on } \partial \Omega,
\end{cases}$$

(1.5)

where $\mathcal{L} = \text{diag}(L_1, L_2)$ and $M = (m_{ij}), 1 \leq i, j \leq 2$ with $m_{ij} \geq 0$ for $i \neq j$ and $m_{ij}$ blowing up near $\partial \Omega$ in a controlled way. Following [15] and [27] we define a specific order and establish the existence of the principal eigenvalue of (1.5) as well as a characterisation of its positivity by means of the existence of a supersolution. Now, we prove that, again with fixed $\lambda > 0$, there exists a unique coexistence state when $\mu$ belongs to a subset of $(\mu_*(\lambda), \mu^*(\lambda))$. Furthermore, if $m = n$ and $a, d$ are strictly positive functions we have uniqueness of the coexistence state if $b_M$ or $c_M$ is small. The results about the uniqueness of the coexistence state of (1.3) are also, we believe, new.

2. Preliminaries. The degenerate logistic equation

We consider the Banach space $X := C^1_0(\overline{\Omega})$ ordered by its cone of nonnegative functions $P$, whose interior is

$$\text{int}(P) := \{ u \in X : u(x) > 0 \text{ for all } x \in \Omega \text{ and } \partial u/\partial n < 0 \text{ on } \partial \Omega \},$$

where $n$ denotes the outward unit normal on $\partial \Omega$. We say that $u \in X$ is nonnegative, $u \geq 0$, if $u \in P$, and $u$ is positive, $u > 0$, if $u \in \text{int}(P)$.

Given $q \in L^\infty(\Omega)$ and $L$ an operator of the form (1.2), we denote by $\sigma_1(L + q)$ the principal eigenvalue of $L + q$ subject to homogeneous Dirichlet boundary conditions. Moreover, if we denote by $\varphi \in \text{int} P$ the unique positive eigenfunction associated with $\sigma_1(L + q)$ normalised such that $\|\varphi\|_\infty = 1$, then it is well known that

$$\frac{\partial \varphi}{\partial n} < 0 \text{ on } \partial \Omega,$$
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for v any direction out of Ω. Recall that as positive constants are supersolutions of \( L \), then

\[
\sigma_1(L) > 0. \tag{2.1}
\]

Finally, for \( f \in Y := C^0(\overline{\Omega}) \) we write

\[
f_M := \max_{x \in \overline{\Omega}} f(x) \quad \text{and} \quad f_L := \min_{x \in \overline{\Omega}} f(x).
\]

2.1. Existence of solutions In this section we study the semitrivial solutions of (1.3). Observe that if the solutions of (1.3) are of the form \((u, 0)\) and \((0, v)\), then they satisfy equations of the following type:

\[
\begin{align*}
L w &= f(x) w^q - g(x) w^p \quad \text{in} \ \Omega, \\
0 &= \text{on} \ \partial \Omega,
\end{align*}
\]

where \( L \) is an operator of the form (1.2), \( f, g \in C^1(\overline{\Omega}) \) with \( g \geq 0, \ g \neq 0, \ f \) can change sign and \( q \) and \( p \) satisfy

\[
0 < q < 1, \quad p > q. \ \ (H)
\]

Our first result gives us the existence of a nonnegative solution of (2.2) and lists some useful properties. For a proof of this result see [14] for instance.

**THEOREM 2.1.** Assume \((H)\). The following assertions are true.

1. There exists a maximal nonnegative and nontrivial solution of (2.2) if, and only if \( f_M > 0 \). We denote it by \( \theta_{(L,q,p,f,g)} \).

2. The following estimates hold:

\[
\begin{align*}
\theta_{(L,q,p,f,g)}(x) &\leq f_M^{1/(1-q)} e_M^{1/(1-q)} e(x) \quad x \in \Omega, \\
(\theta_{(L,q,p,f,g)})_M &\leq (f_M e_M)^{1/(1-q)},
\end{align*}
\]

where \( e \in C^2(\overline{\Omega}) \) is the unique solution of

\[
\begin{align*}
Le &= 1 \quad \text{in} \ \Omega, \\
e &= 0 \quad \text{on} \ \partial \Omega.
\end{align*}
\]

3. If \( w \in C^1(\overline{\Omega}) \) is a nonnegative subsolution of (2.2), then \( w \leq \theta_{(L,q,p,f,g)} \).

4. Let \( f_i \in C^1(\overline{\Omega}), \ i = 1, 2 \), be such that \( f_1 \leq f_2 \), then \( \theta_{(L,q,p,f_1,g)} \leq \theta_{(L,q,p,f_2,g)} \).

5. If \( f_L > 0 \), then any nonnegative solution of (2.2) is positive. Moreover, in this case there exists a unique positive solution and it satisfies

\[
\epsilon \varphi(x) \leq \theta_{(L,q,p,f,g)}(x), \quad x \in \Omega,
\]

where \( \epsilon \) is the unique positive root of \( \sigma_1(L) \epsilon^{1-q} + g_M \epsilon^p - q = f_L \).
REMARK 1. If we consider $f_L$ as a real parameter, then it is easy to prove that as $f_L \to \infty$, $\varepsilon(f_L) = O(f_L^{1/(1-q)})$ when $p \leq 1$ and $\varepsilon(f_L) = O(f_L^{1/(p-q)})$ when $p > 1$.

2.2. Existence of dead cores

In order to state and prove the main result, we need some preliminary results.

**Lemma 2.2.** Let $R > 0$ and $\gamma > 0$. Consider the problem

$$
\begin{align*}
Lw &= -Rw^q - g(x)w^p \quad \text{in } \Omega, \\
 w &= \gamma \quad \text{on } \partial\Omega.
\end{align*}
$$

Then there exists a unique nonnegative solution of (2.5).

**Proof.** For the existence we use the sub-supersolution method. Indeed, it is easy to prove that $(\underline{w}, \overline{w}) = (0, \gamma)$ is a sub-supersolution of (2.5). For the uniqueness we can apply [1, Theorem 2].

The following technical result is fundamental in our study. Moreover, it generalises [31, Lemma 7] and [3, Lemma 2.5], where a similar result was proved when $L = -\Delta$ and $g(x) \equiv 0$.

**Lemma 2.3.** We fix $\gamma > 0$ and $\beta > 2/(1-q)$. Let $\delta_0$ be such that for all $x, x_0 \in \mathbb{R}^N$ such that $0 < |x - x_0| < \delta_0$,

$$
|x - x_0|^q + \beta|x - x_0|^\beta L(|x - x_0|)
+ \beta(1 - \beta)|x - x_0|^\beta - 2 \sum_{i,j=1}^N a_{ij}(x) D_i(|x - x_0|) D_j(|x - x_0|) \geq 0. \quad (2.6)
$$

Then, for all $0 < \delta < \text{dist}(x_0, \partial\Omega)$, the unique nonnegative solution, $w$, of (2.5) in $B(x_0, \delta)$ is such that $w(x_0) = 0$ provided that

$$
R \geq \left(\frac{\gamma}{\min(\delta, \delta_0)^\beta}\right)^{1-q}. \quad (2.7)
$$

**Remark 2.** Observe that since $\beta > 2/(1-q)$, then $\beta q < \beta - 2 < \beta - 1$, and so the existence of $\delta_0$ satisfying (2.6) is guaranteed. Moreover, since $\beta > 2$, (2.6) can be considered in a classical sense.

**Proof.** Consider the function

$$
\Phi(x) := \begin{cases} 
\Phi_1(x) := R^{1/(1-q)}|x - x_0|^\beta & \text{if } x \in \overline{B}(x_0, \delta_0), \\
\Phi_2(x) := R^{1/(1-q)}\delta_0^\beta & \text{if } x \in B(x_0, \delta) \setminus B(x_0, \delta_0),
\end{cases}
$$

with \( \Phi \equiv \Phi_1 \) if \( \delta \leq \delta_0 \). By the choice of \( \beta \), we have that \( \Phi_1 \in H^2(B(x_0, \delta_0)) \). Moreover, \( \partial \Phi_1 / \partial n_L \geq 0 \), on \( \partial B(x_0, \delta_0) \), where \( n_L \) stands for the conormal associated with \( L \), that is, \( (n_L)_i := \sum_{j=1}^N a_{ij} n_j \). Indeed, for \( x \in \partial B(x_0, \delta_0) \) we have

\[
\frac{\partial \Phi_1}{\partial n_L}(x) = R^{1/(1-q)} \beta |x - x_0|^\beta - 3 \left( \sum_{i,j=1}^N a_{ij} (x^i - x_0^i)(x^j - x_0^j) \right) \geq 0.
\]

Moreover,

\[
L(\Phi_1) + R \Phi_1^q + g(x) \Phi_1^p = R^{1/(1-q)} (\beta |x - x_0|^\beta - 1) L(|x - x_0|)
\]

\[
+ \beta (1 - \beta) |x - x_0|^{\beta - 2} \sum_{i,j=1}^N a_{ij} D_i(|x - x_0|) D_j(|x - x_0|)
\]

\[
+ RR^{q/(1-q)} |x - x_0|^{\beta q} + g(x) R^{p/(1-q)} |x - x_0|^{\beta p}
\]

\[
\geq R^{1/(1-q)} (|x - x_0|^\beta - 1) L(|x - x_0|)
\]

\[
+ \beta (1 - \beta) |x - x_0|^{\beta - 2} \sum_{i,j=1}^N a_{ij} D_i(|x - x_0|) D_j(|x - x_0|) \geq 0,
\]

by (2.6). In \( B(x_0, \delta) \setminus B(x_0, \delta_0) \), we have that \( L(\Phi_2) + R \Phi_2^q + g(x) \Phi_2^p \geq 0 \). Finally, in \( \partial B(x_0, \delta) \), \( \Phi \) is bigger than \( \gamma \) provided that (2.7) holds.

Hence we can apply [4, Lemma 1.1] and conclude that \( \Phi \) is a supersolution of (2.5) in \( B(x_0, \delta) \). This completes the proof.

For \( R > 0 \), we define the set

\[
N(R) := \{ x \in \Omega : f^-(x) \geq R \} = \{ x \in \Omega : f(x) \leq -R \},
\]

where \( f^\pm(x) := \max(\pm f(x), 0) \). Assume that \( f^\pm \neq 0 \). The main result of this section is the following theorem.

**THEOREM 2.4.** Assume that there exists \( R > 0 \) such that

1. \( \delta_R := (f_{\infty} e_{M(R)} / R)^{1/(q - 1)} \leq \delta_0 \),
2. \( M(R) := \{ x \in N(R) : \text{dist}(x, \partial N(R) \setminus \partial \Omega) \geq \delta_R \} \neq \emptyset \).

Then there exists a dead core for any nonnegative solution \( w \) of (2.2). Moreover, we have \( M(R) \subset \Omega_0 = \{ x \in \Omega : w(x) = 0 \} \).

**PROOF.** Let \( x_0 \in M(R) \), then

\[
\mathcal{B}(x_0, \delta_R) := \{ x \in \Omega : |x - x_0| < \delta_R \} \subset N(R).
\]

(2.8)
We call \( z \) the unique nonnegative solution of (2.5) in \( \mathcal{B}(x_0, \delta_R) \) with \( \gamma = (f_M e_M)^{1/(1-q)} \). Then by (2.8) we have that
\[
L \theta_{[L,q,p,f,g]} \leq -R \theta_{[L,q,p,f,g]}^q - g(x)\theta_{[L,q,p,f,g]}^p \quad \text{in} \quad \mathcal{B}(x_0, \delta_R),
\]
which implies that
\[
L(z - \theta_{[L,q,p,f,g]}) \geq R(\theta_{[L,q,p,f,g]}^q - z^q) + g(x)(\theta_{[L,q,p,f,g]}^p - z^p) \quad \text{in} \quad \mathcal{B}(x_0, \delta_R),
\]
and by (2.3) and the choice of \( \gamma \) we get \( z \geq \theta_{[L,q,p,f,g]} \) on \( \partial \mathcal{B}(x_0, \delta_R) \). Hence, if we denote by \( \Omega_1 := \{ x \in \mathcal{B}(x_0, \delta_R) : z(x) < \theta_{[L,q,p,f,g]}(x) \} \),
\[
L(z - \theta_{[L,q,p,f,g]}) \geq 0 \quad \text{in} \quad \Omega_1,
\]
z - \theta_{[L,q,p,f,g]} \geq 0 \quad \text{on} \quad \partial \Omega_1 \cap \partial \mathcal{B}(x_0, \delta_R),
\]
z - \theta_{[L,q,p,f,g]} = 0 \quad \text{on} \quad \partial \Omega_1 \cap \mathcal{B}(x_0, \delta_R).
\]
The maximum principle implies that \( z \geq \theta_{[L,q,p,f,g]} \) in \( \mathcal{B}(x_0, \delta_R) \). Finally, we can apply Lemma 2.3 because \( \delta_R \) satisfies (2.7). This finishes the proof.

As consequence of the above result, we have the following corollary.

**Corollary 2.5.** Any nonnegative solution of (2.2) has a dead core provided that \( f_M \) is sufficiently small.

**Proof.** It is sufficient to repeat the proof of [13, Remark 2.13] and to take account of the fact that \( \delta_R \to 0 \) as \( f_M \to 0 \).

3. Existence of nonnegative solutions

Hereafter we write \( \theta_{[L,f,g]} := \theta_{[L,1/m,2/m,f,g]} \) and \( \theta_{[L_2,f,g]} := \theta_{[L_2,1/n,2/n,f,g]} \). The following result gives us a necessary and sufficient condition to obtain semicoexistence states.

**Theorem 3.1.** Problem (1.3) has a semicoexistence state if, and only if, \( \lambda > 0 \) and \( \mu > 0 \).

**Proof.** By Theorem 2.1 (3) it follows that
\[
u \leq \theta_{[L,\lambda,a]} \quad \text{and} \quad \theta_{[L_2,\mu,d]}.
\]
So, if \( \lambda \leq 0 \), again by Theorem 2.1 (1) we obtain that \( u \equiv 0 \). Analogously, if \( \mu \leq 0 \), \( v \equiv 0 \). Assume now that \( \lambda > 0 \) and \( \mu > 0 \). In this case, we have that
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$A(x) := \lambda - b(x)\theta_{L_1,\mu, d}^{1/n}(x)$ and $B(x) := \mu - c(x)\theta_{L_1,\lambda, a}^{1/m}(x)$ satisfy $A_M = \lambda > 0$ and $B_M = \mu > 0$. We consider the pair

$$(u, \bar{u}) = (\theta_{L_1, A, \alpha}, \theta_{L_1, \lambda, a}) \quad \text{and} \quad (\underline{v}, \bar{v}) = (\theta_{L_2, B, d}, \theta_{L_2, \mu, d}).$$

By the definitions of $A$ and $B$ and Theorem 2.1 it follows that $u \leq \bar{u}$, $\underline{v} \leq \bar{v}$ and that $u$ and $\underline{v}$ are nonnegative and nontrivial functions. Finally, it is not hard to prove that the pair $(u, \bar{u}) - (\underline{v}, \bar{v})$ is a sub-supersolution of (1.3). This completes the proof.

The following result provides us with conditions which assure the existence of coexistence states as well as their bounds.

**Theorem 3.2.** If $\lambda$ and $\mu$ satisfy

$$\lambda > (b(x)\theta_{L_1,\mu, d}^{1/n})_{M} \quad \text{and} \quad \mu > (c(x)\theta_{L_1,\lambda, a}^{1/m})_{M},$$

then (1.3) possesses a coexistence state. Moreover, for any coexistence state $(u, \underline{v})$ of (1.3) we have the following estimates: if $\lambda > (b(x)\theta_{L_2,\mu, d}^{1/n})_{M}$ then

$$\varepsilon_1 \varphi_1 \leq \theta_{L_1, A, \alpha} \leq u \leq \theta_{L_1, \lambda, a} \leq \lambda^{m/(m-1)}(\varepsilon_1)_M^{1/(m-1)} \varepsilon_1,$$

and if $\mu > (c(x)\theta_{L_1,\lambda, a}^{1/m})_{M}$, then

$$\varepsilon_2 \varphi_2 \leq \theta_{L_2, B, d} \leq \underline{v} \leq \theta_{L_2, \mu, d} \leq \mu^{n/(n-1)}(\varepsilon_2)_M^{1/(n-1)} \varepsilon_2,$$

where $\varphi_i$ and $\varepsilon_i$, $i = 1, 2$, are the principal positive eigenfunctions of $L_i$ and solutions of (2.4) with $L_i$ respectively, and $\varepsilon_1$ and $\varepsilon_2$ are the positive solutions of

$$\varepsilon_1^{1-1/n} \sigma_1(L_1) + a_M \varepsilon_1^{1/m} = \lambda - b_M \mu^{1/(n-1)}(\varepsilon_2)_M^{1/(n-1)},$$

$$\varepsilon_2^{1-1/n} \sigma_1(L_2) + d_M \varepsilon_2^{1/m} = \mu - c_M \lambda^{1/(m-1)}(\varepsilon_1)_M^{1/(m-1)}.$$

**Proof.** Consider the same sub-supersolution as that in the proof of Theorem 3.1. Observe that if (3.2) is satisfied, then $A_L > 0$ and $B_L > 0$. Hence Theorem 2.1 (5) completes the existence of a coexistence state.

The estimates (3.1) and (2.3) yield the upper bounds of (3.3) and (3.4). On the other hand, thanks to (3.1), $u$ is a supersolution of (2.2) with $L = L_1$, $f \equiv A$ and $g \equiv a$. So, since $\lambda > (b(x)\theta_{L_2,\mu, d}^{1/n})_{M}$ then $A_L > 0$ and by Theorem 2.1 (5) the lower bounds of (3.3) follow. Estimates (3.4) can be proved similarly.

**Remark 3.** (1) Using (3.3) and (3.4) we can obtain a sufficient condition for the existence of coexistence states involving the coefficients of the problem. Indeed, if $\lambda$ and $\mu$ satisfy

$$\lambda > b_M(\varepsilon_2)_M^{1/(n-1)} \mu^{1/(n-1)} \quad \text{and} \quad \mu > c_M(\varepsilon_1)_M^{1/(m-1)} \lambda^{1/(m-1)},$$

then $\lambda$ and $\mu$ satisfy (3.2), so that (1.3) has a coexistence state.
Observe that when all coefficients are positive constants (see [28] and [13]) the conditions which assure the existence of coexistence states are independent of $m$ and $n$. This is due to the fact that positive constants are supersolutions of (1.3).

In Figure 1 we have shown the different forms of the region defined in the $(\lambda, \mu)$-plane by (3.6) when $m$ and $n$ vary. We have denoted by $f(\lambda) = c_M(e_1)^{m-1}(e_2)^{n-1} < 1$ and $g(\mu) = b_M(e_2)^{1/(n-1)} \mu^{1/(n-1)}$.

### 3.1. Existence of dead cores

We will use the results of Section 2 to show the existence of dead cores for (1.3). The first result provides us with conditions which assure the non-existence of dead cores, and it is a direct consequence of (3.3) and (3.4).

**Proposition 3.3.** Assume that $\lambda$ and $\mu$ satisfy (3.2). Then any nonnegative solution of (1.3) does not have a dead core.
THEOREM 3.4. (1) Assume \( \lambda > 0 \). Then there exist \( 0 < \mu_1(\lambda) < \mu_2(\lambda) \) with \( \mu_1(\lambda) < \min\{\lambda_*(\mu), \lambda^*(\mu)\} \) and \( \max\{\lambda_*(\mu), \lambda^*(\mu)\} < \mu_2(\lambda) \) such that if \( 0 < \mu < \mu_1(\lambda) \) or \( \mu > \mu_2(\lambda) \) any nonnegative solution of (1.3) has a dead core.

(2) Assume \( \mu > 0 \). Then there exist \( 0 < \lambda_1(\mu) < \lambda_2(\mu) \) with \( \lambda_1(\mu) < \min\{\lambda_*(\mu), \lambda^*(\mu)\} \) and \( \max\{\lambda_*(\mu), \lambda^*(\mu)\} < \lambda_2(\mu) \) such that if \( 0 < \lambda < \lambda_1(\mu) \) or \( \lambda > \lambda_2(\mu) \) any nonnegative solution of (1.3) has a dead core.

PROOF. We prove (1). The second part follows analogously. Observe that if \( \mu < \mu^*(\lambda) \) by (3.3) we get

\[
u \geq \theta_{L_1, \lambda(x), \alpha_l}. \tag{3.7}\]

Now we define \( F(x, \mu) := \mu - a(x, \mu) := \mu - c(x)\theta_{L_1, A(x), \alpha_l}^{1/m} \). Using (3.7) it is not hard to prove that \( v \) is a subsolution of (2.2) with \( L = L_2, f(x) = F(x, \mu) \) and \( g(x) = d(x) \), and so by Theorem 2.1 (3), it follows that

\[
u \leq \theta_{L_2, F(x, \mu), d_l}. \tag{3.8}\]

Now we are going to use Theorem 2.4 to prove that \( \theta_{L_2, F(x, \mu), d_l} \) has a dead core, so that by (3.8) the result follows.

Observe that in this case \( (F(x, \mu))_M = \mu \) and so \( \delta_R = (\mu(e_2)_M/R)^{n/(\theta(n-1))} \). On the other hand, since \( (a(x, 0))_M > 0 \) and \( (a(x, \mu))_M \) is decreasing in \( \mu \), there exists a unique \( \mu_0(\lambda) > 0 \) such that \( \mu_0 = (a(x, \mu_0))_M \). Observe that, by the definition of \( \mu_*(\lambda) \), we have that \( \mu_0(\lambda) < \mu^*(\lambda) \). Taking \( \mu \leq \mu_0/2 \), we have \( 0 < \mu \leq \mu_0/2 < \mu_0 = (a(x, \mu_0))_M < (a(x, \mu))_M \). Hence there exists \( R_0 > 0 \) such that the following set is nonempty:

\[
\{x \in \Omega : \mu_0(\lambda)/2 - a(\lambda, \mu(\lambda)/2) \leq -R_0 \} \neq \emptyset.
\]

We define \( N(\mu) := N(R_0) = \{x \in \Omega : F(x, \mu) \leq -R_0\} \). Again by Theorem 2.1 we get that if \( \mu_1 \leq \mu_2 \) then \( F(x, \mu_1) \leq F(x, \mu_2) \). Hence if \( \mu_1 \leq \mu_2 \leq \mu_0/2 \) then

\[
\emptyset \neq N(\mu_0/2) \subset N(\mu_2) \subset N(\mu_1).
\]

Let \( x_0 \in \Omega \) be the point where \( F(x, \mu_0/2) \) attains its negative minimum. For that \( x_0 \in \Omega \), there exists \( r_0 > 0 \) such that \( B(x_0, r_0) \subset N(\mu_0/2) \).

Finally, since \( \delta_{R_0} \to 0 \) as \( \mu \to 0 \) there exists \( \mu'(\lambda) > 0 \) such that for \( \mu < \mu'(\lambda) \), \( \delta_{R_0} < \min\{r_0, \delta_0\} \). Define \( \mu_1(\lambda) := \min\{\mu_*(\lambda), \mu^*(\lambda), \mu_0/2(\lambda), \mu'(\lambda)\} \) and therefore for \( \mu < \mu_1(\lambda) \) we get

\[
\text{dist}(x_0, \partial N(\mu) \setminus \partial \Omega) \geq \text{dist}(x_0, \partial N(\mu_0/2) \setminus \partial \Omega) \geq \text{dist}(x_0, \partial B(x_0, r_0)) > \delta_{R_0}.
\]

Therefore \( M(\mu) \neq \emptyset \) and Theorem 2.4 completes the first part of (1).
For the second part, take \( \mu > \max\{\mu_*(\lambda), \mu^*(\lambda)\} \), so \( \mu > (c(x)\theta_{L_1, x, a})_M \) and by (3.4) we get that \( v \geq \theta_{L_2, B(x), a} \). Now we define

\[
G(x, \mu) := \lambda - b(x, \mu) := \lambda - b(x)\theta_{L_2, B(x), a}^{1/n}.
\]

With a similar reasoning to that used in (3.8) we get that \( u \leq \theta_{L_1, G(x, \mu), a} \). In this case, we take \( R = \mu' \) with \( r > 0 \) to be chosen later. So

\[
N(R) = N(\mu) := \{x \in \Omega : \lambda \leq b(x, \mu) - \mu'\}
\]

and

\[
(G(x, \mu))_M = \lambda, \quad \delta_R = (\lambda(e_1)_M/\mu')^{m/(r(m-1))}.
\]

Using (3.4), we have that \( b(x, \mu) \geq b(x)e_2^{1/n}(\mu)\phi_2^{1/n} \), where \( e_2 \) is defined in (3.5).

Let \( \delta > 0 \) be sufficiently small such that

\[
B^*_\delta := \{x \in B^+ : \text{dist}(x, \partial B^+) \geq \delta \} \neq \emptyset,
\]

where \( B^+ := \{x \in \Omega : b(x) > 0\} \). Define the set

\[
T(\mu) := \{x \in B^*_\delta : \lambda \leq e_2^{1/n}(\mu)b(x)\phi_2^{1/n}(x) - \mu'\}.
\]

Clearly, \( T(\mu) \subset N(\mu) \).

On the other hand, by Remark 1, \( e_2^{1/n}(\mu) = O(\mu^{1/(n-1)}) \) if \( n \geq 2 \) and \( e_2^{1/n}(\mu) = O(\mu) \) if \( n < 2 \) when \( \mu \) is large. Take \( r < 1/(n-1) \) if \( n \geq 2 \) and \( r < 1 \) if \( n < 2 \). So there exists \( \mu^0(\lambda) > 0 \) such that for \( \mu > \mu^0(\lambda) \),

\[
T(\mu^0(\lambda)) \neq \emptyset \quad \text{and} \quad T(\mu^0(\lambda)) \subset T(\mu).
\]

(3.9)

Moreover, there exist \( x_0 \in B^*_\delta \) and \( r_0 > 0 \) such that

\[
B(x_0, r_0) \subset T(\mu_0(\lambda)).
\]

(3.10)

Furthermore, since \( \delta_R \to 0 \) as \( \mu \to \infty \), there exists \( \mu''(\lambda) \) such that for \( \mu > \mu''(\lambda) \) we get \( \delta_R < \min\{r_0, \delta_0\} \). Hence, using (3.9) and (3.10), for \( \mu > \mu_2(\lambda) := \max\{\mu_*(\lambda), \mu^*(\lambda), \mu^0(\lambda), \mu''(\lambda)\} \), we obtain

\[
\text{dist}(x_0, \partial N(\mu) \setminus \partial \Omega) \geq \text{dist}(x_0, \partial T(\mu)) \geq \text{dist}(x_0, \partial T(\mu^0)) \geq \text{dist}(x_0, \partial B(x_0, r_0)) = r_0 > \delta_R.
\]

Theorem 2.4 completes the proof.

\textbf{Remark 4.} (1) By the proof of Theorem 3.4, we can see that if \( \mu < \mu_1(\lambda) \) (or \( \lambda > \lambda_2(\mu) \)) for any semicoexistence state \((u, v)\) then \( v \) has a dead core. Similarly, if \( \mu > \mu_2(\lambda) \) (or \( \lambda < \lambda_1(\mu) \)) then \( u \) has a dead core.
(2) We can give a biological interpretation of Theorem 3.4. If we fix the growth rates of $u$ and $\lambda$, then the other species does not live in all its habitat if its growth rate is small. But, if the growth rate of $v$ is large, then $u$ cannot survive in all of $\Omega$.

On the other hand, when $m = n = 1$ it was shown in [21] (see also [27]) that if the interaction rate (for example) $b$ is large, then $v$ drives $u$ to extinction. This is in strong contrast with the case when $m, n > 1$, because by Theorem 3.1 neither species drives the other to extinction when $b$ or $c$ is large.

4. Maximum principle for a singular system

We define in $X^2$ the following order: given $(u_1, v_1), (u_2, v_2) \in X^2,$

$$(u_1, v_1) \preceq (u_2, v_2) \text{ if and only if } u_1 \leq u_2 \text{ and } v_1 \geq v_2.$$  

Analogously, we write $(u_1, v_1) \prec (u_2, v_2)$ if $u_1 < u_2$ and $v_1 \geq v_2$ or $u_1 \leq u_2$ and $v_1 > v_2.$

Let $M(x) = (m_{ij}(x))$ be a $2 \times 2$ matrix whose elements belong to the Fréchet space $C^1(\Omega)$ and such that there exist $K > 0$ and $\alpha \in (0, 2]$ satisfying:

$$(HM) \quad m_{ij} \geq 0, \; m_{ij} \neq 0, \; i \neq j; \quad |m_{ij}(x)| \text{ dist}(x, \partial \Omega)^{2-\alpha} \leq K \quad i, j = 1, 2. \quad (4.1)$$

The object of this section is to analyse the following singular eigenvalue problem:

$$\begin{cases} \mathcal{L} U + M(x) U = \sigma U & \text{in } \Omega, \\ U = 0 & \text{on } \partial \Omega, \end{cases} \quad (4.2)$$

where $\mathcal{L} = \text{diag}(L_1, L_2), \; U = (u, v)^t,$ and $L_i, i = 1, 2,$ are operators as in (1.2).

The next result characterises the existence of a positive eigenvalue of (4.2) by means of the existence of a strict positive supersolution in the following sense. The proof of the result follows from [27, Theorem 6.3] and [15, Section 2].

**Definition 4.1.** We say that $\Phi \in (C^2(\Omega) \cap C^{1,\delta}(\Omega))^2, \; \delta \in (0, 1),$ $\Phi > 0$ is a supersolution of $\mathcal{L} + M$ if $(\mathcal{L} + M)\Phi \geq 0$ in $\Omega$ and $\Phi \geq 0$ on $\partial \Omega$. If in addition, $(\mathcal{L} + M)\Phi > 0$ in $\Omega$ or $\Phi > 0$ on $\partial \Omega$, then it is said that $\Phi$ is a strict supersolution.

**Theorem 4.2.** Under the assumption (HM), the following conditions are equivalent:

1. $\mathcal{L} + M$ admits a positive strict supersolution;
2. The operator $[\mathcal{L} + M]^{-1} : X^2 \mapsto X^2$ is well defined, compact and strongly positive.
The problem

\[
\begin{align*}
\mathcal{L} U + M(x) U &= F \quad \text{in } \Omega, \\
U &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]  

(4.3)

where \( F \in Y^2 \), satisfies the strong maximum principle, that is, if \( F \geq 0 \) and \( F \neq 0 \), then \( U > 0 \);

(4) The operator \([\mathcal{L} + M] : X^2 \mapsto Y^2\) possesses a strictly positive eigenvalue, denoted by \( \sigma_1(\mathcal{L} + M) \). This eigenvalue is simple and it is the only eigenvalue of (4.2) possessing a positive eigenfunction \( \Phi_1 > 0 \).

In the present work, we need to apply this result assuming less regularity for the strict supersolution.

PROPOSITION 4.3. Assume that \( M \) satisfies (HM). Then \( \sigma_1(\mathcal{L} + M) > 0 \) if and only if there exists \( \Phi \in (C^2(\Omega) \cap C_0^0(\overline{\Omega}))^2 \) such that \( \Phi > 0 \) in \( \Omega \) and \( (\mathcal{L} + M)\Phi > 0 \) in \( \Omega \).

REMARK 5. Since \( \Phi = (\Phi_1, \Phi_2) \notin X^2 \), when we write \( \Phi > 0 \) we mean that \( \Phi_1(x) > 0 \) and \( \Phi_2(x) < 0 \) for all \( x \in \Omega \).

The following boundary point result will be used in the proof.

LEMMA 4.4. Let \( u \in C^2(\Omega) \cap C^1(\overline{\Omega}) \) be such that \( u \geq 0 \) in \( \Omega \), \( u \neq 0 \) and

\[
(L + q)u \geq 0 \quad \text{in } \Omega, \quad u \geq 0 \quad \text{on } \partial \Omega,
\]

where \( q \in C^1(\Omega) \) satisfies (4.1). Then \( u(x) > 0 \) for all \( x \in \Omega \) and for all \( x_0 \in \partial \Omega \) such that \( u(x_0) = 0 \), \( (\partial u/\partial n)(x_0) < 0 \).

PROOF. It is an easy consequence of [5, Lemma 3.6] with \( \rho(r) = r^{\alpha - 2} \).

PROOF OF PROPOSITION 4.3. It is clear that if \( \sigma_1(\mathcal{L} + M) > 0 \), we can take \( \Phi = \Phi_1 \), the eigenfunction associated with \( \sigma_1(\mathcal{L} + M) \).

Now assume that there exists \( \Phi \in (C^2(\Omega) \cap C_0^0(\overline{\Omega}))^2 \) such that \( \Phi > 0 \) in \( \Omega \) and \( (\mathcal{L} + M)\Phi := G > 0 \) in \( \Omega \). Let \( F \geq 0 \) and \( F \neq 0 \) and \( U \) be the solution of (4.3).

We have to prove that \( U > 0 \) and then, by Theorem 4.2, the proof is concluded.

For each \( \varepsilon > 0 \) and \( K > 0 \), we define

\[
W := U + (\varepsilon, -\varepsilon)^t + \varepsilon K \Phi \in (C^2(\Omega) \cap C_0^0(\overline{\Omega}))^2.
\]

Since \( \Phi \in (C_0^0(\overline{\Omega}))^2 \), for any \( \varepsilon > 0 \), there exists \( \gamma(\varepsilon) > 0 \) such that \( W > 0 \) in \( \Omega_\varepsilon := \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \gamma(\varepsilon) \} \). Moreover

\[
(\mathcal{L} + M)W \geq \varepsilon((m_{11} - m_{12}, m_{21} - m_{22})^t + KG) > 0 \quad \text{in } \Omega \setminus \overline{\Omega}_\varepsilon,
\]
Degenerate competition problem

for $K$ sufficiently large. Now in $\Omega \setminus \Omega_\varepsilon$ the coefficients $m_{ij}$ are bounded. So, since $\Phi$ is a strict supersolution in $\Omega \setminus \Omega_\varepsilon$, we can apply [27, Theorem 6.3] to get that $W > 0$ in $\Omega \setminus \Omega_\varepsilon$. Thus $W > 0$ in $\Omega$ for all $\varepsilon > 0$, and we obtain that $U \geq 0$ in $\Omega$. Let $U = (u_1, u_2)'$. Since $U \neq (0, 0)$ we can assume that $u_1 \geq 0$ and $u_1 \neq 0$. Then, denoting $F = (f_1, f_2)'$ and taking into account that $m_{12} \geq 0$, we obtain

$$L_1u_1 + m_{11}u_1 = f_1 - m_{12}u_2 \geq 0 \text{ in } \Omega, \quad u_1 = 0 \text{ on } \partial \Omega,$$

and so applying Lemma 4.4, we get $u_1 > 0$. For the second equation,

$$L_2(-u_2) + m_{22}(-u_2) = -f_2 + m_{21}u_1 > 0 \text{ in } \Omega, \quad u_2 = 0 \text{ on } \partial \Omega,
$$

and so $-u_2 > 0$. So $U > 0$. This completes the proof.

Again, the next result is a consequence of [27, Theorem 6.5] and [15, Theorem 4].

**Theorem 4.5.** Assume (HM) holds. There exists one real eigenvalue of (4.2), denoted $\sigma_1(\mathcal{L} + M)$, associated with a positive eigenfunction $\Phi_1 > 0$. The eigenvalue is simple and there is no other eigenvalue associated with a positive eigenfunction.

The following result will be used to compare principal eigenvalues of different matrices.

**Lemma 4.6.** Let $A(x) = (a_{ij}(x))$ and $B(x) = (b_{ij}(x))$ be two matrices with $a_{ij}$, $b_{ij}$ satisfying (HM), $b_{ii} \geq a_{ii}$ and $a_{ij} \geq b_{ij}$ for $i \neq j$ with some inequality strict. Then $\sigma_1(\mathcal{L} + A) < \sigma_1(\mathcal{L} + B)$.

**Proof.** Let $\Phi^A > 0$ be the eigenfunction associated with $\mathcal{L} + A$. Then it is easy to show that $(\mathcal{L} + B - \sigma_1(\mathcal{L} + A)I)\Phi^A > 0$, and so $\Phi^A$ is a strict supersolution of $\mathcal{L} + B - \sigma_1(\mathcal{L} + A)I$. Hence, by Theorem 4.2, we deduce that

$$\sigma_1(\mathcal{L} + B - \sigma_1(\mathcal{L} + A)I) > 0,$$

whence the conclusion follows.

5. Uniqueness result

Throughout this section we assume that $\lambda$ and $\mu$ satisfy (3.2), and so the validity of the strong maximum principle is guaranteed. Indeed, by (3.4) we get

$$u^{1/m}(\lambda - b(x)u^{1/n}) - a(x)u^{2/m} \geq u^{1/m}(\lambda - b(x)\theta_{[\varepsilon_2, \varepsilon_1]}^{1/n}) - a(x)u^{2/m},$$
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and so, by (3.2), there exists a positive constant $M$ such that

$$u^{1/m} (\lambda - b(x)v^{1/n}) - a(x)u^{2/m} + Mu \geq 0,$$

whence it follows that if $(u, v)$ is a nonnegative solution of (1.3) with $u \neq 0$, then $u(x) > 0$ for all $x \in \Omega$. Similarly we can reason with the second equation in (1.3).

In this section we obtain a uniqueness result for a coexistence state of (1.3). In order to get the result we use the fixed point index in cones.

For the fixed $M > 0$ obtained in (5.1), consider the operator $\mathcal{K} : X^2 \mapsto X^2$ defined by

$$\mathcal{K}(u, v) := \left((L_1 + M)^{-1} (u^{1/m} (\lambda - a(x)u^{1/m} - b(x)v^{1/n}) + Mu) \right),$$

where $(L_i + M)^{-1}$, $i = 1, 2$, stands for the inverse on the operator $L_i + M$ in $\Omega$ under homogeneous Dirichlet boundary conditions. Observe that by (2.1), $\sigma_1 (L_i + M) > 0$ and so $(L_i + M)^{-1}$ is well defined and is a compact operator. Thanks to the choice of $M$, see (5.1), $\mathcal{K}$ is a positive operator whose fixed points are componentwise nonnegative solutions of (1.3).

On the other hand, by (3.3) and (3.4), there exist $R_i > 0$, $i = 1, 2$, such that for every $(u, v)$ coexistence state of (1.3),

$$\|u\|_{\infty} \leq R_1 := (\lambda (e_1)_{M})^{m/(m-1)} \quad \text{and} \quad \|v\|_{\infty} \leq R_2 := (\mu (e_2)_{M})^{n/(n-1)}.$$

So the fixed point index of $\mathcal{K}$ over $\mathcal{B}$ with respect to the cone $P \times P$ is well defined, where $\mathcal{B} := \{(u, v) \in P^2 : \|u\|_{\infty} \leq R_1 + 1, \|v\|_{\infty} \leq R_2 + 1\}$. We are now going to compute this index in some cases.

**Proposition 5.1.** Assume that $\lambda$ and $\mu$ satisfy (3.2). The following assertions are true:

1. $i_{P \times P}(\mathcal{K}, \mathcal{B}) = 1$;
2. $i_{P \times P}(\mathcal{K}, (0, 0)) = 0$;
3. $i_{P \times P}(\mathcal{K}, (\theta_{[L_1, \lambda, a]}, 0)) = i_{P \times P}(\mathcal{K}, (0, \theta_{[L_2, \mu, d]})) = 0$.

**Proof.**

(1) First, we define $\mathcal{G}_1 : X \mapsto X$ by

$$\mathcal{G}_1(u) := (L_1 + M)^{-1} (u^{1/m} (\lambda - a(x)u^{1/m}) + Mu).$$

By (2.3), taking $B_u := \{u \in P : \|u\|_{\infty} \leq R_1 + 1\}$ the fixed point index of $\mathcal{G}_1$ over $B_u$ is well defined. Applying [2, Lemma 12.1] it can be proved that

$$i_{P}(\mathcal{G}_1, B_u) = 1.$$
Indeed, if there exist \( t \geq 1 \) and \( u \in P \) such that \( \|u\|_{\infty} = R_1 + 1 \) and \( \mathcal{G}_1(u) = tu \), then

\[
L_1 u \leq u^{1/m} \left( \frac{\lambda}{t} - \frac{a(x)}{t} u^{1/m} \right)
\]

and so \( \|u\|_{\infty} \leq (\lambda/t)^{m/(m-1)}(e_1)^{m/(m-1)} \leq R_1 < R_1 + 1 \). Analogously,

\[
i_p(\mathcal{G}_2, B_v) = 1,
\]

with \( \mathcal{G}_2(v) := (L_2 + M)^{-1}(v^{1/n}(\mu - d(x)v^{1/n}) + Mu) \) and \( B_v := \{v \in P : \|v\|_{\infty} \leq R_2 + 1\} \).

Consider the operator \( \mathcal{H}_1 : [0, 1] \times X^2 \mapsto X^2 \) defined by

\[
\mathcal{H}_1(t, u, v) := \left( (L_1 + M)^{-1}(u^{1/m}(\lambda - a(x)u^{1/m} - tb(x)v^{1/n}) + Mu) \right)
\]

Observe that by (3.3) and (3.4) any fixed point of \( \mathcal{H}_1 \) belongs to \( \mathcal{B} \). So, it follows by homotopy invariance, (5.2) and (5.3) that

\[
i_p(\mathcal{H}_1, \mathcal{B}) = i_p(\mathcal{H}_1(1, \cdot), \mathcal{B}) = i_p(\mathcal{H}_1(0, \cdot), \mathcal{B}) = i_p(\mathcal{G}_1, B_v) = 1.
\]

We now prove (2). Let \( \psi_i \in Y, i = 1, 2 \), be such that \( \psi_i > 0 \) in \( \Omega \). We define

\[
\mathcal{H}_2(t, u, v) := \left( (L_1 + M)^{-1}(u^{1/m}(\lambda - a(x)u^{1/m} - b(x)v^{1/n}) + Mu + t\psi_1) \right)
\]

We claim that there exists \( \delta > 0 \) such that

\[
(u, v) \notin \mathcal{H}_2(t, u, v), \quad \forall t \in [0, 1], \forall (u, v) \in \mathcal{N}_\delta,
\]

where \( \mathcal{N}_\delta := \{(u, v) \in P^2 : \|u\|_{\infty} \leq \delta, \|v\|_{\infty} \leq \delta\} \setminus \{(0, 0)\} \). Assume there exist sequences \((u_r, v_r)\) of functions and \( t_r \in [0, 1] \) such that \((u_r, v_r) \to (0, 0)\) as \( r \to \infty \) and \((u_r, v_r) = \mathcal{H}_2(t_r, u_r, v_r)\). Since \( \lambda > 0 \) and \( \|v_r\|_{\infty} \to 0 \), there exists \( r_0 \in \mathbb{N} \) such that \( (\lambda - b(x)v_r^{1/n})_L > 0 \) for \( r \geq r_0 \). So, the strong maximum principle is satisfied in the first equation, and so \( u_r > 0 \). Let \( K > 0 \) be such that \( K \geq \sigma_1(L_1) \). Since \( \|u_r\|_{\infty} \to 0 \), there exists \( r_1 \in \mathbb{N} \) such that for \( r \geq r_1 \) we have

\[
L_1 u_r = u_r^{1/m}(\lambda - b(x)v_r^{1/n}) - a(x)u_r^{2/m} + t_r\psi_1 > Ku_r,
\]

and hence \( \sigma_1(L_1 - K) > 0 \), a contradiction.

Thus by (5.4) the homotopy is admissible and we get

\[
i_p(\mathcal{H}_1, (0, 0)) = i_p(\mathcal{H}_1, \mathcal{N}_\delta) = i_p(\mathcal{H}_2(0, \cdot), \mathcal{N}_\delta) = 0.
\]
this last equality following by (5.4).

It remains to prove (3). Let $\psi \in Y$ be such that $\psi > 0$ in $\Omega$. We define another operator

$$
\mathcal{H}_3(t, u, v) := \left( \begin{array}{c}
(L_1 + M)^{-1}(u^{1/m}(\lambda - a(x)u^{1/m} - b(x)v^{1/n}) + M u) \\
(L_2 + M)^{-1}(v^{1/n}(\mu - d(x)v^{1/n} - c(x)u^{1/m}) + M v + t\psi)
\end{array} \right).
$$

We claim that there exists $\delta > 0$ such that

$$
(u, v) \neq \mathcal{H}_3(t, u, v), \quad \forall t \in [0, 1], \forall (u, v) \in \mathcal{M}_\delta,
$$

where $\mathcal{M}_\delta := \{(u, v) \in P^2 : \|u - \theta_{[L_1, \lambda, a]}\|_\infty \leq \delta, \|v\|_\infty \leq \delta\} \setminus \{(\theta_{[L_1, \lambda, a]}, 0)\}$. Assume there exist sequences $(u_r, v_r) \to (\theta_{[L_1, \lambda, a]}, 0)$ as $r \to \infty$ and $t, r \in [0, 1]$ such that

$$(u_r, v_r) = \mathcal{H}_3(t_r, u_r, v_r).$$

Since $u_r \leq \theta_{[L_1, \lambda, a]}$ and $\mu > (c(x)\theta_{[L_1, \lambda, a]})^n$, it follows that

$$
\mu - c(x)u_r^{1/m}(x) \geq \mu - c(x)\theta_{[L_1, \lambda, a]}^{1/m} > 0.
$$

Let $K > 0$ be such that $K \geq \sigma_1(L_2)$. Then by (5.6) there exists $r_0 \in \mathbb{N}$ such that for $r \geq r_0$ we have

$$L_2v_r = v_r^{1/n}(\mu - c(x)u_r^{1/m}) - d(x)v_r^{2/n} + t_r\psi > K v_r, \quad \text{in } \Omega,$$

and hence $\sigma_1(L_2 - K) > 0$, a contradiction.

Thus by (5.5) the homotopy is admissible and we get

$$i_{\mathcal{H}}(\mathcal{H}, (\theta_{[L_1, \lambda, a]}, 0)) = i_{\mathcal{H}}(\mathcal{H}_3(0, \cdot), \mathcal{M}_\delta) = i_{\mathcal{H}}(\mathcal{H}_3(1, \cdot), \mathcal{M}_\delta) = 0.$$

Analogously, it can be treated as the solution $(0, \theta_{[L_2, \mu, d]})$.

Let $(u_0, v_0)$ be a coexistence state of (1.3). We consider the matrix $M(u_0, v_0) := (m_{ij})$, $i, j = 1, 2$, which is related to the linearisation of (1.3) about $(u_0, v_0)$, where

$$
m_{11} = -\frac{1}{m}u_0^{1/m-1}(\lambda - 2a(x)u_0^{1/m} - b(x)v_0^{1/n}), \quad m_{12} = \frac{1}{m}b(x)u_0^{1/m}v_0^{1/n-1},
m_{22} = -\frac{1}{n}v_0^{1/n-1}(\mu - 2d(x)v_0^{1/n} - c(x)u_0^{1/m}), \quad m_{21} = \frac{1}{n}c(x)v_0^{1/n}u_0^{1/m-1}.
$$

Observe that since $(u_0, v_0)$ is a coexistence state, by (3.3) and (3.4) there exists $k_0 > 0$ such that $k_0 \text{dist}(x, \partial \Omega) \leq u_0$ and $k_0 \text{dist}(x, \partial \Omega) \leq v_0$, then $M(u_0, v_0)$ satisfies (HM), so that $\sigma_1(L + M(u_0, v_0))$ makes sense.

The general uniqueness result reads as follows.
THEOREM 5.2. Assume that $\lambda$ and $\mu$ satisfy (3.2) and $\sigma_1(\mathcal{L} + M(u_0, v_0)) > 0$ for any $(u_0, v_0)$ coexistence state of (1.3). Then (1.3) possesses a unique coexistence state.

PROOF. Recall that by Proposition 3.3, if $\lambda$ and $\mu$ satisfy (3.2) then any nonnegative solution of (1.3) is a coexistence state. We claim that if $(u_0, v_0)$ is a coexistence state of (1.3), then

$$i_{P \times P}(\mathcal{H}, (u_0, v_0)) = 1.$$  \hspace{1cm} (5.8)

Assume that we have proved (5.8), then since $\mathcal{H}$ is a compact operator, it possesses a finite number of coexistence states, say $(u_i, v_i), i = 1, \ldots, r$. Then

$$i_{P \times P}(\mathcal{H}, (0, 0)) + \sum_{i=1}^{r} i_{P \times P}(\mathcal{H}, (u_i, v_i))$$

and so, by Proposition 5.1 and (5.8), $1 = 0 + 0 + 0 + r$, whence the conclusion now easily follows.

It remains to prove (5.8). Let $h \in C^1(\Omega)$ be such that $h$ verifies that, for some $\alpha \in (0, 2]$ and $K > 0$, $|h(x)| \cdot \text{dist}(x, \partial\Omega)^{2-\alpha} \leq K$ and

$$h \geq \max\{0, m_{11}, m_{22}\}, \hspace{1cm} (5.9)$$

where $m_{11}$ and $m_{22}$ are defined in (5.7). We define the operator

$$\mathcal{I}(u, v) := \left((L_1 + h)^{-1}(u^{1/m}(\lambda - a(x)u^{1/m} - b(x)v^{1/n}) + hu)ight)$$

Observe that $(L_1 + h)^{-1}$ exists because $h \geq 0$ and so $\sigma_1(L_1 + h) > 0$.

By the Leray-Schauder formula, $i_{P \times P}(\mathcal{I}, (u_0, v_0)) = (-1)^\xi$, where $\xi$ is the sum of the multiplicities of the eigenvalues of $D_{(u, v)}\mathcal{I}(u_0, v_0)$ larger than one, being $D_{(u, v)}\mathcal{I}(u_0, v_0)$, the linearisation of $\mathcal{I}$ about $(u_0, v_0)$. It is clear that

$$D_{(u, v)}\mathcal{I}(u_0, v_0) = \text{diag}((L_1 + h)^{-1}, (L_2 + h)^{-1})(-M(u_0, v_0) + \text{diag}(h, h)),$$

where $M(u_0, v_0)$ is defined by (5.7). It is not hard to prove that if $r > 1$ is an eigenvalue of $D_{(u, v)}\mathcal{I}(u_0, v_0)$, then

$$\sigma_1(\mathcal{L} + M(u_0, v_0) + B) = 0,$$  \hspace{1cm} (5.10)

where

$$B = \begin{pmatrix}
(m_{11} - h)(1/r - 1) & m_{12}(1/r - 1) \\
(m_{21} + h)(1/r - 1) & (m_{22} - h)(1/r - 1)
\end{pmatrix}.$$
Since \( r > 1 \), by (5.9) and Lemma 4.6 we get

\[
\sigma_1(\mathcal{L} + M_{(u_0, v_0)} + B) > \sigma_1(\mathcal{L} + M_{(u_0, v_0)}) > 0,
\]

contradicting (5.10).

The following result provides us with a sufficient condition for \( \sigma_1(\mathcal{L} + M_{(u_0, v_0)}) > 0 \) to hold.

**Proposition 5.3.** Assume that \( m = n \), \( a(x), d(x) > 0 \) for all \( x \in \Omega \), and \( \lambda \) and \( \mu \) satisfy (3.2) and that for any \( (u_0, v_0) \) coexistence state of (1.3),

\[
\frac{b}{a} \left( \frac{c}{d} \right)_M \left( \frac{u_0}{v_0} \right)_M^{(2-m)/m} \left( \frac{v_0}{u_0} \right)_M^{(2-m)/m} < 1. \quad (5.11)
\]

Then (1.3) possesses a unique coexistence state.

**Proof.** Let \( \Phi := (\alpha u_0^{1/m} - \beta v_0^{1/m}) \in (C^2(\Omega) \cap C^0(\overline{\Omega}))^2 \), with \( \alpha, \beta > 0 \) to be chosen. We will show that \( \Phi \) is a supersolution in the sense of Definition 4.1 of \( \mathcal{L} + M_{(u_0, v_0)} \) if (5.11) holds. Proposition 4.3 and Theorem 5.2 will complete the proof.

First, observe that \( \Phi > 0 \). In order to show that \( \Phi \) is a supersolution of \( \mathcal{L} + M_{(u_0, v_0)} \) we have to prove that (for the first equation)

\[
L_1(\alpha u_0^{1/m}) + m_{11}(x)\alpha u_0^{1/m} + m_{12}(x)(-\beta v_0^{1/m}) > 0, \quad (5.12)
\]

where \( m_{11} \) and \( m_{12} \) are defined in (5.7). Taking into account the fact that

\[
L_1(u_0^{1/m}) = \frac{1}{m} \frac{u_0^{1/m-1}}{u_0^{1/m-1}} \left( \left( 1 - \frac{1}{m} \right) u_0^{-1} \sum_{i,j=1}^N a^i_j D_i u_0 D_j u_0 + L_1 u_0 \right),
\]

to prove (5.12) it suffices that

\[
a(x)u_0^{2/m-1} > b(x)v_0^{2/m-1} \frac{\beta}{\alpha}, \quad \text{for all } x \in \Omega.
\]

Analogously, for the second equation it is sufficient that

\[
d(x)v_0^{2/m-1} > c(x)u_0^{2/m-1} \frac{\alpha}{\beta}, \quad \text{for all } x \in \Omega.
\]

Now, by (5.11) it is easy to show that there exist \( \alpha \) and \( \beta \) satisfying the above inequalities.
Degenerate competition problem

The following result provides us with another sufficient condition to obtain a uniqueness result.

**Proposition 5.4.** Assume that \( \lambda \) and \( \mu \) satisfy (3.2) and that for any coexistence state \((u_0, v_0)\) of (1.3) the following inequalities hold for all \( x \in \Omega \):

\[
\begin{align*}
\lambda \left( 1 - \frac{1}{m} \right) + a(x)u_0^{1/m}(x) \left( \frac{2}{m} - 1 \right) &> b(x) \left( 1 + \frac{1}{n} - \frac{1}{m} \right) v_0^{1/n}(x), \\
\mu \left( 1 - \frac{1}{n} \right) + d(x)v_0^{1/n}(x) \left( \frac{2}{n} - 1 \right) &> c(x) \left( 1 + \frac{1}{m} - \frac{1}{n} \right) u_0^{1/m}(x). 
\end{align*}
\]  
(5.13)

Then (1.3) possesses a unique coexistence state.

**Proof.** Taking \( \Phi := (u_0, -v_0) \), it suffices to prove that \( \Phi > 0 \) is a supersolution of \( \mathcal{L} + M(u_0, v_0) \) provided that (5.13) holds and we again apply Proposition 4.3 and Theorem 5.2. For the second equation, \( \Phi \) is a supersolution if

\[ L_2(-v_0) + m_{21}(x)(u_0) + m_{22}(x)(-v_0) < 0, \]

where \( m_{21} \) and \( m_{22} \) are defined in (5.7). For observe that

\[
L_2(-v_0) + m_{21}(x)(u_0) + m_{22}(x)(-v_0)
= v_0^{1/n} \left( \mu \left( \frac{1}{n} - 1 \right) + d(x)v_0^{1/n} \left( \frac{1}{2} - \frac{2}{n} \right) + c(x)u_0^{1/m} \left( 1 + \frac{1}{m} - \frac{1}{n} \right) \right) < 0,
\]

provided that (5.13) holds. Similarly we can reason with the first equation.

We will now use the upper estimates of (3.3) and (3.4) giving sufficient conditions for the uniqueness of a coexistence state in terms of several coefficients involved in the model setting.

**Corollary 5.5.** Assume that \( m = n, a(x), d(x) > 0 \) for \( x \in \Sigma \), \( \lambda \) and \( \mu \) satisfy (3.2) and

\[
\left( \frac{e_1}{\varphi_M} \right)^{(m-1)} \left( \frac{e_2}{\varphi_M} \right)^{(m-1)} \left( e_1 \right)^{(2-m)/m} \left( e_2 \right)^{(2-m)/m} \left( \lambda \mu \right)^{(2-m)/(m-1)} < \frac{a L d_L}{b_M c M},
\]

where \( e_1 \) and \( e_2 \) are defined in (3.5). Then (1.3) possesses a unique coexistence state.

**Proof.** By (3.3) and (3.4) we have that

\[
\left( \frac{u_0}{v_0} \right)_M \leq \lambda^{m/(m-1)} \left( \frac{e_1}{\varphi_M} \right)^{(m-1)} \left( \frac{e_2}{\varphi_M} \right)^{(m-1)}
\]
and

\[
\left( \frac{v_0}{u_0} \right)_M \leq \frac{\mu^{m/(m-1)}(e_2)_M^{1/(m-1)}}{\varepsilon_1} \left( e_2 \right)_M^1 \varphi_1^1_M,
\]

and so (5.11) is satisfied if (5.14) holds. It suffices to apply Proposition 5.3.

**COROLLARY 5.6.** Assume that some of the following sets of inequalities, (1) to (4), hold:

1. If \( 1 < m, n \leq 2 \),
   \[
   b_M \left( 1 + \frac{1}{n} - \frac{1}{m} \right) \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} < \lambda \left( 1 - \frac{1}{m} \right),
   \]
   \[
   c_M \left( 1 + \frac{1}{m} - \frac{1}{n} \right) \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} < \mu \left( 1 - \frac{1}{n} \right).
   \]

2. If \( 1 < n \leq 2 \) and \( m > 2 \),
   \[
   b_M \left( 1 + \frac{1}{n} - \frac{1}{m} \right) \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} + \left( 1 - \frac{2}{m} \right) d_M \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} < \lambda \left( 1 - \frac{1}{m} \right),
   \]
   \[
   c_M \left( 1 + \frac{1}{m} - \frac{1}{n} \right) \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} < \mu \left( 1 - \frac{1}{n} \right).
   \]

3. If \( 1 < m \leq 2 \) and \( n > 2 \),
   \[
   c_M \left( 1 + \frac{1}{m} - \frac{1}{n} \right) \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} + \left( 1 - \frac{2}{n} \right) d_M \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} < \mu \left( 1 - \frac{1}{n} \right),
   \]
   \[
   b_M \left( 1 + \frac{1}{n} - \frac{1}{m} \right) \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} < \lambda \left( 1 - \frac{1}{m} \right).
   \]

4. If \( m > 2 \) and \( n > 2 \),
   \[
   b_M \left( 1 + \frac{1}{n} - \frac{1}{m} \right) \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} + \left( 1 - \frac{2}{m} \right) d_M \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} < \lambda \left( 1 - \frac{1}{m} \right),
   \]
   \[
   c_M \left( 1 + \frac{1}{m} - \frac{1}{n} \right) \lambda^{1/(m-1)}(e_1)_M^{1/(m-1)} + \left( 1 - \frac{2}{n} \right) d_M \mu^{1/(m-1)}(e_2)_M^{1/(m-1)} < \mu \left( 1 - \frac{1}{n} \right).
   \]

Then (1.3) possesses a unique coexistence state.

**PROOF.** Reasoning as in the proof of Corollary 5.5, it is sufficient to apply (3.3), (3.4) and Proposition 5.4.

**REMARK 6.** (1) Observe that when \( m = 1 \), (5.11) is the condition obtained in [27, Theorem 4.2] and [21, Theorem 4.8]. Moreover, when \( m = n \), and \( a \) and \( d \) are positive, we obtain uniqueness provided that \( b_M \) or \( c_M \) is small.
The (\(\lambda, \mu\))-regions defined in Corollary 5.6 are subsets of the coexistence region obtained in Theorem 3.2. Similar conditions to those imposed in Figure 1 assure the existence of these subregions.

6. Conclusions

We have studied the set of nonnegative solutions of a spatially heterogeneous Lotka-Volterra competition model with degenerate diffusion. Basically, we have found three differences with respect to the non-degenerate (linear) case:

1. In the degenerate case all the nonnegative solutions are bounded, unlike the linear case in which \textit{a priori} bounds are lost for some values of the data of the problem.
2. In the degenerate case a new kind of nonnegative solution appears: nonnegative and nontrivial solutions that vanish in a region of the habitat of the species. We obtain sufficient conditions in terms of some parameters involved in the setting of the model ensuring the existence or non-existence of such solutions.
3. Unlike the non-degenerate case, in our model when the competition between the species is "strong" neither species drives the other to extinction.

Finally, we have obtained the uniqueness of the positive solution of the problem under some conditions on the data of the problem.
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