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#### Abstract

We describe how Mirković-Vilonen (MV) polytopes arise naturally from the categorification of Lie algebras using Khovanov-Lauda-Rouquier (KLR) algebras. This gives an explicit description of the unique crystal isomorphism between simple representations of KLR algebras and MV polytopes. MV polytopes, as defined from the geometry of the affine Grassmannian, only make sense in finite type. Our construction on the other hand gives a map from the infinity crystal to polytopes for all symmetrizable Kac-Moody algebras. However, to make the map injective and have well-defined crystal operators on the image, we must in general decorate the polytopes with some extra information. We suggest that the resulting 'KLR polytopes' are the general-type analogues of MV polytopes. We give a combinatorial description of the resulting decorated polytopes in all affine cases, and show that this recovers the affine MV polytopes recently defined by Baumann, Kamnitzer, and the first author in symmetric affine types. We also briefly discuss the situation beyond affine type.
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## Introduction

Let $\mathfrak{g}$ be a complex semi-simple Lie algebra. The crystal $B(-\infty)$ is a combinatorial object associated to the algebra $U^{+}(\mathfrak{g})$. This crystal has an axiomatic definition, but many explicit realizations of it have appeared in the literature and, for many purposes, it suffices to work with these. Here we consider the relationship between two such realizations:
(1) the set $B(-\infty)$ is in canonical bijection with the set $\mathcal{K} \mathcal{L R}$ of simple gradable modules of Khovanov-Lauda-Rouquier (KLR) algebras; and
(2) the set $B(-\infty)$ is in canonical bijection with the set $\mathcal{M V}$ of Mirković-Vilonen (MV) polytopes.

This certainly defines a bijection between $\mathcal{K} \mathcal{L R}$ and $\mathcal{M} \mathcal{V}$, but does not describe it explicitly. One of our main results is a simple description of this bijection: there is a KLR algebra $R(\nu)$ attached to each positive sum $\nu=\sum a_{i} \alpha_{i}$ of simple roots. For any two such $\nu_{1}, \nu_{2}$, there is a natural inclusion $R\left(\nu_{1}\right) \otimes R\left(\nu_{2}\right) \hookrightarrow R\left(\nu_{1}+\nu_{2}\right)$. Define the character polytope $P_{L}$ of an $R(\nu)$ module $L$ to be the convex hull of the weights $\nu^{\prime}$ such that $\operatorname{Res}_{\nu^{\prime}, \nu-\nu^{\prime}}^{\nu} L \neq 0$.

Theorem A. The map $L \rightarrow P_{L}$ is the unique crystal isomorphism from $\mathcal{K} \mathcal{L R}$ to $\mathcal{M V}$.
We feel Theorem A is interesting in its own right, but perhaps more important is the fact that $\mathcal{K} \mathcal{L} \mathcal{R}$ naturally indexes $B(-\infty)$ for any symmetrizable Kac-Moody algebra. Thus, one can try to use the map above to define Mirković-Vilonen polytopes outside of finite type. However, there are pairs of non-isomorphic simples with the same polytopes; for $\mathfrak{g}=\widehat{\mathfrak{s}}_{2}$, in the notation of (3.6), this happens for $\mathcal{L}(2,2)$ and $\mathcal{L}(2,1,1)$. Thus, the polytopes alone are not enough information to parametrize $B(-\infty)$.

As suggested by Dunlap [Dun10] and developed in [BKT14], this problem can be overcome by decorating the edges of $P_{L}$ with extra information. In the current setting, the most natural data to associate to an edge is a 'semi-cuspidal' representation of a smaller KLR algebra (see Definition 2.3). In complete generality, there are many different semi-cuspidal representations that can decorate a given edge, and we do not know a fully combinatorial description of the resulting object.

For edges parallel to real roots it turns out that there is only one possible semi-cuspidal representation, and so it is safe to leave off the decoration. Thus, in finite type the decoration is redundant.

Next consider the case when $\mathfrak{g}$ is affine of rank $r+1$. Then the only non-real roots are multiples of $\delta$, so the only edges of the polytope that must be decorated are those parallel to $\delta$. The semi-cuspidal representations that can be associated to such an edge are naturally indexed by an $r$-tuple of partitions (see Corollary 3.45). In fact, we can reduce the amount of information
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even further: as in [BKT14], the (possibly degenerate) $r$-faces of $P_{L}$ parallel to $\delta$ are naturally indexed by the chamber coweights $\gamma$ of an underlying finite-type root system. Denote the face of $P_{L}$ corresponding to $\gamma$ by $P_{L}^{\gamma}$. We in fact decorate $P_{L}$ with just the data of a partition $\pi^{\gamma}$ for each chamber coweight $\gamma$ (see Definition 3.46) in such a way that, for any edge $E$ parallel to $\delta$,

$$
\begin{equation*}
E \text { is a translate of } \sum_{\gamma: E \subset P_{L}^{\gamma}} d_{\gamma}\left|\pi^{\gamma}\right| \delta, \tag{1}
\end{equation*}
$$

where $d_{\gamma}$ are scalars attached to the facet defined in Definition 3.35. The representation attached to such an edge $E$ is determined in a natural way by $\left\{\pi^{\gamma}: E \subset P_{L}^{\gamma}\right\}$.

Define an affine pseudo-Weyl polytope ${ }^{1}$ to be a pair consisting of:

- a polytope $P$ in the root lattice of $\mathfrak{g}$ with all edges parallel to roots; and
- a choice of partition $\pi^{\gamma}$ for each chamber coweight $\gamma$ of the underlying finite-type root system which satisfies condition (1) for each edge parallel to $\delta$.

To each representation $L$ of $R$, we associate its affine MV polytope (see Definition 3.48), which is a special decorated affine pseudo-Weyl polytope. Let $P^{\mathrm{MV}}$ be the set of these decorated polytopes. We seek a combinatorial characterization of $P^{\mathrm{MV}}$. As in finite type, this can be done in terms of conditions on the 2 -faces.

For every 2-face $F$ of an affine pseudo-Weyl polytope, the roots parallel to $F$ form a rank-2 subroot system $\Delta_{F}$ of either finite or affine type. If $\Delta_{F}$ is of affine type, then $F$ generally has two edges parallel to $\delta$, which are of the form $E_{\gamma}=F \cap P_{\gamma}$ and $E_{\gamma^{\prime}}=F \cap P_{\gamma^{\prime}}$ for unique chamber coweights $\gamma, \gamma^{\prime}$. One naive guess is that we would obtain a rank-2 pseudo-Weyl polytope by decorating these imaginary edges with $\pi^{\gamma}$ and $\pi^{\gamma^{\prime}}$, but this fails to satisfy (1), since $E_{\gamma}$ and $E_{\gamma^{\prime}}$ are too long. Instead, $F$ is the Minkowski sum of the line segment $\left(\sum_{\xi: F \subset P^{\xi}} d_{\xi}\left|\pi^{\xi}\right|\right) \delta$ with a decorated pseudo-Weyl polytope $\tilde{F}$, obtained by shortening $E_{\gamma}$ and $E_{\gamma^{\prime}}$ and decorating them with $\pi^{\gamma}$ and $\pi^{\gamma^{\prime}}$. We will show the following result.

Theorem B. For $\mathfrak{g}$ an affine Lie algebra, the affine MV polytopes are precisely the decorated affine pseudo-Weyl polytopes where every two-dimensional face $F$ satisfies the following conditions.

- If $\Delta_{F}$ is a finite-type root system, then $F$ is an MV polytope for that root system (i.e. it satisfies the tropical Plücker relations from [Kam10]).
- If $\Delta_{F}$ is of affine type, then $\tilde{F}$ is an MV polytope for that rank-2 affine algebra (either $\widehat{\mathfrak{s l}}_{2}$ or $A_{2}^{(2)}$ ) as defined in [BDKT13].

The description of rank-2 affine MV polytopes in [BDKT13] is combinatorial, so Theorem B gives a combinatorial characterization of KLR polytopes in all affine cases.

In [BKT14], analogues of MV polytopes were constructed in all symmetric affine types as decorated Harder-Narasimhan polytopes, and it was shown that these are characterized by their 2 -faces. Thus, Theorem B also allows us to understand the relationship between our decorated polytopes and those defined in [BKT14].

Theorem C. Assume that $\mathfrak{g}$ is of affine type with symmetric Cartan matrix. Fix $b \in B(-\infty)$ and let $L$ be the corresponding element of $\mathcal{K} \mathcal{L} \mathcal{R}$. The affine $M V$ polytope $P_{L}$ and the
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decorated Harder-Narasimhan polytope $H N_{b}$ from [BKT14] have identical underlying polytopes. Furthermore, for each chamber coweight $\gamma$ in the underlying finite-type root system, the partition $\lambda_{\gamma}$ decorating $H N_{b}$ as defined in [BKT14, $\S \S 1.5$ and 7.6] is the transpose of our $\pi^{\gamma}$.

It is natural to ask for an intrinsic characterization of the polytopes $P_{L}$ in the general KacMoody case. We do not even have a conjecture for a true combinatorial characterization, since the polytopes are decorated with various semi-cuspidal representations, which at the moment are not well understood. Some difficulties that come up outside of affine type are discussed in $\S 3.7$. However, our construction does still satisfy the most basic properties one would expect, as we now summarize (see Corollaries 3.10 and 3.11 for precise statements).

Theorem D. For $\mathfrak{g}$ an arbitrary symmetrizable Kac-Moody algebra, the map from $\mathcal{K} \mathcal{L} \mathcal{R}$ to polytopes with edges labeled by semi-cuspidal representations is injective. Furthermore, for each convex order on roots, the elements of $\mathcal{K} \mathcal{L R}$ are parameterized by the possible tuples of semi-cuspidal representations of smaller KLR algebras decorating the edges along a corresponding path through the polytope, generalizing the parameterization of crystals in finite type by Lusztig data.

As we were completing this paper, some independent work on similar problems appeared: McNamara [McN15] proved a version of Theorem D in finite type (amongst other theorems on the structure of these representations) and Kleshchev [Kle14] gave a generalization of this to affine type. While there was some overlap with the present paper, these other works are focused on a single convex order, rather than giving a description of how different orders interact as we do in Theorems A-C.

## 1. Background

### 1.1 Crystals

Fix a symmetrizable Kac-Moody algebra $\mathfrak{g}$. Let $\Gamma=(I, E)$ be its Dynkin diagram and $U(\mathfrak{g})$ its quantized universal enveloping algebra. Let $\left\{E_{i}, F_{i}: i \in I\right\}$ be the Chevalley generators, and $U^{+}(\mathfrak{g})$ be the part of this algebra generated by the $E_{i}$. Let $P$ be the weight lattice, $\left\{\alpha_{i}\right\}$ the simple roots, $\left\{\alpha_{i}^{\vee}\right\}$ the simple coroots, and $\langle\cdot, \cdot\rangle$ the pairing between weight space and coweight space.

We are interested in the crystal $B(-\infty)$ associated with $U^{+}(\mathfrak{g})$. This is a combinatorial object arising from the theory of crystal bases for the corresponding quantum group. This section contains a brief explanation of the results we need, roughly following [Kas95] and [HK02], to which we refer the reader for details. We start with a combinatorial notion of crystal that includes many examples which do not arise from representations, but which is easy to characterize.

Definition 1.1 (See [Kas95, §7.2]). A combinatorial crystal is a set $B$ along with functions wt: $B \rightarrow P$ (where $P$ is the weight lattice) and, for each $i \in I, \varepsilon_{i}, \varphi_{i}: B \rightarrow \mathbb{Z} \cup\{-\infty\}$ and $\tilde{e}_{i}, \tilde{f}_{i}: B \rightarrow B \sqcup\{\emptyset\}$, such that:
(i) $\varphi_{i}(b)=\varepsilon_{i}(b)+\left\langle\mathrm{wt}(b), \alpha_{i}^{\vee}\right\rangle$;
(ii) $\tilde{e}_{i}$ increases $\varphi_{i}$ by 1 , decreases $\varepsilon_{i}$ by 1 , and increases wt by $\alpha_{i}$;
(iii) $\tilde{f}_{i} b=b^{\prime}$ if and only if $\tilde{e}_{i} b^{\prime}=b$;
(iv) if $\varphi_{i}(b)=-\infty$, then $\tilde{e}_{i} b=\tilde{f}_{i} b=\emptyset$.

We often denote a combinatorial crystal simply by $B$, suppressing the other data.
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Definition 1.2. A lowest-weight combinatorial crystal is a combinatorial crystal which has a distinguished element $b_{-}$(the lowest-weight element) such that:
(i) the lowest-weight element $b_{-}$can be reached from any $b \in B$ by applying a sequence of $\tilde{f}_{i}$ for various $i \in I$;
(ii) for all $b \in B$ and all $i \in I, \varphi_{i}(b)=\max \left\{n: \tilde{f}_{i}^{n}(b) \neq \emptyset\right\}$.

Notice that, for a lowest-weight combinatorial crystal, the functions $\varphi_{i}, \varepsilon_{i}$ and wt are determined by the $\tilde{f}_{i}$ and the weight $\mathrm{wt}\left(b_{-}\right)$of just the lowest-weight element.

The following notion is not common in the literature, but will be very convenient.
Definition 1.3. A bicrystal is a set $B$ with two different crystal structures whose weight functions agree. We will always use the convention of placing a star superscript on all data for the second crystal structure, so $\tilde{e}_{i}^{*}, \tilde{f}_{i}^{*}, \varphi_{i}^{*}$, etc. We say that an element of a bicrystal is lowest weight if it is killed by both $f_{i}$ and $f_{i}^{*}$ for all $i$.

We will consider one very important example of a bicrystal: $B(-\infty)$ along with the usual crystal operators and Kashiwara's $*$-crystal operators, which are the conjugates $\tilde{e}_{i}^{*}=* \tilde{e}_{i} *$, $\tilde{f}_{i}^{*}=* \tilde{f}_{i} *$ of the usual operators by Kashiwara's involution $*: B(-\infty) \rightarrow B(-\infty)$ (see [Kas93, 2.1.1]). The involution $*$ is a crystal limit of a corresponding involution of the algebra $U^{+}(\mathfrak{g})$, but it also has a simple combinatorial definition in each of the models we consider.

The following is a rewording of [KS97, Proposition 3.2.3] designed to make the roles of the usual crystal operators and the $*$-crystal operators more symmetric.

Proposition 1.4. Fix a bicrystal $B$. Assume that $\left(B, \tilde{e}_{i}, \tilde{f}_{i}\right)$ and $\left(B, \tilde{e}_{i}^{*}, \tilde{f}_{i}^{*}\right)$ are both lowestweight combinatorial crystals with the same lowest-weight element $b_{-}$, where the other data is determined by setting $\operatorname{wt}\left(b_{-}\right)=0$. Assume further that, for all $i \neq j \in I$ and all $b \in B$ :
(i) $\tilde{e}_{i}(b), \tilde{e}_{i}^{*}(b) \neq 0$;
(ii) $\tilde{e}_{i}^{*} \tilde{e}_{j}(b)=\tilde{e}_{j} \tilde{e}_{i}^{*}(b)$;
(iii) for all $b \in B, \varphi_{i}(b)+\varphi_{i}^{*}(b)-\left\langle\operatorname{wt}(b), \alpha_{i}^{\vee}\right\rangle \geqslant 0$;
(iv) if $\varphi_{i}(b)+\varphi_{i}^{*}(b)-\left\langle\operatorname{wt}(b), \alpha_{i}^{\vee}\right\rangle=0$, then $\tilde{e}_{i}(b)=\tilde{e}_{i}^{*}(b)$;
(v) if $\varphi_{i}(b)+\varphi_{i}^{*}(b)-\left\langle\operatorname{wt}(b), \alpha_{i}^{\vee}\right\rangle \geqslant 1$, then $\varphi_{i}^{*}\left(\tilde{e}_{i}(b)\right)=\varphi_{i}^{*}(b)$ and $\varphi_{i}\left(e_{i}^{*}(b)\right)=\varphi_{i}(b)$;
(vi) if $\varphi_{i}(b)+\varphi_{i}^{*}(b)-\left\langle\mathrm{wt}(b), \alpha_{i}^{\vee}\right\rangle \geqslant 2$, then $\tilde{e}_{i} \tilde{e}_{i}^{*}(b)=\tilde{e}_{i}^{*} \tilde{e}_{i}(b)$.

Then $\left(B, \tilde{e}_{i}, \tilde{f}_{i}\right) \simeq\left(B, \tilde{e}_{i}^{*}, \tilde{f}_{i}^{*}\right) \simeq B(-\infty)$ and $\tilde{e}_{i}^{*}=* \tilde{e}_{i} *, \tilde{f}_{i}^{*}=* \tilde{f}_{i} *$, where $*$ is Kashiwara's involution. Furthermore, these conditions are always satisfied by $B(-\infty)$ along with its operators $\tilde{e}_{i}, \tilde{f}_{i}, \tilde{e}_{i}^{*}, \tilde{f}_{i}^{*}$.

Proof. We simply explain how [KS97, Proposition 3.2.3] implies our statement, referring the reader there for specialized notation. Define the map

$$
\begin{aligned}
B & \rightarrow B \otimes B_{i} \\
b & \mapsto\left(\tilde{f}_{i}^{*}\right)^{\varphi_{i}^{*}(b)}(b) \otimes \tilde{e}_{i}^{\varphi_{i}^{*}(b)} b_{i} .
\end{aligned}
$$

One can check that our conditions imply all the conditions from [KS97, Proposition 3.2.3], so that result implies that the crystal structure on $B$ defined by $\tilde{e}_{i}, \tilde{f}_{i}$ is isomorphic to $B(-\infty)$. The remaining statements then follow from [KS97, Theorem 3.2.2].
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The following is immediate from Proposition 1.4, but perhaps organizes the information in an easier way.

Corollary 1.5. For any $i \in I$ and any $b \in B(-\infty)$, the subset of $B(-\infty)$ generated by the operators $\tilde{e}_{i}, \tilde{f}_{i}, \tilde{e}_{i}^{*}, \tilde{f}_{i}^{*}$ is of the form

where the solid arrows show the action of $\tilde{e}_{i}$ and the dotted arrows the action $\tilde{e}_{i}^{*}$ when these actions differ, and the dashed arrows show the action of both when they agree. Here the width of the diagram at the top is $-\left\langle\operatorname{wt}\left(b_{v}\right), \alpha_{i}^{\vee}\right\rangle$, where $b_{v}$ is the bottom vertex (in the example above, the width is 4).

We will also make use of Saito's crystal reflections from [Sai94].
Definition 1.6. Fix $b \in B(-\infty)$ with $\varphi_{i}^{*}(b)=0$. The Saito reflection of $b$ is $\sigma_{i} b=\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(b)} \tilde{f}_{i}^{\varphi_{i}(b)} b$. There is also a dual notion of Saito reflection defined by $\sigma_{i}^{*}(b):=*\left(\sigma_{i}(* b)\right)$ or equivalently $\sigma^{*}(b)=\left(\tilde{e}_{i}\right)^{\epsilon_{i}^{*}(b) \sim}\left(f_{i}^{*}\right)^{\varphi_{i}^{*}(b)} b$, which is defined for those $b$ such that $\varphi_{i}(b)=0$.

The operation $\sigma_{i}$ does in fact reflect the weight of $b$ by $s_{i}$, as the name suggests (although this fails if the condition $\varphi_{i}^{*}(b)=0$ does not hold).

Finally, we need the notion of string data for an element of $B(-\infty)$. This appeared early on in the literature on crystals, implicitly in work of Kashiwara [Kas93] and more explicitly in work of Berenstein and Zelevinsky [BZ93]. It was also studied in the context of KLR algebras (i.e. the context we use) in [KL09, § 3.2] and [Web13, § 5.2].

Choose a list $\mathbf{i}=i_{1}, i_{2}, \ldots$ of simple roots in which each simple root occurs infinitely many times (for instance, one could choose an order on the roots and cycle).

Definition 1.7. For any $b \in B(-\infty)$, the string data of $b$ with respect to $\mathbf{i}$ is the lexicographically maximal list of integers $\left(a_{1}, a_{2}, \ldots\right)$ such that $\ldots \tilde{f}_{i_{2}}^{a_{2}} \tilde{f}_{i_{1}}^{a_{1}} b \neq \emptyset$.

Clearly, all but finitely many of the $a_{k}$ must be zero in any given string datum. Note also that the element $b$ can easily be recovered from its string datum: $b=\tilde{e}_{i_{1}}^{a_{1}} \tilde{e}_{i_{2}}^{a_{2}} \cdots b_{-}$.

### 1.2 Convex orders and charges

A convex order on roots is generally defined to be a total order such that, if $\alpha, \beta$, and $\alpha+\beta$ are all roots, then $\alpha+\beta$ is between $\alpha$ and $\beta$. Here we need a more geometric definition, and we need to expand to have a notion of convex pre-orders. In fact, our definition makes sense for collections of vectors which do no necessarily come from root systems, and we will set it up in that generality. We will then see that in the case of finite-type root systems our definition is equivalent to the usual one.

For this section, fix a finite-dimensional vector space $V$ and a set of vectors $\Gamma$ in $V$.
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Definition 1.8. A convex pre-order is a pre-order $\succ$ on $\Gamma$ such that:
(i) for any equivalence class $\mathscr{C}$, any $a \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}} \mathscr{C}$, and any non-zero $x \in \operatorname{span}_{\mathbb{Z}_{\geqslant 0}}\{\beta \in \Gamma \mid$ $\beta \succ \mathscr{C}\}$, we have that $a+x \notin \operatorname{span}_{\mathbb{Z}_{\geqslant 0}}\{\beta \in \Gamma \mid \beta \preceq \mathscr{C}\}$;
(ii) for any equivalence class $\mathscr{C}$, any $a \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}} \mathscr{C}$, and any non-zero $x \in \operatorname{span}_{\mathbb{Z} \geqslant 0}\{\beta \in \Gamma \mid$ $\beta \prec \mathscr{C}\}$, we have that $a+x \notin \operatorname{span}_{\mathbb{Z} \geqslant 0}\{\beta \in \Gamma \mid \beta \succeq \mathscr{C}\}$.
A convex order is a convex pre-order which is a total order.
Remark 1.9. In the case of a total order, Definition 1.8 is equivalent to requiring that, for any $S, S^{\prime} \subset \Gamma$ such that $\alpha \succ \alpha^{\prime}$ for all $\alpha \in S, \alpha^{\prime} \in S^{\prime}, \operatorname{span}_{\mathbb{R}_{\geqslant 0}} S \cap \operatorname{span}_{\mathbb{R} \geqslant 0} S^{\prime}=\{0\}$.

Lemma 1.10. A pre-order $\succ$ on a countable set of vectors $\Gamma$ in a vector space $V$ is convex if and only if, for any equivalence class $\mathscr{C}$, there is a sequence of co-oriented hyperplanes $H_{n} \subset V$ for $n \in \mathbb{Z}_{>0}$ such that $\mathscr{C} \subset H_{n}$ for all $n$, and each $\alpha \in \Gamma$ lies:

- on the positive side of $H_{n}$ for $n \gg 0$ if $\alpha \succ \mathscr{C}$; and
- on the negative side of $H_{n}$ for $n \gg 0$ if $\alpha \prec \mathscr{C}$.

Remark 1.11. We need to allow a sequence of hyperplanes, because $\Gamma$ may be infinite.
Proof. Fix any finite subset $U$ of $\Gamma \backslash \mathscr{C}$. Let $U_{ \pm}$denote the subsets $U$ consisting of vectors which are greater/less than $\mathscr{C}$ according to $\succ$. Consider the quotient $\mathfrak{h} / \operatorname{span}(\mathscr{C})$, and the cones $C_{1}=\operatorname{span}_{\mathbb{R} \geqslant 0}\left\{\bar{\alpha}: \alpha \in U_{-}\right\}$and $C_{2}=\operatorname{span}_{\mathbb{R} \geqslant 0}\left\{\bar{\alpha}: \alpha \in U_{+}\right\}$in this space. Convexity implies that $\bar{\alpha} \neq 0$ for all $\alpha \in U$.

Any point in $C_{1} \cap C_{2}$ has a pre-image in

$$
\operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left[\mathscr{C} \cup U_{+}\right] \cap \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left[\mathscr{C} \cup U_{-}\right],
$$

which by convexity must in fact lie in $\operatorname{span}_{\mathbb{R} \geqslant 0} \mathscr{C}$. Hence, $C_{1} \cap C_{2}=\{0\}$.
Similarly, neither $C_{1}$ nor $C_{2}$ contains a line since if $x+y=0$ for $x, y \in C_{1}$, then $x$ and $y$ have pre-images in $x^{\prime}, y^{\prime} \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left(U_{+} \cup \mathscr{C}\right)$, which we can choose so that $x^{\prime}+y^{\prime} \in \operatorname{span}_{\mathbb{R} \geqslant 0} \mathscr{C}$. Convexity thus implies that $x^{\prime}, y^{\prime} \in \operatorname{span}_{\mathbb{R} \geqslant 0} \mathscr{C}$, so $x=y=0$.

Thus, $C_{1}$ and $C_{2}$ are closed finite polyhedral cones in a finite-dimensional vector space whose intersection consists exactly of the origin, neither of which contains a line. Two such cones are always separated by a hyperplane since their duals are full dimensional and span the whole space, and therefore contain elements in their interiors that sum to 0 .

The pre-image of this hyperplane in $\mathfrak{h}$ separates the elements of $U$ as desired; thus, as we let $U$ grow, we will obtain the desired sequence of hyperplanes.

It is easy to see that, if such a sequence exists for every equivalence class $\mathscr{C}$, then the order must be convex.

We now define charges, which are our main tool for constructing and studying convex orders.
Definition 1.12. A charge is a linear function $c: V \rightarrow \mathbb{C}$ such that the image $c(\Gamma)$ is contained in some open half-plane defined by a line through the origin.

Every charge defines a pre-order $>_{c}$ on $\Gamma$ by setting $\alpha \geqslant_{c} \beta$ if and only if $\arg (c(\alpha)) \geqslant \arg (c(\beta))$, where arg is the usual argument function on the complex numbers, taking a branch cut of log which does not lie in the positive span of $c(\Gamma)$. This order is independent of the position of the branch cut. This pre-order is clearly convex and, for generic $c$, it is a total order.
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Lemma 1.13. Assume that $\Gamma$ is countable, that it does not contain any pair of parallel vectors, and that $\Gamma$ is contained in an open half-space $H_{+}$. Then there is a convex total order on $\Gamma$.

Proof. Choose a basis $B=\left\{b_{0}, b_{1}, \ldots, b_{n}\right\}$ such that $b_{i}$ for $i \geqslant 0$ lies in the hyperplane $H=\partial H_{+}$, and $b_{0}$ lies in $H_{+}$.

We can define a charge $c$ by sending $b_{i}$ to elements of $\mathbb{R}$ and $b_{0}$ to the upper half-plane. Since $\Gamma$ is countable, all the coefficients of $\Gamma$ in terms of $B$ lie in a countable subfield $K$ of $\mathbb{R}$. Choose $a_{0} \in \mathbb{C}_{+}$and $a_{1}, \ldots, a_{n} \in \mathbb{R}$ such that $\left\{\operatorname{Re}\left(a_{0}\right), \operatorname{Im}\left(a_{0}\right), a_{1}, \ldots, a_{n}\right\}$ is linearly independent over $K$, and consider the charge defined by $c\left(b_{i}\right)=a_{i}$. This sends no two elements of $\Gamma$ to points with the same argument, since otherwise, writing the two vectors as $v=\sum v_{i} a_{i}, v^{\prime}=\sum v_{i}^{\prime} a_{i}$, we would have

$$
\sum v_{i} a_{i}=\sum v_{i} c\left(b_{i}\right)=c(v)=p c\left(v_{i}^{\prime}\right)=\sum v_{i}^{\prime} c\left(b_{i}\right) p=\sum p v_{i}^{\prime} a_{i}
$$

for some $p \in \mathbb{R}$. Comparing imaginary parts, this is only possible if $v_{0}=p v_{0}^{\prime}$, so $p \in K$. This implies that $v_{i}=p v_{i}^{\prime}$ for all $i$ by the linear independence of $\left\{\operatorname{Re}\left(a_{0}\right), a_{1}, \ldots, a_{n}\right\}$, so $v$ and $v^{\prime}$ are parallel, and we assumed that $\Gamma$ does not contain parallel vectors. Thus, $c$ defines a total order.

Lemma 1.14. Assume that $\Gamma$ is countable, that it does not contain any pair of parallel vectors, and that $\Gamma$ lies in an open half-plane $H_{+}$. Then every convex pre-order on $\Gamma$ can be refined to a convex order. Furthermore, this can be done by choosing any convex order on each equivalence class.

Proof. Fix a convex pre-order $\succ$ on $\Gamma$ and an equivalence class $\mathscr{D}$. By Lemma 1.13, we can choose a convex total order $>_{\mathscr{D}}$ on $\mathscr{D}$. Let $\succ^{\prime}$ be the refinement of $\succ$ using the order $>_{\mathscr{D}}$ on $\mathscr{D}$. Definition 1.8 clearly holds for any class $\mathscr{C}$ which does not lie in $\mathscr{D}$. Thus, we may reduce to the case where $\mathscr{C}=\{\beta\}$ for some $\beta \in \mathscr{D}$.

We need to show that if $x \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left\{\gamma \succ^{\prime} \beta\right\}$, then $x+\beta \notin \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left\{\gamma \preceq^{\prime} \beta\right\}$. We can write $x=x^{\prime}+x^{\prime \prime}$ with $x^{\prime} \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\{\gamma \succ \mathscr{D}\}$ and $x^{\prime \prime} \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}}\left\{\gamma>_{\mathscr{D}} \beta\right\}$. If $x^{\prime} \neq 0$, then convexity implies that

$$
x+\beta=x^{\prime}+\left(x^{\prime \prime}+\beta\right) \notin \operatorname{span}_{\mathbb{R} \geqslant 0}\{\gamma \preceq \mathscr{D}\} \supset \operatorname{span}_{\mathbb{R} \geqslant 0}\left\{\gamma \preceq^{\prime} \beta\right\} .
$$

On the other hand, if $x^{\prime}=0$, then we have reduced to the same situation using only roots from $\mathscr{D}$, so it follows from the convexity of $>_{\mathscr{D}}$.

Now fix a symmetrizable Kac-Moody algebra $\mathfrak{g}$ with root system $\Delta$ and Cartan subalgebra $\mathfrak{h}$. Let $\Delta_{+}^{\min }$ be the set of positive roots $\alpha$ such that $x \alpha$ is not a root for any $0<x<1$ (this is all positive roots in finite type). From now on we will only consider convex orders on $\Delta_{+}^{\min }$. In this case the conditions of Lemmas 1.13 and 1.14 clearly hold. Notice also that, since any root can be expressed as a non-negative linear combination of simple roots, for any convex total order the minimal and maximal elements must be simple.

We will need the following notion of 'reflection' for convex orders and charges.
Definition 1.15. Fix a convex pre-order $\succ$ such that $\alpha_{i}$ is the unique lowest (respectively greatest) root. Define a new convex order $\succ^{s_{i}}$ by

$$
\beta \succ \gamma \Leftrightarrow s_{i} \beta \succ^{s_{i}} s_{i} \gamma \quad \text { if } \beta, \gamma \neq \alpha_{i}
$$

and $\alpha_{i}$ greatest (respectively lowest) for $\succ^{s_{i}}$.
Similarly, for a charge $c$ such that $\arg \alpha_{i}$ is lowest (respectively greatest) amongst positive roots, define a new charge $c^{s_{i}}$ by $c^{s_{i}}(\nu)=c\left(s_{i}(\nu)\right)$.
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It is straightforward to check that reflections for charges and convex orders are compatible in the sense that, for all charges $c$ such that $\alpha_{i}$ is greatest or lowest, $\left(>_{c}\right)^{s_{i}}$ and $>_{c^{s_{i}}}$ coincide.

The following result is well known with the usual definition of convex order. The fact that it holds for our definition as well shows that the two definitions agree in the case of convex orders on finite-type root systems.

Proposition 1.16. Assume that $\mathfrak{g}$ is of finite type. There is a bijection between convex orders on $\Delta_{+}$and expressions $\mathbf{i}=i_{1} \cdots i_{N}$ for the longest word $w_{0}$, which is given by sending $\mathbf{i}$ to the order $\alpha_{i_{1}} \succ s_{i_{1}} \alpha_{i_{2}} \succ s_{i_{1}} s_{i_{2}} \alpha_{i_{3}} \succ \cdots \succ s_{i_{1}} \cdots s_{i_{N-1}} \alpha_{i_{N}}$.

Proof. First, fix a reduced expression. It is well known that

$$
\left\{\alpha_{i_{1}}, s_{i_{1}} \alpha_{i_{2}}, s_{i_{1}} s_{i_{2}} \alpha_{i_{3}}, \ldots, s_{i_{1}} \cdots s_{i_{N-1}} \alpha_{i_{N}}\right\}
$$

is an enumeration of the positive roots, so we have defined a total ordering on positive roots. For any root $\beta=s_{i_{1}} \cdots s_{i_{r-1}} \alpha_{i_{r}}$, the hyperplane defined by the zeros of $s_{i_{1}} \cdots s_{i_{r-1}}\left(\rho^{\vee}-\omega_{i_{r}}^{\vee}\right)$ separates those larger than it from those smaller than it, so this order is convex by Lemma 1.10.

Now fix a convex order $\succ$. The greatest root must be a simple root $\alpha_{i_{1}}$. The convex order $\succ^{s_{i_{1}}}$ as defined above also has a greatest root $\alpha_{i_{2}}$. Define $i_{3}$ in the same way using $\succ^{s_{1} s_{2}}$ and continue as many times as there are positive roots. The list $\alpha_{i_{1}}, s_{i_{1}} \alpha_{i_{2}}, s_{i_{1}} s_{i_{2}} \alpha_{i_{3}}, \ldots, s_{i_{1}} \cdots s_{i_{N-1}} \alpha_{i_{N}}$ is a complete, irredundant list of positive roots. This implies that $\mathbf{i}$ is a reduced expression for $w_{0}$. Furthermore, if we apply the procedure in the statement to create an order on positive roots from this expression, we clearly end up with our original convex order.

Of course, if $\mathfrak{g}$ is of infinite type, the technique in the proof of Proposition 1.16 will result not in a reduced word for the longest element (which does not exist), but an infinite reduced word $i_{1}, i_{2}, i_{3}, \ldots$ in $I$ as well as a dual sequence $\ldots, i_{-3}, i_{-2}, i_{-1}$ constructed from looking at lowest elements. The corresponding lists of roots

$$
\alpha_{i_{1}} \succ s_{i_{1}} \alpha_{i_{2}} \succ s_{i_{1}} s_{i_{2}} \alpha_{i_{3}} \succ \cdots \quad \text { and } \quad \cdots \succ s_{i_{-1}} s_{i_{-2}} \alpha_{i_{-3}} \succ s_{i_{-1}} \alpha_{i_{-2}} \succ \alpha_{i_{-1}}
$$

are totally ordered, but do not contain every root. We call the roots that appear in the list $\alpha_{i_{1}} \succ s_{i_{1}} \alpha_{i_{2}} \succ s_{i_{1}} s_{i_{2}} \alpha_{i_{3}} \succ \cdots$ accessible from below, and those in the other list accessible from above. The terminology is due to the fact that the roots in the first list will correspond to edges near the bottom of the MV polytope, and those in the second list will correspond to edges near the top. The roots that are accessible from above or below are exactly those that are finitely far from one end of the order $\succ$.

Remark 1.17. In the affine case, for most convex orders, only $\delta$ is neither accessible from above nor accessible from below; this happens exactly for the one-row orders from [Ito01], which includes all orders induced by charges. In more general types, one typically misses many roots, including many real roots. In many cases, one even misses simple roots.

Definition 1.18. Fix a convex order $\succ$. For each $b \in B(-\infty)$ and each real root $\alpha$ which is accessible from above, define an integer $\mathrm{a}_{\alpha}^{\succ}(b)$ by setting $\mathrm{a}_{\alpha_{i}}^{\succ}(b)=\varphi_{i}(b)$ if $\alpha_{i}$ is minimal for $\succ$, and

$$
\mathrm{a}_{\alpha}^{\succ}(b)=\mathrm{a}_{S_{i} \alpha}^{\succ_{i}}\left(\sigma_{i}^{*}\left(\tilde{f}_{i}^{\varphi_{i}(b)} b\right)\right)
$$

for all other accessible from above roots.

## Mirković-Vilonen polytopes and Khovanov-Lauda-Rouquier algebras

Similarly, define $\mathfrak{a}_{\alpha}^{\succ}$ for all $\alpha$ which are accessible from below by $\mathrm{a}_{\alpha_{i}}^{\succ}(b)=\varphi_{i}^{*}(b)$ if $\alpha_{i}$ is maximal for $\succ$, and

$$
\mathrm{a}_{\alpha}^{\succ}(b)=\mathrm{a}_{s_{i} \alpha}^{\iota_{i}}\left(\sigma_{i}\left(\left(\tilde{f}_{i}^{*}\right)^{\varphi_{i}^{*}(b)} b\right)\right)
$$

for other accessible from below roots.
We call the collection $\left\{\mathrm{a}_{\alpha}^{\succ}(b)\right\}_{\alpha \in \Delta_{+}^{\text {min }}}$ the crystal-theoretic Lusztig data for $b$ with respect to $\succ$.

In infinite types, no root is accessible from both above and below, but in finite type all are. Thus, in order to justify our notation, we must prove that the two definitions we have given for $\mathrm{a}_{\alpha}^{\succ}$ agree. In fact, we now show that both agree with the exponents in Lusztig's PBW basis element corresponding to $b$ for the reduced expression of $w_{0}$ giving the convex order $\succ$. This connection explains the term 'Lusztig data'.

Proposition 1.19. In finite type, for any $b \in B(-\infty)$, the two definitions of $\mathrm{a}_{\alpha}^{\succ}(b)$ in Definition 1.18 agree. Furthermore:
(i) let $\mathbf{i}$ be the reduced expression for $w_{0}$ corresponding to the convex order $\succ$. Then Lusztig's PBW monomial corresponding to $b$ as in [Lus96, Proposition 8.2] is $F_{\beta_{1}}^{a_{\beta_{1}}^{\hookrightarrow}(b)} F_{\beta_{2}}^{\mathrm{a}_{\beta_{2}}^{\succ}(b)} \cdots F_{\beta_{N}}^{a_{\beta_{N}}^{\curlyvee}}{ }^{(b)}$;
(ii) for all $\alpha$, the geometric Lusztig data $a_{\alpha}^{\succ}(P)$ of the MV polytope corresponding to $b$ agrees with $\mathrm{a}_{\alpha}^{\succ}(b)$.

Proof. It follows by applying [Sai94, Proposition 3.4.7] repeatedly that the definitions of $\mathrm{a}_{\alpha}^{\succ}(b)$ both read off the exponent of $F_{\alpha}$ in Lusztig's PBW monomial corresponding to $b$ for the order $\succ$ (with one definition, one starts reading from the right of the monomial and with the other one starts reading from the left). Hence, they agree and satisfy (i). It is shown in [Kam10, Kam07] that $a_{\alpha}^{\succ}(P)$ also satisfies (i), from which it is immediate that $a_{\alpha}^{\succ}(P)=\mathrm{a}_{\alpha}^{\succ}(b)$.

The following notion of compatibility allows us to study an arbitrary convex order on $\Delta_{+}^{\min }$ using charges.

Definition 1.20. Fix a triple $(\mathscr{C}, \succ, n)$, where $\succ$ is a convex pre-order on $\Delta_{+}^{\min }, \mathscr{C}$ is an equivalence class for $\succ$, and $n>0$. A charge $c$ is said to be ( $\mathscr{C}, \succ, \mathbf{n}$ ) compatible if all roots in $\mathscr{C}$ have the same argument with respect to $>_{c}$ and, for all $\beta \in \Delta_{+}$of depth $\leqslant n$, we have $\mathscr{C} \prec \beta$ if and only if $\mathscr{C}<_{c} \beta$ and $\mathscr{C} \succ \beta$ if and only if $\mathscr{C}>_{c} \beta$.

Lemma 1.21. For every triple $(\mathscr{C}, \succ, n)$ as in Definition 1.20 there is a $(\mathscr{C}, \succ, n)$ compatible charge.

Proof. Choose a sequence of hyperplanes $H_{m}$ as in Lemma 1.10, and choose $m$ large enough that all the roots $\beta$ of depth $\leqslant n$ are on the correct side of $H_{m}$. One can choose a charge $c$ such that $H_{m}$ is the inverse image of the imaginary line, and such that some root $\alpha \succ \mathscr{C}$ has argument greater than $\pi / 2$. This must in fact be a $(\mathscr{C}, \succ, n)$ compatible charge.

Lemma 1.22. Fix a convex pre-order $>$ and a co-oriented hyperplane $H$ such that $\alpha>\beta$ whenever $\alpha$ is on the positive side of $H$ and $\beta$ is on the negative. Consider a simple root $\alpha_{i}$ on the positive side of $H$. Then there is a convex pre-order $\succ$ such that:

## P. Tingley and B. Webster

- $\alpha_{i}$ is the unique maximal root; and
- for all $\alpha, \beta \in \Delta_{+}^{\min }$ with $\alpha$ on the non-positive side of $H, \alpha \succ \beta$ if and only if $\alpha>\beta$, and $\alpha \prec \beta$ if and only if $\alpha<\beta$. That is, the relative position of any root on the non-positive side of $H$ with any other root remains unchanged.
If $>$ is a total order, then $\succ$ can be taken to be a total order as well.
Proof. Let $f$ be any function whose vanishing locus is $H$ with the correct co-orientation. Consider the function $f_{t}=t f+(1-t) s_{i} \rho^{\vee}$ for $t \in[0,1]$. At $t=0$, the only root on which $f_{t}$ has a positive value is $\alpha_{i}$; for every other root $\beta$ on the positive side of $H$, there is a unique $t(\beta) \in(0,1)$ such that $f_{t}(\beta)=0$.

Define $\alpha \succeq \beta$ if:
(i) $\alpha \geqslant \beta$ and $f(\beta) \leqslant 0$; or
(ii) $f(\alpha), f(\beta)>0$ and $t(\alpha) \leqslant t(\beta)$; or
(iii) $\alpha=\alpha_{i}$.

This is a convex pre-order since all equivalence classes and initial/final segments are either defined as the vectors lying in or on one side of a hyperplane, or as equivalence classes or segments for $>$. Certainly, the relative position of any root on the negative side of $H$ with any other root agrees with the relative position for $>$.

By Lemma 1.14, if the order $>$ is total, we can refine $\succ$ to a total order by using $>$ to order within each equivalence class.

### 1.3 Pseudo-Weyl polytopes

Definition 1.23. A pseudo-Weyl polytope is a convex polytope $P$ in $\mathfrak{h}^{*}$ with all edges parallel to roots.

Definition 1.24. For a pseudo-Weyl polytope $P$, let $\mu_{0}(P)$ be the vertex of $P$ such that $\left\langle\mu_{0}(P)\right.$, $\left.\rho^{\vee}\right\rangle$ is lowest, and $\mu^{0}(P)$ the vertex where this is highest (these are vertices, as for all roots $\left\langle\alpha, \rho^{\vee}\right\rangle \neq 0$ ).

Lemma 1.25. Fix a pseudo-Weyl polytope $P$ and a convex order $\succ$ on $\Delta_{+}^{\min }$. There is a unique path $P^{\succ}$ through the 1-skeleton of $P$ from $\mu_{0}(P)$ to $\mu^{0}(P)$ which passes through at most one edge parallel to each root, and these appear in decreasing order according to $\succ$ as one travels from $\mu_{0}(P)$ to $\mu^{0}(P)$.

Proof. Let $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{r}\right\} \in \Delta_{+}^{\text {min }}$ be the minimal roots that are parallel to edges in $P$, ordered by $\beta_{1} \succ \beta_{2} \succ \cdots \succ \beta_{r}$. Since $\succ$ is convex, for each $1 \leqslant k \leqslant r-1$, one can find $\phi_{k} \in \mathfrak{h}$ such that $\left\langle\beta_{r}, \phi_{k}\right\rangle>0$ for $r \leqslant k$, and $\left\langle\beta_{r}, \phi_{k}\right\rangle<0$ for $r>k$. Let $\phi_{0}=\rho^{\vee}$ and $\phi_{r}=-\rho^{\vee}$. Construct a path $\phi_{t}$ in coweight space for $t$ ranging from 0 to $r$ by, for $t=k+q$, for $0 \leqslant q<1$ letting $\phi_{t}=(1-q) \phi_{k}+q \phi_{k+1}$. As $t$ varies from 0 to $r$, the locus in the polytope where $\phi_{t}$ takes on its lowest value is generically a vertex of $P$, but occasionally defines an edge. The set of edges that come up is the required path.

Definition 1.26. Fix a pseudo-Weyl polytope $P$ and a convex order $\succ$. For each $\alpha \in \Delta_{+}^{\min }$, define $a_{\alpha}^{\succ}(P)$ to be the unique non-negative number such that the edge in $P^{\succ}$ parallel to $\alpha$ is a translate of $a_{\alpha}^{\succ}(P) \alpha$. We call the collection $\left\{a_{\alpha}^{\succ}(P)\right\}$ the geometric Lusztig data of $P$ with respect to $\succ$.
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Lemma 1.27. Let $P$ be a pseudo-Weyl polytope and $E$ an edge of $P$. Then there exists a charge $c$ such that $>_{c}$ is a total order and $E \subset P^{>_{c}}$. In particular, a pseudo-Weyl polytope $P$ is uniquely determined by its geometric Lusztig data with respect to all convex orders $>_{c}$ coming from charges.

Proof. Since $E$ is an edge of $P$, there is a functional $\phi \in \mathfrak{h}$ such that

$$
E=\{p \in P:\langle p, \phi\rangle \text { is greatest }\} .
$$

Since $P$ is a pseudo-Weyl polytope, $E$ is parallel to some root $\beta$, and so $\langle\beta, \phi\rangle=0$. Furthermore, $\phi$ may be chosen so that $\left\langle\beta^{\prime}, \phi\right\rangle \neq 0$ for all other $\beta^{\prime}$ which are parallel to edges of $P$. For any linear function $f: \mathfrak{h} \rightarrow \mathbb{R}$ such that $f\left(\Delta_{+}\right) \subset \mathbb{R}_{+}$, define a charge $c_{f}$ by

$$
c_{f}(p)=\phi(p)+f(p) i .
$$

For generic $f$, the charge $c_{f}$ satisfies the required conditions.
The following should be thought of as a general-type analogue of the fact that, in finite type, any reduced expression for $w_{0}$ can be obtained from any other by a finite number of braid moves. In fact, this statement can be generalized to include all convex orders, not just those coming from charges, but we only need the simpler version.

There is a natural height function on any pseudo-Weyl polytope given by $\rho^{\vee}$. Thus, for each face there is a notion of top and bottom vertices.

Lemma 1.28. Let $P$ be a pseudo-Weyl polytope and $c, c^{\prime}$ two generic charges. Then there is a sequence of generic charges $c_{0}, c_{1}, \ldots c_{k}$ such that $P^{>_{0}}=P^{>{ }_{c}}, P^{>c_{k}}=P^{>c^{\prime}}$ and, for all $k \leqslant j<k$, $P^{>c_{j}}$ and $P^{>c_{j+1}}$ differ by moving from the bottom vertex to the top vertex of a single 2 -face of $P$ in the two possible directions.

Proof. Let $\Delta^{\text {res }}$ be the set of root directions that appear as edges in $P$. For $0 \leqslant t \leqslant 1$, let $c_{t}=(1-t) c+t c^{\prime}$. Clearly, this is a charge. We can deform $c, c^{\prime}$ slightly, without changing the order of any of the roots in $\Delta^{\text {res }}$, such that:

- for all but finitely many $t, c_{t}$ induces a total order on $\Delta^{\text {res }}$;
- for those $t$ where $c_{t}$ does not induce a total order, there is exactly one argument $0<a_{t}<\pi$ such that more than one root in $\Delta^{\text {res }}$ has argument $a_{t}$. Furthermore, the span of the roots with argument $a_{t}$ is two dimensional.

Denote the values of $t$ where $c_{t}$ does not induce a total order by $\vartheta_{1}, \ldots \vartheta_{k-1}$. Fix $t_{1}, \ldots, t_{k}$ with

$$
0=t_{0}<\vartheta_{1}<t_{1}<\vartheta_{2} \cdots<t_{k-1}<\vartheta_{k-1}<t_{k}=1 .
$$

Then $c_{j}=c_{t_{j}}$ is the required sequence.

### 1.4 Finite-type MV polytopes

Mirković-Vilonen (MV) polytopes are polytopes in the weight space of a complex-simple Lie algebra which first arose as moment map images of the MV cycles in the affine Grassmannian, as studied by Mirković and Vilonen [MV07]. Anderson [And03] and Kamnitzer [Kam10, Kam07] developed a realization of $B(-\infty)$ using these polytopes as the underlying set. Here we will not need details of these constructions, but will only use certain characterization theorems.
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The following is discussed implicitly in [BK12].
Proposition 1.29. For finite-type $\mathfrak{g}$, there is a unique map $b \rightarrow P_{b}$ from $B(-\infty)$ to pseudo-Weyl polytopes such that:
(i) $\operatorname{wt}(b)=\mu^{0}\left(P_{b}\right)-\mu_{0}\left(P_{b}\right)$;
(ii) if $\succ$ is a convex order with minimal root $\alpha_{i}$, then, for all $\beta \neq \alpha_{i}, a_{\beta}^{\succ}\left(P_{\tilde{e}_{i}(b)}\right)=a_{\beta}^{\succ}\left(P_{b}\right)$ and $a_{\alpha_{i}}^{\succ}\left(P_{\tilde{e}_{i}(b)}\right)=a_{\alpha_{i}}^{\succ}\left(P_{b}\right)+1$;
(iii) if $\succ$ is a convex order with minimal root $\alpha_{i}$ and $\varphi_{i}\left(P_{b}\right)=0$, then, for all $\beta \neq \alpha_{i}$, $a_{\beta}^{\succ}\left(P_{b}\right)=a_{s_{i}(\beta)}^{\succ^{s_{i}}}\left(P_{\sigma_{i} b}\right)$ and $a_{\alpha_{i}}^{s_{i}}\left(P_{\sigma_{i} b}\right)=0$.
Here $\sigma_{i}$ is the Saito reflection from Definition 1.6. This map is the unique bicrystal isomorphism between $B(-\infty)$ and the set of MV polytopes.

Proof. The first step is to show that there is at most one map $b \rightarrow P_{b}$ satisfying the conditions. To see this, we proceed by induction. Consider the reverse-lexicographical order on collections of integers $\mathbf{a}=\left(a_{k}\right)_{1 \leqslant k \leqslant N}$. Assume that $\mathbf{a}$ is minimal such that, for some convex order,

$$
\beta_{1} \succ \beta_{2} \succ \cdots \cdots \succ \beta_{N}
$$

and, for two maps $b \rightarrow P_{b}$ and $b \rightarrow P_{b}^{\prime}$ satisfying the conditions, $a_{\beta_{k}}^{\succ}\left(P_{b}\right)=a_{k}$ for all $k$, but $a_{\beta_{k}}^{\succ}\left(P_{b}^{\prime}\right) \neq a_{k}$ for some $k$.

If $a_{N} \neq 0$, we can reduce to a smaller such example using condition (ii). Otherwise, as long as some $a_{k} \neq 0$, we can reduce to a smaller such example using (iii). Clearly, the map is unique if all $a_{k}=0$, so this proves uniqueness.

It remains to show that $b \rightarrow M V_{b}$ does satisfy the conditions. But this is immediate from [Sai94, Proposition 3.4.7] and the fact that the integers $a_{\beta_{k}}^{\succ}\left(M V_{b}\right)$ agree with the exponents in Lusztig's PBW monomial corresponding to $b$, which is shown in [Kam10, Theorem 7.2].

We also need the following standard facts about MV polytopes.
Theorem 1.30 [Kam10, Theorem D]. The MV polytopes are exactly those pseudo-Weyl polytopes such that all 2-faces are MV polytopes for the corresponding rank-2 root system.

Theorem 1.31 [Kam10, 4.2]. An MV polytope is uniquely determined by its geometric Lusztig data with respect to any one convex order on positive roots.

### 1.5 Rank-2 affine MV polytopes

We briefly review the MV polytopes associated to the affine root systems $\widehat{\mathfrak{s}}_{2}$ and $A_{2}^{(2)}$ in [BDKT13], and recall a characterization of the resulting polytopes developed in [MT14].

The $\widehat{\mathfrak{s l}}_{2}$ and $A_{2}^{(2)}$ root systems correspond to the affine Dynkin diagrams


The corresponding symmetrized Cartan matrices are

$$
\widehat{\mathfrak{s}}_{2}: \quad N=\left(\begin{array}{rr}
2 & -2 \\
-2 & 2
\end{array}\right), \quad A_{2}^{(2)}: \quad N=\left(\begin{array}{rr}
2 & -4 \\
-4 & 8
\end{array}\right) .
$$
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Denote the simple roots by $\alpha_{0}, \alpha_{1}$, where in the case of $A_{2}^{(2)}$ the short root is $\alpha_{0}$. Define $\delta=\alpha_{0}+\alpha_{1}$ for $\widehat{\mathfrak{s}}_{2}$ and $\delta=2 \alpha_{0}+\alpha_{1}$ for $A_{2}^{(2)}$.

The dual Cartan subalgebra $\mathfrak{h}^{*}$ of $\mathfrak{g}$ is a three-dimensional vector space containing $\alpha_{0}, \alpha_{1}$. This has a standard non-degenerate bilinear form $(\cdot, \cdot)$ such that $\left(\alpha_{i}, \alpha_{j}\right)=N_{i, j}$. Notice that $\left(\alpha_{0}, \delta\right)=\left(\alpha_{1}, \delta\right)=0$. Fix fundamental coweights $\omega_{0}, \omega_{1}$ which satisfy $\left(\alpha_{i}, \omega_{j}\right)=\delta_{i, j}$, where we are identifying coweight space with weight space using $(\cdot, \cdot)$.

The set of positive roots for $\widehat{\mathfrak{s l}}_{2}$ is

$$
\begin{equation*}
\left\{\alpha_{0}, \alpha_{0}+\delta, \alpha_{0}+2 \delta, \ldots\right\} \sqcup\left\{\alpha_{1}, \alpha_{1}+\delta, \alpha_{1}+2 \delta, \ldots\right\} \sqcup\{\delta, 2 \delta, 3 \delta \ldots\}, \tag{1.1}
\end{equation*}
$$

where the first two families consist of real roots and the third family of imaginary roots. The set of positive roots for $A_{2}^{(2)}$ is

$$
\begin{equation*}
\Delta_{\mathrm{re}}^{+}=\left\{\alpha_{0}+k \delta, \alpha_{1}+2 k \delta, \alpha_{0}+\alpha_{1}+k \delta, 2 \alpha_{0}+(2 k+1) \delta \mid k \geqslant 0\right\} \quad \text { and } \quad \Delta_{\mathrm{im}}^{+}=\{k \delta \mid k \geqslant 1\}, \tag{1.2}
\end{equation*}
$$

where $\Delta_{\mathrm{re}}^{+}$consists of real roots and $\Delta_{\mathrm{im}}^{+}$of imaginary roots. We draw these as

$\widehat{\mathfrak{S}}_{2}$

$A_{2}^{(2)}$

Definition 1.32. Label the positive real roots by $r_{k}, r^{k}$ for $k \in \mathbb{Z}_{>0}$ by:

- for $\widehat{\mathfrak{s l}}_{2}: r_{k}=\alpha_{1}+(k-1) \delta$ and $r^{k}=\alpha_{0}+(k-1) \delta ;$
- for $A_{2}^{(2)}$ :

$$
r_{k}=\left\{\begin{array}{ll}
\tilde{\alpha}_{1}+(k-1) \tilde{\delta} & \text { if } k \text { is odd }, \\
\tilde{\alpha}_{0}+\tilde{\alpha}_{1}+\frac{k-2}{2} \tilde{\delta} & \text { if } k \text { is even, }
\end{array} \quad r^{k}= \begin{cases}\tilde{\alpha}_{0}+\frac{k-1}{2} \tilde{\delta} & \text { if } k \text { is odd } \\
2 \tilde{\alpha}_{0}+(k-1) \tilde{\delta} & \text { if } k \text { is even }\end{cases}\right.
$$

There are exactly two convex orders on $\Delta_{+}^{\min }$ : the order $\succ_{+}$

$$
r_{1} \succ_{+} r_{2} \succ_{+} \cdots \succ_{+} \delta \succ_{+} \cdots \succ_{+} r^{2} \succ_{+} r^{1}
$$

and the reverse of this order, which we denote by $\succ_{-}$.
Definition 1.33. A rank-2 affine decorated pseudo-Weyl polytope is a pseudo-Weyl polytope along with a choice of two partitions $a_{\delta}=\left(\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots\right)$ and $\bar{a}_{\delta}=\left(\bar{\lambda}_{1} \geqslant \bar{\lambda}_{2} \geqslant \cdots\right)$ such that $\mu^{\infty}-\mu_{\infty}=\left|a_{\delta}\right| \delta$ and $\bar{\mu}^{\infty}-\bar{\mu}_{\infty}=\left|\bar{a}_{\delta}\right| \delta$. Here $\left|a_{\delta}\right|=\lambda_{1}+\lambda_{2}+\cdots$ and $\left|\bar{a}_{\delta}\right|=\bar{\lambda}_{1}+\bar{\lambda}_{2}+\cdots$ and $\mu_{\infty}, \bar{\mu}_{\infty}, \mu^{\infty}, \bar{\mu}^{\infty}$ are as in Figure 1.
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Figure 1. An $\widehat{\mathfrak{s l}}_{2}$ MV polytope. The partitions labeling the vertical edges are indicated by including extra vertices on the vertical edges, such that the edge is cut into the pieces indicated by the partition. The root parallel to each non-vertical edge is indicated. The Lusztig data $\mathbf{a}=\mathbf{a}^{\succ+}$ records the path on the right-hand side, and $\overline{\mathbf{a}}=\mathbf{a}^{\succ}$ - records the path on the left. Hence, $a_{\alpha_{1}}=2, a_{\alpha_{1}+\delta}=1, a_{\alpha_{1}+2 \delta}=1, a_{\delta}=(9,2,1,1), a_{\alpha_{0}+2 \delta}=1, a_{\alpha_{0}}=1, \bar{a}_{\alpha_{0}}=1, \bar{a}_{\alpha_{0}+\delta}=2$, $\bar{a}_{\alpha_{0}+2 \delta}=1, \bar{a}_{\alpha_{0}+3 \delta}=1, \bar{a}_{\delta}=(2,1,1), \bar{a}_{\alpha_{1}+3 \delta}=1, \bar{a}_{\alpha_{1}+\delta}=1, \bar{a}_{\alpha_{1}}=5$, and all others are 0.

Definition 1.34. The right Lusztig data of a decorated pseudo-Weyl polytope $P$ is the refinement $\mathbf{a}=\left(a_{\alpha}\right)_{\alpha \in \Delta_{+}^{\min }}$ of the Lusztig data from $\S 1.3$ with respect to $\succ_{+}$(which records the lengths of the edges parallel to each root up one side of $P$ ), where, for $\alpha \neq \delta, a_{\alpha}=a_{\alpha}^{\succ+}(P)$, and $a_{\delta}$ is the partition from Definition 1.33. Similarly, the left Lusztig data is $\overline{\mathbf{a}}=\left(\bar{a}_{\alpha}\right)_{\alpha \in \Delta_{+}^{\text {min }}}$, where, for $\alpha \neq \delta, \bar{a}_{\alpha}=a_{\alpha}^{\succ-}(P)$, and $\bar{a}_{\delta}$ is as in Definition 1.33.

In [BDKT13], the first author and collaborators combinatorially defined a set $\mathcal{M V}$ of decorated pseudo-Weyl polytopes, which they call rank-2 affine MV polytopes. We will not need the details of this construction, but will instead use the following result from [MT14].

Assume that $\mathfrak{g}$ is of rank-2 affine type. Define $\ell_{0}$ and $\ell_{1}$ by $\delta=\ell_{0} \alpha_{0}+\ell_{1} \alpha_{1}$ (so $\ell_{0}=\ell_{1}=1$ for $\widehat{\mathfrak{s l}}_{2}$, and $\ell_{0}=2, \ell_{1}=1$ for $\left.A_{2}^{(2)}\right)$.

Theorem 1.35 [MT14, Theorem 3.11]. There is a unique map $b \rightarrow P_{b}$ from $B(-\infty)$ to type $\mathfrak{g}$ decorated pseudo-Weyl polytopes (considered up to translation) such that, for all $b \in B(-\infty)$, the following hold:
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(i) $\operatorname{wt}(b)=\mu^{0}\left(P_{b}\right)-\mu_{0}\left(P_{b}\right)$;
(ii.1) $a_{\alpha_{0}}\left(P_{\tilde{e}_{0} b}\right)=a_{\alpha_{0}}\left(P_{b}\right)+1$ and, for all other root directions, $a_{\alpha}\left(P_{\tilde{e}_{0} b}\right)=a_{\alpha}\left(P_{b}\right)$;
(ii.2) $\bar{a}_{\alpha_{1}}\left(P_{\tilde{e}_{1} b}\right)=\bar{a}_{\alpha_{1}}\left(P_{b}\right)+1$ and, for all other root directions, $\bar{a}_{\alpha}\left(P_{\tilde{e}_{1} b}\right)=\bar{a}_{\alpha}\left(P_{b}\right)$;
(ii.3) $a_{\alpha_{1}}\left(P_{\tilde{e}_{1}^{*} b}\right)=a_{\alpha_{1}}\left(P_{b}\right)+1$ and, for all other root directions, $a_{\alpha}\left(P_{\tilde{e}_{1}^{*} b}\right)=a_{\alpha}\left(P_{b}\right)$;
(ii.4) $\bar{a}_{\alpha_{0}}\left(P_{\tilde{e}_{0}^{*} b}\right)=\bar{a}_{\alpha_{0}}\left(P_{b}\right)+1$ and, for all other root directions, $\bar{a}_{\alpha}\left(P_{\tilde{e}_{0}^{*} b}\right)=\bar{a}_{\alpha}\left(P_{b}\right)$.

Let $\sigma_{0}, \sigma_{1}$ denote Saito's reflections.
(iii.1) If $a_{\alpha_{0}}\left(P_{b}\right)=0$, then for all $\alpha \neq \alpha_{0}, a_{\alpha}\left(P_{b}\right)=\bar{a}_{s_{0}(\alpha)}\left(P_{\sigma_{0}(b)}\right)$ and $\bar{a}_{\alpha_{0}}\left(P_{\sigma_{0}(b)}\right)=0$;
(iii.2) if $\bar{a}_{\alpha_{1}}\left(P_{b}\right)=0$, then for all $\alpha \neq \alpha_{1}, \bar{a}_{\alpha}\left(P_{b}\right)=a_{s_{1}(\alpha)}\left(P_{\sigma_{1}(b)}\right)$ and $a_{\alpha_{1}}\left(P_{\sigma_{1}(b)}\right)=0$;
(iii.3) if $\bar{a}_{\alpha_{0}}\left(P_{b}\right)=0$, then for all $\alpha \neq \alpha_{0}, \bar{a}_{\alpha}\left(P_{b}\right)=a_{s_{0}(\alpha)}\left(P_{\sigma_{0}^{*}(b)}\right)$ and $a_{\alpha_{0}}\left(P_{\sigma_{0}^{*}(b)}\right)=0$;
(iii.4) if $a_{\alpha_{1}}\left(P_{b}\right)=0$, then for all $\alpha \neq \alpha_{1}, a_{\alpha}\left(P_{b}\right)=\bar{a}_{s_{1}(\alpha)}\left(P_{\sigma_{1}^{*}(b)}\right)$ and $\bar{a}_{\alpha_{1}}\left(P_{\sigma_{1}^{*}(b)}\right)=0$;
(iv) if $a_{\beta}\left(P_{b}\right)=0$ for all real roots $\beta$ and $a_{\delta}\left(P_{b}\right)=\lambda \neq 0$, then

$$
\begin{gathered}
\bar{a}_{\alpha_{1}}\left(P_{b}\right)=\ell_{1} \lambda_{1} ; \quad \bar{a}_{\delta}\left(P_{b}\right)=\lambda \backslash \lambda_{1} ; \quad \bar{a}_{\alpha_{0}}\left(P_{b}\right)=\ell_{0} \lambda_{1} ; \\
\bar{a}_{\beta}\left(P_{b}\right)=0 \quad \text { for all other } \beta \in \tilde{\Delta}_{+} .
\end{gathered}
$$

This map sends $b$ to the corresponding affine $M V$ polytope in the realization of $B(-\infty)$ from [BDKT13]. In particular, the image is exactly $\mathcal{M V}$.

Remark 1.36. Theorem 1.35 implies that, for any rank-2 affine MV polytope and any convex order $\succ$, the crystal-theoretic Lusztig data $a_{\alpha}^{\succ}$ agrees with the geometric Lusztig data $a_{\alpha}^{\succ}$ for the corresponding MV polytope for all accessible roots $\alpha$. In fact, it follows from Corollary 3.15 below that this remains true in higher rank affine cases.

### 1.6 Khovanov-Lauda-Rouquier algebras

The construction in this section is due to [KL09, Rou08] for Kac-Moody algebras, and was extended to the case of Borcherds algebras in [KOP12].

The Khovanov-Lauda-Rouquier (KLR) algebra is built out of generic string diagrams, i.e. immersed one-dimensional submanifolds of $\mathbb{R}^{2}$ whose boundary lies on the lines $y=0$ and $y=1$, where each string (i.e each immersed copy of the interval) projects homeomorphically to $[0,1]$ under the projection to the $y$-axis (so in particular there are no closed loops). These are assumed to be generic in the sense that:

- no points lie on three or more components;
- no components intersect non-transversely.

Each string is labeled with a simple root of the corresponding Kac-Moody algebra, and each string is allowed to carry dots at any point where it does not intersect another (but with only finitely many dots in each diagram). All diagrams are considered up to isotopy preserving all these conditions.

Define a product on the space of $\mathbb{k}$-linear combinations of these diagrams, where the product $a b$ of two diagrams is formed by stacking $a$ on top of $b$, shrinking vertically by a factor of two, and smoothing kinks; if the labels of the lines $y=0$ for $a$ and $y=1$ for $b$ cannot be isotoped to match, the product is 0 .

This product gives the space of $\mathbb{k}$-linear combinations of these diagrams the structure of an algebra, which has the following generators: for each sequence $\mathbf{i}=\left(i_{1}, \ldots, i_{n}\right)$ of nodes of the Dynkin diagram:
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- the idempotent $e_{\mathbf{i}}$, which is straight lines labeled with $\left(i_{1}, \ldots, i_{n}\right)$;
- the element $y_{k}^{\mathbf{i}}$, which is just straight lines with a dot on the $k$ th strand;
- the element $\psi_{k}^{\mathbf{i}}$, which is a crossing of the $i$ th and $(i+1)$ st strands.


In order to arrive at the KLR algebra $R$, we must impose the relations shown in Figure 2. All of these relations are local in nature, that is, if we recognize a small piece of a diagram which looks like the left-hand side of a relation, we can replace it with the right-hand side, leaving the rest unchanged. The relations depend on a choice of a polynomial $Q_{i j}(u, v) \in \mathbb{k}[u, v]$ for each pair $i \neq j$. Let $C=\left(c_{i j}\right)$ be the Cartan matrix of $\mathfrak{g}$ and $d_{i}$ be coprime integers so that $d_{j} c_{i j}=d_{i} c_{j i}$. We assume that each polynomial is homogeneous of degree $\left\langle\alpha_{i}, \alpha_{j}\right\rangle=-2 d_{j} c_{i j}=-2 d_{i} c_{j i}$, where $u$ has degree $2 d_{i}$ and $v$ degree $2 d_{j}$. We will always assume that the leading order of $Q_{i j}$ in $u$ is $-c_{j i}$, and that $Q_{i j}(u, v)=Q_{j i}(v, u)$.

Remark 1.37. Since we use some results from [LV11], we could constrain ourselves to the cases they consider, where $Q_{i j}=u^{-c_{j i}}+v^{-c_{i j}}$; however, nothing about their results depends on this choice and, for some purposes, it seems to be better to consider a different one. For example, this is necessary in order to define isomorphisms between KLR algebras and Hecke algebras as in [BK09], to define isomorphisms to convolution algebras as in [VV11], or to define a relationship to R-matrices as in [KKK15].

While some things are quite sensitive to the choice of $\mathbb{k}$ and $Q_{i j}$ (for example, the dimensions of simple $R$-modules), none of the theorems we prove will depend on it; the reader is free to imagine that we have chosen their favorite field and worked with it throughout.

Since the diagrams allowed in $R$ never change the sum of the simple roots labeling the strands, $R$ breaks up as a direct sum of algebras $R \cong \bigoplus_{\nu \in Q^{+}} R(\nu)$, where $Q^{+}$is the positive part of the root lattice and, for $\nu=\sum a_{i} \alpha_{i}, R(\nu)$ is the span of the diagrams with exactly $a_{i}$ strings colored with each simple root $\alpha_{i}$. In particular, for any simple $R$-module $L$, there is a unique $\nu$ such that $R(\nu) \cdot L=L$. We call this the weight of $L$. We let $\mathscr{L}_{i}$ denote the unique one-dimensional simple module of $R\left(\alpha_{i}\right)$.

It is shown in [KL09, 2.5] that, for all $\nu$,

$$
\begin{equation*}
\left\{\psi_{\sigma}\left(\prod_{k=1}^{n}\left(y_{k}^{\mathbf{i}}\right)^{r_{k}}\right) e_{\mathbf{i}} \mid \mathrm{wt}(\mathbf{i})=\nu, r_{1}, \ldots, r_{n} \geqslant 0, \sigma \in S_{n}\right\} \tag{1.3}
\end{equation*}
$$

is a basis for $R(\nu)$, where, for each permutation $\sigma, \psi_{\sigma}$ is an arbitrarily chosen diagram which permutes its strands as the permutation $\sigma$ with no double crossings.

### 1.7 Crystal structure on KLR modules

Definition 1.38 (see [KL09, §2.5]). The 'character' of a KLR module $M$ is

$$
\operatorname{ch}(M)=\sum_{\mathbf{i}} \operatorname{dim}\left(e_{\mathbf{i}} M\right) \cdot w[\mathbf{i}],
$$

an element of $\mathcal{F}$, the abelian group freely generated by words in the nodes of the Dynkin diagram.







Figure 2. The relations of the KLR algebra.

In [LV11, 1.1.4], Lauda and Vazirani defined an automorphism $\sigma: R \rightarrow R$, which up to sign reflects the diagrams through the vertical axis. We let $M^{\sigma}$ denote the twist of an $R$-module by this automorphism.

For any two positive elements $\mu, \nu$ in the root lattice there is an inclusion $R(\mu) \otimes R(\nu) \hookrightarrow$ $R(\mu+\nu)$ given by horizontal juxtaposition; let $e_{\mu, \nu}$ denote the image of the identity of $R(\mu) \otimes R(\nu)$ under this map. Let

$$
\operatorname{Res}_{\mu, \nu}^{\mu+\nu}(M)=\operatorname{Res}_{R(\mu) \otimes R(\nu)}^{R(\mu+\nu)}(M)=e_{\mu, \nu} M \quad \text { and } \quad \operatorname{Ind}_{\mu, \nu}^{\mu+\nu}(M)=R(\mu+\nu) \otimes_{R(\mu) \otimes R(\nu)} M
$$
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denote the functors of restriction and extension of scalars along this map. Note that, since the unit $e_{\mu, \nu}$ of $R(\mu) \otimes R(\nu)$ is not the same as the unit of $R(\mu+\nu)$, the underlying vector space of $\operatorname{Res}_{\mu, \nu}^{\mu+\nu}(M)$ is not $M$ but rather $e_{\mu, \nu} M$.

DEfinition 1.39. Fix representations $L$ of $R(\mu)$ and $L^{\prime}$ of $R(\nu)$; define

$$
L \circ L^{\prime}:=\operatorname{Ind}_{\mu, \nu}^{\mu+\nu}\left(L \boxtimes L^{\prime}\right)
$$

See $[K L 09, \S 2.6]$ for a more extensive discussion of this functor.
Definition 1.40. For any $R\left(\nu^{\prime \prime}\right)$ module $M$ and $R(\nu)$ module $N$, let

$$
\begin{aligned}
M \triangleleft N & =\operatorname{Hom}_{R\left(\nu^{\prime \prime}\right)}\left(M, \operatorname{Res}_{\nu^{\prime}, \nu^{\prime \prime}}^{\nu} N\right), \\
N \triangleright M & =\operatorname{Hom}_{R\left(\nu^{\prime \prime}\right)}\left(M, \operatorname{Res}_{\nu^{\prime \prime}, \nu^{\prime}}^{\nu} N\right) .
\end{aligned}
$$

Note that these are right adjoint to $\circ$ in the sense that, for any $R(\nu)$ module $K$,

$$
\operatorname{Hom}(M \circ N, K) \cong \operatorname{Hom}(M, K \triangleright N) \cong \operatorname{Hom}(N, M \triangleleft K)
$$

As shown in [KL09, 2.20], it follows from (1.3) that

$$
\operatorname{ch}\left(M_{1} \circ M_{2}\right)=\operatorname{ch}\left(M_{1}\right) * \operatorname{ch}\left(M_{2}\right)
$$

where the product on the right is the usual shuffle product.
Definition 1.41. Let $R$-nmod be the category of finite-dimensional $R$-modules on which all the elements $y_{k}^{\mathrm{i}}$ act nilpotently.

The simple modules in $R$-nmod coincide with the gradable modules considered in [LV11]; when $Q_{i j}$ is appropriately homogeneous, the algebra $R$ can be graded as in [KL11, (9)], and in this case a simple can be given a compatible grading if and only if it lies in $R$-nmod.

Definition 1.42. Let $\mathcal{K} \mathcal{L} \mathcal{R}$ be the set of isomorphism classes of simple modules in $R$-nmod.
The following result of Lauda and Vazirani is crucial to us.
Proposition 1.43 [LV11, §5.1]. The set $\mathcal{K} \mathcal{L} \mathcal{R}$ carries a bicrystal structure with operators defined by

$$
\begin{aligned}
& \tilde{e}_{i} L=\operatorname{cosoc}\left(L \circ \mathscr{L}_{i}\right), \quad \tilde{f}_{i} L=\operatorname{soc}\left(L \triangleright \mathscr{L}_{i}\right) \\
& \tilde{e}_{i}^{*} L=\operatorname{cosoc}\left(\mathscr{L}_{i} \circ L\right), \quad \tilde{f}_{i}^{*} L=\operatorname{soc}\left(\mathscr{L}_{i} \triangleleft L\right)
\end{aligned}
$$

and this bicrystal is isomorphic to $B(-\infty)$. The $\operatorname{map}(-)^{\sigma}: \mathcal{K} \mathcal{L} \mathcal{R} \rightarrow \mathcal{K} \mathcal{L} \mathcal{R}$ is intertwined with the Kashiwara involution of $B(-\infty)$.

Remark 1.44. As in $\S 1.1$, since $B(-\infty)$ is a lowest-weight combinatorial crystal, the functions $\varphi_{i}, \varphi_{i}^{*}, \varepsilon_{i}, \varepsilon_{i}^{*}$ are all determined by the action of the $\tilde{f}_{i}, \tilde{f}_{i}^{*}$. The first two also have intrinsic meaning:

$$
\left.\begin{array}{rl}
\varphi_{i}(L) & =\max \left\{n: \operatorname{Res}_{R\left(\mathrm{wt}(L)-n \alpha_{i}\right) \otimes R\left(n \alpha_{i}\right)}^{R(\mathrm{wt}(L))}\right. \\
\varphi_{i}^{*}(L) & =\max \left\{n: \operatorname{Res}_{R\left(n \alpha_{i}\right) \otimes R\left(\operatorname{wt}(L)-n \alpha_{i}\right)}^{R(\mathrm{wt}(L))}\right.
\end{array}(L) \neq 0\right\},
$$
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Remark 1.45. Our conventions are dual to those of [LV11], since we consider $B(-\infty)$ rather than $B(\infty)$.
Remark 1.46. The keen-eyed reader will note that the operator $\tilde{f}_{i}$ in [LV11] was defined slightly differently. In our notation, it was defined to be $\operatorname{soc}\left(L \triangleright R\left(\alpha_{i}\right)\right)$ as opposed to $\operatorname{soc}\left(L \triangleright \mathscr{L}_{i}\right)$. However, $L \triangleright \mathscr{L}_{i}$ is a submodule of $L \triangleright R\left(\alpha_{i}\right)$ via the map induced by the surjection $R\left(\alpha_{i}\right) \rightarrow \mathscr{L}_{i}$ and $L \triangleright R\left(\alpha_{i}\right)$ has a simple socle, so they in fact have the same socle.

We prefer the definition of $\tilde{f}_{i}$ above since it generalizes more readily to the face crystals defined in $\S 3.2$, and because it uses the adjoint functor to that in the definition of $\tilde{e}_{i}$. The latter imbalance could also be corrected by defining $\tilde{e}_{i} L$ to be $\operatorname{cosoc}\left(L \circ R\left(\alpha_{i}\right)\right)$.

We also need the following simplified version of the the Lauda-Vazirani jump lemma from [LV11, Lemmas 6.5 and 6.7]. Converted into our conventions, this is as follows.
Lemma 1.47. Fix $L \in \mathcal{K} \mathcal{L} \mathcal{R}$. The quantity $\operatorname{jump}_{i}(L)=\varphi_{i}(L)+\varphi_{i}^{*}(L)-\left\langle\operatorname{wt}(L), \alpha_{i}\right\rangle$ is always non-negative. Furthermore, if jump $i_{i}(L)=0$, then

$$
\tilde{e}_{i}(L)=\tilde{e}_{i}^{*}(L)=L \circ \mathscr{L}_{i}=\mathscr{L}_{i} \circ L
$$

## 2. Cuspidal decompositions

Kleshchev and Ram's work [KR11] uses Lyndon word combinatorics to parameterize the simple gradable KLR modules (in finite type) by a tuple of integers, one for each positive root. That is, they parameterize the simples by data which looks like Lusztig data (and in fact is Lusztig data, with respect to an appropriate reduced expression of $w_{0}$ ). Their construction however only sees the Lusztig data for certain reduced words or, equivalently, certain convex orders. We now extend this to obtain a Lusztig datum for any convex order. We can no longer use the combinatorics on words that they developed, and instead our main tool is the notion of a cuspidal representation with respect to a charge (see Definition 1.12). We also develop this for all symmetrizable Kac-Moody algebras, not just finite type.

### 2.1 Cuspidal decompositions for charges

Let $\mathbf{i}=i_{1} \cdots i_{n}$ be a word in the nodes of the Dynkin diagram and let $\alpha_{\mathbf{i}}=\sum_{k=1}^{n} \alpha_{i_{k}}$. Fix a charge $c$, and consider the pre-order $>$ on positive elements of the root lattice induced by taking arguments with respect to this charge, as in §1.2.

Definition 2.1. The top of a word $\mathbf{i}$ is the maximal element which appears as the sum of a proper left prefix of the word; that is,

$$
\operatorname{top}(\mathbf{i})=\max _{1 \leqslant j<n} \alpha_{i_{1} \cdots i_{j}} .
$$

We call a word in the simple roots $c$-cuspidal if $\operatorname{top}(\mathbf{i})<\alpha_{\mathbf{i}}$ and $c$-semi-cuspidal if top $(\mathbf{i}) \leqslant \alpha_{\mathbf{i}}$.
Remark 2.2. Geometrically, we can visualize a word as a path in the weight lattice, and then picture its image in the complex plane under $c$. A word is $c$-cuspidal if this path stays strictly clockwise of the line from the beginning to the end of the word and $c$-semi-cuspidal if it stays weakly clockwise of this line, as shown in Figure 3.

Definition 2.3. The top of a module $L \in R(\nu)$-nmod is the maximum among the tops of all i such that $e_{\mathbf{i}} M \neq 0$. We call a simple module $L$ cuspidal if $\operatorname{top}(L)<\nu$, and semi-cuspidal if $\operatorname{top}(L) \leqslant \nu$.
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Figure 3. Examples of $c$-cuspidal, $c$-semi-cuspidal, and non- $c$-semi-cuspidal paths.

Obviously, a representation is (semi-)cuspidal if and only if all words which appear in its character are (semi-)cuspidal.

Theorem 2.4. Fix an arbitrary charge c. If $L_{1}, \ldots, L_{h} \in \mathcal{K} \mathcal{L R}$ are $c$-semi-cuspidal with $\mathrm{wt}\left(L_{1}\right)>_{c} \cdots>_{c} \mathrm{wt}\left(L_{h}\right)$, then $L_{1} \circ \cdots \circ L_{h}$ has a unique simple quotient. Furthermore, every $L \in \mathcal{K} \mathcal{L R}$ appears in this way for a unique sequence of semi-cuspidal representations.

We delay the proof of Theorem 2.4 while we introduce a more general compatibility condition on representations and prove some preliminary results.

Definition 2.5. For $L_{1}, \ldots, L_{h} \in R$-nmod, we call $\left(L_{1}, \ldots, L_{h}\right)$ unmixing if

$$
\operatorname{Res}_{\nu_{1}, \ldots, \nu_{h}}^{\nu_{1}+\cdots+\nu_{h}}\left(L_{1} \circ \cdots \circ L_{h}\right)=L_{1} \boxtimes \cdots \boxtimes L_{h} .
$$

The notion of unmixing is important because of the following fact.
Lemma 2.6. If $\left(L_{1}, \ldots, L_{h}\right) \subset \mathcal{K} \mathcal{L R}^{h}$ is unmixing, then $L_{1} \circ \cdots \circ L_{h}$ has a unique simple quotient. We denote this by $A\left(L_{1}, \ldots, L_{h}\right)$.

Proof. Let $e$ denote the idempotent in $R(\nu)$ projecting to $\operatorname{Res}_{\nu_{1}, \ldots, \nu_{h}}^{\nu_{1}+\cdots+\nu_{h}}(-)$. Then $L_{1} \circ \cdots \circ L_{h}$ is generated by any non-zero vector in the image of $e$; thus, a submodule $M \subset L_{1} \circ \cdots \circ L_{h}$ is proper if and only if it is killed by $e$. It follows that the sum of any two proper submodules is still killed by $e$, and thus again proper. There is thus a unique maximal proper submodule of $L_{1} \circ \cdots \circ L_{h}$, so it has a unique simple quotient.

Lemma 2.7. If $\left(L_{1} \circ \cdots \circ L_{k-1}, L_{k} \circ \cdots \circ L_{h}\right)$ is unmixing for all $2 \leqslant k \leqslant h$, then $\left(L_{1}, \ldots, L_{h}\right)$ is unmixing.

Proof. Assume that $\left(L_{1}, \ldots, L_{h}\right)$ is not unmixing, so

$$
\operatorname{Res}_{\nu_{1}, \ldots, \nu_{h}}^{\nu_{1}+\cdots+\nu_{h}}\left(L_{1} \circ \cdots \circ L_{h}\right) \neq L_{1} \boxtimes \cdots \boxtimes L_{h} .
$$

Then there is some shuffle that non-trivially mixes the factors and survives in the restriction. This involves shuffling at least one strand in some factor $L_{j}$ to the right, and it survives in the restriction

$$
\operatorname{Res}_{\nu_{1}+\cdots+\nu_{j}, \nu_{j+1}+\cdots+\nu_{h}}^{\nu_{1}+\cdots+\nu_{1}}\left(L_{1} \circ \cdots \circ L_{h}\right) .
$$

Thus, the pair $\left(L_{1} \circ \cdots \circ L_{k-1}, L_{k} \circ \cdots \circ L_{h}\right)$ is not unmixing.
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Lemma 2.8. A pair ( $L_{1}, L_{2}$ ) of representations in $R$-nmod is unmixing if and only if there are no words $\mathbf{i}^{\prime}, \mathbf{i}^{\prime \prime}, \mathbf{j}^{\prime}, \mathbf{j}^{\prime \prime}$ with $e_{\mathbf{i}^{\prime} \mathbf{i}^{\prime \prime}} L_{1} \neq 0, e_{\mathbf{j}^{\prime} \mathbf{j}^{\prime \prime}} L_{2} \neq 0$ and $\alpha_{\mathbf{i}^{\prime \prime}}=\alpha_{\mathbf{j}^{\prime}}$.

Proof. By (1.3), the multiplicity of a word $\mathbf{k}$ in the character of the induction $\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}}\left(L_{1} \circ L_{2}\right)$ is the number of ways of writing $\mathbf{k}$ as a shuffle of a word in the character of $L_{1}$ with a word in the character of $L_{2}$. Now $\mathbf{k}$ must be of the form $\mathbf{k}^{\prime} \mathbf{k}^{\prime \prime}$ with $\alpha_{\mathbf{k}^{\prime}}=\nu_{1}$ and $\alpha_{\mathbf{k}^{\prime \prime}}=\nu_{2}$, so $\mathbf{k}$ is of the form $\operatorname{Sh}\left(\mathbf{i}^{\prime}, \mathbf{j}^{\prime}\right) \operatorname{Sh}^{\prime}\left(\mathbf{i}^{\prime \prime}, \mathbf{j}^{\prime \prime}\right)$, where $\mathbf{i}=\mathbf{i}^{\prime} \mathbf{i}^{\prime \prime}, \mathbf{j}=\mathbf{j}^{\prime} \mathbf{j}^{\prime \prime}, \mathrm{Sh}$, Sh' are shuffles, and $\alpha_{\mathbf{j}^{\prime}}=\alpha_{\mathbf{i}^{\prime \prime}}$. The condition in the lemma exactly forces both $\mathbf{j}^{\prime}$ and $\mathbf{i}^{\prime \prime}$ to be the trivial word, and hence $\mathbf{k}$ itself is a trivial shuffle of words in the character of $L_{1}$ and $L_{2}$. But being unmixing exactly means that all words in the character of $\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}}\left(L_{1} \circ L_{2}\right)$ are in fact in $L_{1} \boxtimes L_{2}$, so the lemma follows.

Lemma 2.9. If $L_{1}, \ldots, L_{h} \in \mathcal{K} \mathcal{L R}$ are semi-cuspidal with $\mathrm{wt}\left(L_{1}\right)>\cdots>\mathrm{wt}\left(L_{h}\right)$, then the $h$-tuple ( $L_{1}, \ldots, L_{h}$ ) is unmixing.

Proof. It is immediate from the definition of cuspidal representation that, for all $k$, the pair ( $L_{1} \circ \cdots \circ L_{k-1}, L_{k} \circ \cdots \circ L_{h}$ ) satisfies the conditions of Lemma 2.8 and is thus unmixing. The lemma is then immediate by Lemma 2.7.

Lemma 2.10. Assume that $L$ is simple and every composition factor of $\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}} L$ is of the form $L^{\prime} \boxtimes L^{\prime \prime}$ for an unmixing pair $L^{\prime} \boxtimes L^{\prime \prime}$. Then $\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}} L$ is in fact simple.
Proof. Choose a simple quotient $L^{\prime} \boxtimes L^{\prime \prime}$ of $\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}} L$. Then there is a non-zero map $\phi: L^{\prime} \circ L^{\prime \prime} \rightarrow L$ and, since $L$ is simple, the image is all of $L$. Since ( $L^{\prime}, L^{\prime \prime}$ ) is unmixing,

$$
\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}} L=\operatorname{Res}_{\nu_{1}, \nu_{2}}^{\nu_{1}+\nu_{2}} \operatorname{im} \phi \simeq L^{\prime} \boxtimes L^{\prime \prime} .
$$

Proof of Theorem 2.4. By Lemmas 2.6 and 2.9, the induction $L_{1} \circ \cdots \circ L_{h}$ has a unique simple quotient. It remains to show that every simple appears in this way for a unique sequence of semi-cuspidals.

Fix a simple $L$. Consider the maximum argument $\arg _{\max }$ of any prefix of any word in the character of $L$. Let $\nu_{1}$ be the element of the root lattice of greatest height such that $\arg _{\max }$ is achieved by a prefix of weight $\nu_{1}$. We proceed by induction on the height of $\nu-\nu_{1}$. If $\nu=\nu_{1}$, then $L$ is semi-cuspidal, and we are done.

By assumption, $\operatorname{Res}_{\nu_{1}, \nu-\nu_{1}}^{\nu} L \neq 0$. Every composition factor $L^{\prime} \boxtimes L^{\prime \prime}$ must have the property that no word in the character of $L^{\prime \prime}$ has a prefix with argument $\geqslant \arg \nu_{1}$, as otherwise we could find $\nu_{1}^{\prime}>\nu_{1}$ with at least as big an argument. Also, no word in the character of $L^{\prime}$ can have a prefix of argument $>\nu_{1}$, which implies that no word in this character can have a proper suffix of argument $\leqslant \nu_{1}$. It follows by Lemma 2.8 that $\left(L^{\prime}, L^{\prime \prime}\right)$ is unmixing, and so by Lemma 2.10 the module $\operatorname{Res}_{\nu_{1}, \nu-\nu_{1}}^{\nu} L$ is in fact a single simple $L^{\prime} \boxtimes L^{\prime \prime}$. Then $L^{\prime} \circ L^{\prime \prime}$ has a unique simple quotient by Lemma 2.6, and this admits a non-trivial map to $L$, so it must be $L$.

By the inductive assumption, $L^{\prime \prime}=A\left(L_{2}, \ldots, L_{h}\right)$ for some semi-cuspidals satisfying the conditions, and $\mathrm{wt}\left(L_{2}\right)$ must have argument less than $\mathrm{wt}\left(L^{\prime}\right)$ by the maximality of $\arg _{\max }$ and $\nu_{1}$. Thus, $L=A\left(L^{\prime}, L_{2}, \ldots, L_{h}\right)$, so every simple has the desired form.

It remains to show uniqueness. If $L=A\left(L_{1}^{\prime}, \ldots, L_{p}^{\prime}\right)$ for some other cuspidal simples with $\mathrm{wt}\left(L_{1}^{\prime}\right)>\cdots>\mathrm{wt}\left(L_{p}^{\prime}\right)$, then, by the maximality of the argument of $\nu_{1}$, either $\mathrm{wt}\left(L_{1}^{\prime}\right)$ has argument less than $\nu_{1}$, or $\operatorname{wt}\left(L_{1}^{\prime}\right)=r \nu_{1}$ for $r \leqslant 1$. There is a word in $L$ with weight $\nu_{1}$, so, unless we are in the case where $\mathrm{wt}\left(L_{1}^{\prime}\right)=\nu_{1}$, there must be a prefix of some $L_{i}^{\prime}, i \geqslant 2$, with argument $\geqslant \nu_{1} \geqslant \mathrm{wt}\left(L_{1}^{\prime}\right)$, contradicting the fact that $L_{i}^{\prime}$ is $c$-semi-cuspidal with $\mathrm{wt}\left(L_{1}^{\prime}\right)>_{c} \mathrm{wt}\left(L_{i}^{\prime}\right)$. But then the argument above shows that $L_{1}^{\prime}=L^{\prime}$, and by induction the two lists of simples in fact agree.

## P. Tingley and B. Webster

Definition 2.11. For a fixed charge $c$ and a simple $L$, we call the tuple of simples $\left(L_{1}, \ldots, L_{h}\right)$ associated to $L$ by Theorem 2.4 the $c$-semi-cuspidal decomposition of $L$.

Corollary 2.12. Fix a charge $c$. The number of $c$-semi-cuspidals of weight $\nu$ in $\mathcal{K} \mathcal{L R}$ is

$$
\sum_{\begin{array}{c}
\nu=\beta_{1}+\cdots+\beta_{n} \\
\arg c\left(\beta_{i}\right)=\arg c(\nu)
\end{array}} \prod_{i=1}^{n} m_{\beta_{i}}
$$

the sum over the distinct ways of writing $\nu$ as a sum of positive roots $\beta_{*}$ which all satisfy $\arg c\left(\beta_{i}\right)=\arg c(\nu)$ of the product of the root multiplicities.

Proof. We proceed by induction on $\rho^{\vee}(\nu)$. If $\nu$ is a simple root, then the statement is obvious, providing the base case.

In general,

$$
\operatorname{dim} U(\mathfrak{n})_{\nu}=\sum_{\nu=\beta_{1}+\cdots+\beta_{n}} \prod_{i=1}^{n} m_{\beta_{i}}
$$

so this is the number of isomorphism classes of simples in $R(\nu)$-nmod. By the inductive assumption and Theorem 2.4, the number of these simples that have a semi-cuspidal decomposition with at least two parts accounts for all the terms where the $c\left(\beta_{j}\right)$ do not all have the same argument. Thus, the remaining terms give the number of semi-cuspidal simples.

Corollary 2.13. If $\mathfrak{g}$ is of finite type and $c$ is a charge such that $\arg c(\alpha) \neq \arg c(\beta)$ for all $\alpha \neq \beta \in \Delta_{+}$, then there is a unique cuspidal representation $\mathscr{L}_{\alpha}$ of $R(\alpha)$ for each positive root $\alpha$, and no others.

Proof. By Corollary 2.12, the only $\nu$ for which there is a semi-cuspidal representation are $\nu=k \alpha$ for some $k \geqslant 1$ and $\alpha \in \Delta_{+}$, and in all these cases there is only one isomorphism class $L_{k \alpha}$ of semi-cuspidal representation. The semi-cuspidal representation $L_{\alpha}$ of dimension $\alpha$ must in fact be cuspidal, since there is no element of the root lattice on the line from 0 to $\alpha$.

For $k \geqslant 2, L_{\alpha}^{\circ k}$ is semi-cuspidal, so every composition factor must be the unique semi-cuspidal $L_{k \alpha}$ of weight $k \alpha$. Since $L_{\alpha}^{\circ k}$ is clearly only semi-cuspidal, the representation $L_{k \alpha}$ cannot be cuspidal.

Remark 2.14. For minimal roots (i.e. roots $\alpha$ such that $x \alpha$ is not a root for any $0<x<1$; see $\S 1.2)$, the same arguments used in the proof of Corollary 2.13 show that the root multiplicity coincides with the number of cuspidal representations. However, this is not true for other roots. In $\S 3.6$, we give an example where this is false for $\widehat{\mathfrak{s l}}_{2}$ with $\nu=2 \delta$.

### 2.2 Cuspidal decompositions for general convex orders

We now develop a generalized notion of cuspidal representation and cuspidal decomposition, where we allow any convex order on $\Delta_{+}^{\min }$, not just those coming from charges.

Definition 2.15. Fix a convex pre-order $\succ$ on $\Delta_{+}^{\min }$. We say than $L \in \mathcal{K} \mathcal{L} \mathcal{R}$ is $\succ$-(semi)-cuspidal if $\operatorname{wt}(L)=\nu \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}} \mathscr{C}$ for some $\succ$-equivalence class $\mathscr{C}$ and $L$ is $c$-(semi)-cuspidal for some $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charge $c$ (see Definition 1.20).

Proposition 2.16. A module $L \in \mathcal{K} \mathcal{L} \mathcal{R}$ with $\mathrm{wt}(L)=\nu \in \operatorname{span}_{\mathbb{R}_{\geqslant 0}} \mathscr{C}$ is $\succ$-(semi)-cuspidal if and only if $L$ is $c$-(semi)-cuspidal for all $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charges $c$.
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Proof. Assume that $L$ is $\succ$-cuspidal, and let $c$ be the $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charge from Definition 2.15. Let $c^{\prime}$ be another $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charge, and assume that $L$ is not cuspidal for $c^{\prime}$. Thus, there exists a weight $\beta$ with $\beta>_{c^{\prime}} \mathscr{C}$ such that $\operatorname{Res}_{\beta ; \nu-\beta}^{\nu} L \neq 0$. In fact, we can assume that $\beta$ is a root, by refining $>_{c^{\prime}}$ to a total convex order and letting $\beta$ be the first root in the semi-cuspidal decomposition of $L$ for the refined order.

Since $c^{\prime}$ is $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible, this implies that $\beta \succeq \alpha$. Since $c$ is also $(\mathscr{C}, \succ$, $\left\langle\nu, \rho^{\vee}\right\rangle$ )-compatible, this implies that $\beta \geqslant_{c} \mathscr{C}$ as well. But $L$ is $c$-cuspidal, so $\operatorname{Res}_{\beta ; \nu-\beta}^{\nu} L \neq 0$ is a contradiction. Thus, $L$ is in fact cuspidal for $c^{\prime}$ as well.

The same argument carries through for semi-cuspidality.
Corollary 2.17. For any convex order $\succ$ on $\Delta_{+}^{\text {min }}$, the number of $\succ$-semi-cuspidal representations of weight $\nu$ is

$$
\sum_{\nu=\beta_{1}+\cdots+\beta_{n}}^{\prod_{i=1}^{n} \prod_{i=\mathscr{C}}^{n} m_{\beta_{i}}, ~}
$$

the sum of the product of the root multiplicities over the distinct ways of writing $\nu$ as a sum of positive roots which lie in a single equivalence class $\mathscr{C}$ for the pre-order. In particular, if $\mathfrak{g}$ is of finite type, then there is a unique $\succ$-cuspidal $L \in \mathcal{K} \mathcal{L R}$ of weight $\alpha$ for each positive root $\alpha$, and no others.

Proof. This follows immediately from Corollaries 2.12 and 2.13 using some ( $\left.\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$ compatible charge $c$.

Lemma 2.18. Fix a convex pre-order $\succ$. Any $h$-tuple $L_{1}, \ldots, L_{h}$ of $\succ$-semi-cuspidal representations with $\mathrm{wt}\left(L_{1}\right) \succ \cdots \succ \mathrm{wt}\left(L_{h}\right)$ is unmixing.

Proof. Fix $1 \leqslant r \leqslant h-1$. Let $\operatorname{wt}\left(L_{r}\right) \in \operatorname{span} \mathscr{C}$ for some equivalence class $\mathscr{C}$, and choose a $\left(\mathscr{C}, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charge $c$. Then, for any $i \leqslant r, j>r$, the $c$-cuspidal decomposition for any $L_{i}$ with $i \leqslant r$ only involves representations of weight $\geqslant_{c} \mathrm{wt}\left(L_{r}\right)$, and the $c$-cuspidal decomposition of $L_{j}$ for $j>r$ only involves representations of weight $>_{c} \mathscr{C}$. Hence, there can be no suffix of $L_{i}$ with the same weight as a prefix of $L_{j}$, so $\left(L_{i}, L_{j}\right)$ is unmixing by Lemma 2.8. This holds for all $r$, so the lemma follows by Lemma 2.7.

Theorem 2.19. Fix a convex pre-order $\succ$. If $L_{1}, \ldots, L_{h} \in \mathcal{K} \mathcal{L} \mathcal{R}$ are $\succ$-semi-cuspidal and satisfy $\mathrm{wt}\left(L_{1}\right) \succ \cdots \succ \mathrm{wt}\left(L_{h}\right)$, then $L_{1} \circ \cdots \circ L_{h}$ has a unique simple quotient. Furthermore, every gradable simple appears in this way for a unique sequence of semi-cuspidal representations.

Proof. By Lemmas 2.6 and 2.18, $L_{1} \circ \cdots \circ L_{h}$ has a unique simple quotient. Now we must show that every simple $L$ is of this form for a unique $h$-tuple $L_{1}, \ldots, L_{h}$. We can assume that we are dealing with a total order; otherwise we can refine to a total order, and define $L_{i}$ as unique quotients of the inductions of semi-cuspidals for this finer order of each equivalence class. We proceed by induction on weight.

Consider $\alpha \in \Delta_{+}^{\min }$ greatest in the order $\succ$ such that $\operatorname{Res}_{m \alpha, \nu-m \alpha}^{\nu} L \neq 0$ for some $m \geqslant 1$. Fix an $\left(\alpha, \succ,\left\langle\nu, \rho^{\vee}\right\rangle\right)$-compatible charge $c$, and consider the $c$-cuspidal decomposition $L=A\left(L_{1}, \ldots L_{h}\right)$. If $h=1$, then $L$ is $\succ$-semi-cuspidal, and we are done.

Otherwise $\operatorname{wt}\left(L_{1}\right)=r \alpha$ for some $r>0$. By induction, $L^{\prime}=A\left(L_{2}, \ldots, L_{h}\right)$ has a unique $\succ$-cuspidal decomposition $L^{\prime}=A\left(L_{2}^{\prime}, \ldots, L_{s}^{\prime}\right)$ and, for all $j \geqslant 2, L_{j}^{\prime}$ satisfies $\alpha \succ \mathrm{wt}\left(L_{j}^{\prime}\right)$. Hence, $L=A\left(L_{1}, L_{2}^{\prime}, \ldots, L_{s}^{\prime}\right)$ is an expression of the desired form.
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By Theorem 2.4, we know that the $c$-cuspidal decomposition of $L$ is unique, so for any other such expression $L=A\left(L_{1}^{\prime \prime}, \ldots, L_{p}^{\prime \prime}\right)$, we must have $L_{1} \cong L_{1}^{\prime \prime}$, and uniqueness follows using induction again.

Remark 2.20. Theorem 2.19 is a generalization of [KR11, Theorem 7.2], which gives exactly the same sort of description of all simple modules, but only applies to the convex orders arising from Lyndon words. The finite-type case of Theorem 2.19 (and thus Corollary 2.13) has been shown independently by McNamara [McN15, 3.1], and this has been extended to affine type by Kleshchev in [Kle14].

We call the sequence $L_{1}, \ldots, L_{h}$ associated to $L \in \mathcal{K} \mathcal{L R}$ by Theorem 2.19 the semi-cuspidal decomposition of $L$ with respect to $\succ$.

Proposition 2.21. For any convex order and any real root $\alpha$, the iterated induction $\mathscr{L}_{\alpha}^{n}=$ $\mathscr{L}_{\alpha} \circ \cdots \circ \mathscr{L}_{\alpha}$ is irreducible, and hence is the unique irreducible semi-cuspidal module $\mathscr{L}_{n \alpha}$ of weight $n \alpha$.

Proof. By Corollary 2.12, any composition factor of $\mathscr{L}_{\alpha} \circ \cdots \circ \mathscr{L}_{\alpha}$ must be semi-cuspidal of weight $n \alpha$, and furthermore there is only one semi-cuspidal simple $\mathscr{L}_{n \alpha}$ of this weight. Thus, we need only show that $\mathscr{L}_{\alpha} \circ \cdots \circ \mathscr{L}_{\alpha}$ cannot be an iterated extension of many copies of $\mathscr{L}_{n \alpha}$.

Choose a list $i_{1}, i_{2}, \ldots$ of simple roots in which each simple root occurs infinitely many times. Consider the string data (see Definition 1.7) of the simple $\mathscr{L}_{\alpha}$, considered as an element of $B(-\infty)$. By the definition of the crystal operators, this is the lexicographically maximal list of integers $\left(a_{1}, a_{2}, \ldots\right)$ such that $\cdots i_{2}^{a_{2}} i_{1}^{a_{1}}$ occurs in the character of $\mathscr{L}_{\alpha}$.

The word $\cdots i_{2}^{n a_{2}} i_{1}^{n a_{1}}$ occurs in the character of $\mathscr{L}_{\alpha}^{n}$, and thus in the character of $\mathscr{L}_{n \alpha}$. Furthermore, this is the maximal word in lexicographic order in $\mathscr{L}_{\alpha}^{n}$, so it must be the string data of $\mathscr{L}_{n \alpha}$.

A simple inductive argument shows that the restriction of $\mathscr{L}_{\alpha}$ to $\cdots \otimes R_{a_{2} \alpha_{i_{2}}} \otimes R_{a_{1} \alpha_{i_{1}}}$ is a tensor product of irreducible modules over nilHecke algebras, and so the word $\cdots i_{2}^{a_{2}} i_{1}^{a_{1}}$ occurs with multiplicity $a_{1}!a_{2}!\cdots$ (see [KL09, 3.7(1)] for details). Similarly, the multiplicity in $\mathscr{L}_{n \alpha}$ of $\cdots i_{2}^{n a_{2}} i_{1}^{n a_{1}}$ is $\left(n a_{1}\right)!\left(n a_{2}\right)!\cdots$.

On the other hand, the multiplicity of $\cdots i_{2}^{n a_{2}} i_{1}^{n a_{1}}$ in $\mathscr{L}_{\alpha}^{n}$ can be computed using the shuffle product. Any word in the character $\mathscr{L}_{\alpha}^{n}$ which ends with $n a_{1}$ instances of $i_{1}$ must come from shuffling $n$ words, where the final number of the roots $i_{1}$ sums to at least $n \alpha_{i}$. By the lexmaximality of the string data, no word in $\mathscr{L}_{\alpha}$ can end with more than $a_{1}$ instances of $i_{1}$, so we can only achieve this by shuffling $n$ words that end in $a_{1}$ instances of $i_{1}$. Proceeding by induction, we can only arrive at $\cdots i_{2}^{n a_{2}} i_{1}^{n a_{1}}$ by shuffling $n$ copies of $\cdots i_{2}^{a_{2}} i_{1}^{a_{1}}$. In each $\mathscr{L}_{\alpha}$, the multiplicity of this word is $a_{1}!a_{2}!\cdots$, as argued above. For each $j$, there are $\left(n a_{j}\right)!/\left(a_{j}!\right)^{n}$ ways of shuffling the letters $i_{j}$ from that index together. Thus, the multiplicity of $\cdots i_{2}^{n a_{2}} i_{1}^{n a_{1}}$ in the character of $\mathscr{L}_{\alpha}^{n}$ is also

$$
\left(a_{1}!\right)^{n}\left(a_{2}!\right)^{n} \cdots \frac{\left(n a_{1}\right)!}{\left(a_{1}!\right)^{n}} \frac{\left(n a_{2}\right)!}{\left(a_{2}!\right)^{n}} \cdots=\left(n a_{1}\right)!\left(n a_{2}\right)!\cdots
$$

Comparing characters shows that $\mathscr{L}_{\alpha}^{n}$ can only contain one copy of $\mathscr{L}_{n \alpha}$ as a composition factor, completing the proof.

Remark 2.22. The argument in the proof of Proposition 2.21 also shows that, in general, the induction $M \circ N$ of two simples contains a unique composition factor whose string data is the sum
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of those for $M$ and $N$; interestingly, this gives a new proof that the set of string parametrizations is a semi-group (in finite type it is the integral points of a cone). This same argument is given by Kleshchev [Kle14, 2.31].

### 2.3 Saito reflections on $\mathcal{K} \mathcal{L} \mathcal{R}$

We now discuss how the Saito reflection from $\S 1.1$ works when the underlying set of $B(-\infty)$ is identified with $\mathcal{K} \mathcal{L R}$, and specifically how it interacts with the operation of induction.

Lemma 2.23. Assume that $\left(L_{1}, L_{2}\right)$ is an unmixing pair (see Definition 2.5) with unique simple quotient $L$, and that $\varphi_{i}^{*}\left(L_{1}\right)=\varphi_{i}^{*}\left(L_{2}\right)=0$. Then, for all $n \geqslant 0,\left(\tilde{e}_{i}^{*}\right)^{n} L$ is the unique simple quotient of

$$
L^{(n)}= \begin{cases}\left(\tilde{e}_{i}^{*}\right)^{n} L_{1} \circ L_{2}, & n \leqslant \epsilon_{i}\left(L_{1}\right), \\ \left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)} L_{1} \circ\left(\tilde{e}_{i}^{*}\right)^{n-\epsilon_{i}\left(L_{1}\right)} L_{2}, & n>\epsilon_{i}\left(L_{1}\right) .\end{cases}
$$

Similarly, if $\varphi_{i}\left(L_{1}\right)=\varphi_{i}\left(L_{2}\right)=0$, then $\left(\tilde{e}_{i}\right)^{n} L$ is the unique simple quotient of

$$
\begin{cases}L_{1} \circ\left(\tilde{e}_{i}\right)^{n} L_{2}, & n \leqslant \epsilon_{i}^{*}\left(L_{2}\right), \\ \left(\tilde{e}_{i}\right)^{n-\epsilon_{i}^{*}\left(L_{2}\right)} L_{1} \circ\left(\tilde{e}_{i}\right)^{\epsilon_{i}^{*}\left(L_{2}\right)} L_{2}, & n>\epsilon_{i}^{*}\left(L_{2}\right) .\end{cases}
$$

Proof. Since there are no words in the character of $L_{1}$ or $L_{2}$ beginning with $i$, the triple $\left(\mathscr{L}_{i}^{n}, L_{1}, L_{2}\right)$ is unmixing. By Lemma 2.6, the induction $\mathscr{L}_{i}^{n} \circ L_{1} \circ L_{2}$ has a unique simple quotient. Thus, if we define a surjective map $\mathscr{L}_{i} \circ L^{(n-1)} \rightarrow L^{(n)}$, this will show by induction that $L^{(n)}$ has a unique simple quotient, and that this is $\left(\tilde{e}_{i}^{*}\right)^{n} L$.

If $n \leqslant \epsilon_{i}\left(L_{1}\right)$, then the map is the obvious one. If $n>\epsilon_{i}\left(L_{1}\right)$, then by the Lauda-Vazirani jump lemma (our Lemma 1.47),

$$
\mathscr{L}_{i} \circ\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)} L_{1} \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)} L_{1} \circ \mathscr{L}_{i},
$$

so we have that

$$
\mathscr{L}_{i} \circ L^{(n-1)} \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)} L_{1} \circ \mathscr{L}_{i} \circ\left(\tilde{e}_{i}^{*}\right)^{n-1-\epsilon_{i}\left(L_{1}\right)} L_{2},
$$

which has an obvious surjective map to $L^{(n)}$. The second statement follows by a symmetric argument.

If $\varphi_{i}^{*}\left(L_{1}\right)=\varphi_{i}^{*}\left(L_{2}\right)=0$, then any composition factor $L$ of $L_{1} \circ L_{2}$ also has $\varphi_{i}^{*}(L)=0$ by [KL09, 2.18], so Saito reflection of $L$ makes sense.

Lemma 2.24. If ( $L_{1}, L_{2}$ ) is an unmixing pair in $\mathcal{K} \mathcal{L R}^{2}$ such that $\varphi_{i}^{*}\left(L_{1}\right)=\varphi_{i}^{*}\left(L_{2}\right)=0$, and $\left(\sigma_{i}\left(L_{1}\right), \sigma_{i}\left(L_{2}\right)\right)$ is also an unmixing pair, then $\sigma_{i}\left(A\left(L_{1}, L_{2}\right)\right)=A\left(\sigma_{i}\left(L_{1}\right), \sigma_{i}\left(L_{2}\right)\right)$.

More generally, if $\left(L_{1}, \ldots, L_{h}\right)$ is unmixing with $\varphi_{i}^{*}\left(L_{i}\right)=0$ for all $i$, and $\left(\sigma L_{1}, \ldots, \sigma L_{h}\right)$ is also unmixing, then $\sigma_{i}\left(A\left(L_{1}, \ldots, L_{h}\right)\right)=A\left(\sigma_{i}\left(L_{1}\right), \ldots, \sigma_{i}\left(L_{h}\right)\right)$.

Proof. Let $L=A\left(L_{1}, L_{2}\right)$ and $L^{\prime}=A\left(\sigma_{i}\left(L_{1}\right), \sigma_{i}\left(L_{2}\right)\right)$; note that these are both simple. It follows from Proposition 1.4 that, for any $M \in \mathcal{K} \mathcal{L} \mathcal{R}$ with $\tilde{f}_{i}^{*}(M)=0$ and any $n \geqslant 0$,

$$
\begin{align*}
& \varphi_{i}^{*}\left(\left(\tilde{e}_{i}^{*}\right)^{n} M\right)+\varphi_{i}\left(\left(\tilde{e}_{i}^{*}\right)^{n} M\right)-\left\langle\operatorname{wt}\left(\left(\tilde{e}_{i}^{*}\right)^{n} M\right), \alpha_{i}^{\vee}\right\rangle=\max \left(0, \epsilon_{i}(M)-n\right),  \tag{2.1}\\
& \tilde{f}_{i}^{n}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(M)} M \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(M)} \tilde{f}_{i}^{n} M \quad \text { and } \quad \tilde{e}_{i}^{n}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(M)} M \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(M)+n} M . \tag{2.2}
\end{align*}
$$
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By Lemma 2.23, $\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)+\epsilon_{i}\left(L_{2}\right)} L$ is the unique simple quotient of $\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)} L_{1} \circ\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{2}\right)} L_{2}$, and $\tilde{e}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} L^{\prime}$ is the unique simple quotient of

$$
\begin{equation*}
\tilde{e}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)-\varepsilon_{i}^{*}\left(\sigma_{i} L_{2}\right)} \sigma_{i} L_{1} \circ \tilde{e}_{i}^{\varepsilon_{i}^{*}\left(\sigma_{i} L_{2}\right)} \sigma_{i} L_{2}=\tilde{e}_{i}^{\varphi_{i}\left(L_{1}\right)} \sigma_{i} L_{1} \circ \tilde{e}_{i}^{\varphi_{i}\left(L_{2}\right)} \sigma_{i} L_{2} \tag{2.3}
\end{equation*}
$$

where these two expressions agree because, by Corollary 1.5 , we see that $\varepsilon_{i}^{*}\left(\sigma_{i} L_{j}\right)=\varphi_{i}\left(L_{j}\right)$. By the definition of Saito reflection (Definition 1.6),

$$
\tilde{e}_{i}^{\varphi_{i}\left(L_{j}\right)} \sigma_{i} L_{j} \cong \tilde{e}_{i}^{\varphi_{i}\left(L_{j}\right)}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{j}\right)} \tilde{f}_{i}^{\varphi_{i}\left(L_{j}\right)} L_{j} \cong \tilde{e}_{i}^{\varphi_{i}\left(L_{j}\right)} \tilde{f}_{i}^{\varphi_{i}\left(L_{j}\right)}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{j}\right)} L_{j} \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{j}\right)} L_{j}
$$

where the middle step uses (2.2). Thus,

$$
\begin{equation*}
\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}\left(L_{1}\right)+\epsilon_{i}\left(L_{2}\right)} L=\left(\tilde{e}_{i}\right)^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} L^{\prime} \tag{2.4}
\end{equation*}
$$

It follows that

$$
\begin{array}{rlrl}
\sigma_{i} L & \cong\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(L)} \tilde{f}_{i}^{\varphi_{i}(L)} L & & \text { by Definition } \\
& \cong \tilde{f}_{i}^{\varphi_{i}(L)}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(L)} L & & \text { by }(2.2) \\
& \cong \tilde{f}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} \tilde{e}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)-\varphi_{i}(L)}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(L)} L & & \\
& \cong \tilde{f}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} \tilde{e}_{i}^{\epsilon_{i}\left(L_{1}\right)+\epsilon_{i}\left(L_{2}\right)-\epsilon_{i}(L)}\left(\tilde{e}_{i}^{*}\right)^{\epsilon_{i}(L)} L & & \text { by additivity of weights } \\
& \cong \tilde{f}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)\left(\tilde{e}_{i}^{*}\right)} \begin{array}{ll}
\epsilon_{i}\left(L_{1}\right)+\epsilon_{i}\left(L_{2}\right) \\
& \\
& \cong \tilde{f}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} \tilde{e}_{i}^{\varphi_{i}\left(L_{1}\right)+\varphi_{i}\left(L_{2}\right)} L^{\prime} \\
& \\
& L^{\prime} .
\end{array} & & \text { by }(2.2) \\
& & \text { by }(2.4) \\
& &
\end{array}
$$

This completes the proof.
The iterated statement follows by a simple induction, since we have $A\left(L_{1}, \ldots, L_{h}\right)=$ $A\left(L_{1}, A\left(L_{2}, \ldots, L_{h}\right)\right)$.

Proposition 2.25. Fix an $L \in \mathcal{K} \mathcal{L} \mathcal{R}$ with $\tilde{f}_{i}^{*} L=0$, and let $\left(L_{1}, \ldots, L_{h}\right)$ be its semi-cuspidal decomposition with respect to a fixed convex pre-order $\succ$ with $\alpha_{i} \succ \mathrm{wt}\left(L_{1}\right)$. Then the $\succ^{s_{i} \text {-semi- }}$ cuspidal decomposition of $\sigma_{i}(L)$ is $\left(\sigma_{i} L_{1}, \ldots, \sigma_{i} L_{h}\right)$. In particular, $\sigma_{i}$ defines a bijection between $\succ$-semi-cuspidals with $\tilde{f}_{i}^{*} L=0$ and $\succ^{s_{i}}$-semi-cuspidals with $\tilde{f}_{i} L=0$. The inverse of this bijection is $\sigma_{i}^{*}$.

Proof. By Lemma 1.14, we can refine our chosen pre-order to a total order, and the result for the pre-order is implied by the result for this refined one. Thus, we may assume that we have a total order.

Choose a $\left(\mathscr{C}, \succ,\left\langle\operatorname{wt}(L), \rho^{\vee}\right\rangle\right)$-compatible charge $c$, where $\mathscr{C}$ is the equivalence class such that $\mathrm{wt}\left(L_{1}\right)$ is in its positive span. By applying Lemma 1.22 to $>_{c}$ and the hyperplane defined by $\arg (c(\nu))=\arg (c(\alpha))$, we may assume that $\alpha_{i}$ is greatest, since otherwise we can change the convex order without affecting the relative order of any pair of roots one of which is $\preceq \mathrm{wt}\left(L_{1}\right)$, and hence without affecting the cuspidal decomposition.

By Lemma 2.24, it suffices to show that $\left(\sigma_{i} L_{1}, \ldots, \sigma_{i} L_{h}\right)$ is unmixing. We proceed by induction, considering the two statements:
$\left(c_{m}\right)$ for any root $\alpha \neq \alpha_{i}$ of height at most $m$, any convex order $\succ$ such that $\alpha_{i}$ is greatest, and any simple $L$ which is $\succ$-semi-cuspidal of weight $\alpha$, the Saito reflection $\sigma_{i} L_{\alpha}$ is $\succ^{\alpha_{i} \text {-semi- }}$ cuspidal of weight $s_{i} \alpha$;
$\left(d_{m}\right)$ for any weight $\nu$ of height $m$ and any simple $L$ which is of weight $\nu$, Proposition 2.25 holds.
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$\left(c_{m}\right) \Rightarrow\left(d_{m}\right)$ : Fix $L$ of weight $\nu$ and let $L=A\left(L_{1}, \ldots L_{h}\right)$ be the $\succ$-semi-cuspidal decomposition for $L$ with respect to $\succ$. By $\left(c_{m}\right)$, for all $1 \leqslant j \leqslant h$, the modules $\sigma_{i} L_{j}$ are semi-cuspidal with respect to $\succ^{s_{i}}$, and certainly $\operatorname{wt}\left(\sigma_{i}\left(L_{1}\right)\right) \succ^{s_{i}} \cdots \succ^{s_{i}} \mathrm{wt}\left(\sigma_{i}\left(L_{h}\right)\right)$, so they are unmixing by Lemma 2.18. Hence, $\left(d_{m}\right)$ holds by Lemma 2.24.
$\left(c_{m}\right)$ and $\left(d_{m}\right) \Rightarrow\left(c_{m+1}\right)$ : Fix $\nu$ with height $m+1$. By Corollary 2.17, the sets of $\succ$-semicuspidals of weight $\nu$ and $\succ^{s_{i}}$-semi-cuspidals of weight $s_{i} \nu$ have the same number, and we know that $\sigma_{i}$ is a bijection between the set of simples $L^{\prime}$ with $\tilde{f}_{i}^{*} L^{\prime}=0$ and those with $\tilde{f}_{i} L^{\prime}=0$. Using $\left(d_{m}\right)$ and Lemma 2.24, we see that if $L$ satisfies $\tilde{f}_{i}^{*} L=0$ and is not semi-cuspidal, then $\sigma_{i} L$ will likewise not be semi-cuspidal. The pigeonhole principle thus implies that if $L$ is semi-cuspidal, then $\sigma_{i} L$ must be as well.

The result follows by induction, using the trivial statement $c_{0}$ as the base case.
Putting Proposition 2.25 another way, we have the following corollary.
Corollary 2.26. Fix a convex pre-order $\succ$ and assume that $L_{1}, \ldots, L_{h}$ are $\succ$-semi-cuspidal representations with $\alpha_{i} \succ \mathrm{wt}\left(L_{1}\right) \succ \cdots \succ \mathrm{wt}\left(L_{h}\right)$. Then

$$
\sigma_{i} A\left(L_{1}, \ldots, L_{h}\right) \cong A\left(\sigma_{i} L_{1}, \ldots, \sigma_{i} L_{h}\right)
$$

Remark 2.27 . As was recently explained by Kato [Kat14], in symmetric finite type there are in fact equivalences of categories

$$
\begin{equation*}
\left\{L \in R-\operatorname{nmod}: \operatorname{Res}_{\alpha_{i}, \operatorname{wt}(L)-\alpha_{i}}^{\operatorname{wt}(L)}(L)=0\right\} \leftrightarrow\left\{L \in R-\operatorname{nmod}: \operatorname{Res}_{\mathrm{wt}(L)-\alpha_{i}, \alpha_{i}}^{\mathrm{wt}(L)}(L)=0\right\} \tag{2.5}
\end{equation*}
$$

which induce Saito reflections on the set of simples. Kato's proof uses the geometry of quiver varieties, which is why it is only valid in symmetric type, but it seems likely that there is an algebraic version of Kato's functor as well, which should extend his result to all symmetrizable types. We feel that this should give an alternative and perhaps more satisfying explanation for Proposition 2.25 and Corollary 2.26.

Corollary 2.26 is a very important technical tool for us. In particular, it often allows us to reduce questions about cuspidal representations to the case where the root is simple, using the following lemma.

Lemma 2.28. Fix a simple $L$ and a convex pre-order $\succ$, and assume that the semi-cuspidal decomposition of $L$ is $L=A\left(L_{1}, \ldots, L_{h}\right)$.

If $L_{1}=\mathscr{L}_{n \alpha}$ for some real root $\alpha$ which is accessible from below, then there is a finite sequence $\sigma_{i_{1}}, \ldots, \sigma_{i_{k}}$ of Saito reflections such that $s_{i_{k}} \cdots s_{i_{1}} \alpha$ is a simple root $\alpha_{m}$, for each $j$ we have $\varphi_{j}^{*}\left(\sigma_{i_{j-1}} \cdots \sigma_{i_{1}} L\right)=0$, and

$$
\sigma_{i_{k}} \cdots \sigma_{i_{1}} L=A\left(\mathscr{L}_{\alpha_{m}}^{n}, \ldots, \sigma_{i_{k}} \cdots \sigma_{i_{1}} L_{h}\right)
$$

In particular, this holds for all $\alpha$ in finite type, and all $\alpha \succ \delta$ in affine type.
If instead $L_{h}=\mathscr{L}_{p \beta}$, where $\beta$ is accessible from above, then there is a similar list of dual Saito reflections $\sigma_{i_{1}}^{*}, \ldots, \sigma_{i_{h}}^{*}$ with

$$
\sigma_{i_{h}}^{*} \cdots \sigma_{i_{1}}^{*} L=A\left(\sigma_{i_{k}}^{*} \cdots \sigma_{i_{1}}^{*} L_{1}, \ldots, \mathscr{L}_{\alpha_{\ell}}^{p}\right) .
$$

In particular, this holds for all $\beta$ in finite type, and all $\beta \prec \delta$ in affine type.
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Proof. The two statements are swapped by the Kashiwara involution, so we need only prove the first. We proceed by induction on the number of positive roots $\eta \succ \alpha$ (which is finite because $\alpha$ is accessible from below). The case when $\alpha$ is greatest with respect to $\succ$ and hence is a simple root is trivially true; so assume that for some $k \geqslant 1$ the statement is known for all pairs consisting of a root $\alpha$ and a pre-order $\succ$ with at most $k-1$ positive roots $\eta \succ \alpha$.

Fix $\succ$ and $\alpha$ with exactly $k$ roots $\succ \alpha$. Let $\alpha_{i_{1}}$ be the greatest root (which is necessarily simple). Then $\varphi_{i_{1}}^{*}(L)=0$, since $\mathscr{L}_{\alpha_{i_{1}}}$ does not appear in its cuspidal decomposition, and so we can apply Corollary 2.26. This reduces to the same questions with $\succ^{s_{i}}, s_{i}(\alpha)$, and $\sigma_{i_{1}} L$. Furthermore, the positive roots $\beta \succ_{s_{i}} s_{i_{1}} \alpha$ are exactly those of the form $\beta=s_{i} \beta^{\prime}$ for $\beta^{\prime} \succ \alpha$ with $\beta^{\prime} \neq \alpha_{i_{1}}$, so there are one fewer of these than for $\alpha$ and $\succ$, and the induction proceeds until we have found the desired sequence.

By Proposition 2.25, the modules ( $\sigma_{i_{k}} \cdots \sigma_{i_{1}} L_{1}, \ldots, \sigma_{i_{k}} \cdots \sigma_{i_{1}} L_{h}$ ) are the semi-cuspidal decomposition of $L$ with respect to the convex order $\succ^{s_{i_{k}} \cdots s_{i_{1}}}=\left(\cdots\left(\succ^{s_{i_{k}}}\right)^{s_{i_{2}}} \cdots\right)^{s_{i_{1}}}$. Since $s_{i_{k}} \cdots s_{i_{1}} \alpha_{i_{1}}=\alpha_{m}$, we have that $\sigma_{i_{k}} \cdots \sigma_{i_{1}} L_{1} \cong \mathscr{L}_{\alpha_{m}}^{n}$.

## 3. KLR polytopes and MV polytopes

### 3.1 KLR polytopes

Definition 3.1. For each $L \in \mathcal{K} \mathcal{L} \mathcal{R}$, the character polytope $P_{L}$ is the convex hull of the weights $\nu^{\prime}$ such that $\operatorname{Res}_{\nu^{\prime}, \nu-\nu^{\prime}}^{\nu} L \neq 0$.

Remark 3.2. Recalling the definition of the character $\operatorname{ch}(L)$ of $L$ from Remark 1.38, we can think of every word $\mathbf{i}$ appearing in $\operatorname{ch}(L)$ as a path in $\mathfrak{h}^{*}$; the polytope $P_{L}$ can also be described as the convex hull of all these paths. This explains our terminology.

Example 3.3. Let $\mathfrak{g}=\mathfrak{s l}_{3}$ and $\nu=2 \alpha_{1}+\alpha_{2}$. Consider the algebra $R(\nu)$, where we take $Q_{12}(u, v)=u+v$. Then $R(\nu)$ has two simple modules. In fact, it turns out that the module $\mathscr{L}_{1} \circ \mathscr{L}_{2} \circ \mathscr{L}_{1}$ is semi-simple, and these are the two simple summands. Specifically, the subspace $L^{\prime}$ spanned by the three diagrams

is one of the summands, and the other is spanned by the three diagrams obtained from these by flipping about a vertical axis.

The characters of these modules are

$$
\operatorname{ch}(L)=2 w[112]+w[121] \quad \operatorname{ch}\left(L^{\prime}\right)=2 w[211]+w[121] .
$$

The Kashiwara involution switches these simples. From the characters, we can read off their character polytopes:

$P_{L}$

$P_{L^{\prime}}$
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The polytopes $P_{L}$ live in the $\mathfrak{h}^{*}$, which has a natural height function given by pairing with $\rho^{\vee}$. This orients each edge of the polytope, and gives every face $F$ a highest vertex $v_{t}$ and a lowest vertex $v_{b}$. We associate a KLR algebra $R_{F}$ to each face $F$ by $R_{F}:=R\left(v_{t}-v_{b}\right)$ and consider the subalgebra $R\left(v_{b}\right) \otimes R_{F} \otimes R\left(\nu-v_{t}\right)$ of $R(\nu)$. Let $\operatorname{Res}_{F}^{\nu}$ be the functor restricting to this subalgebra.

Proposition 3.4. For any simple $L$ and face $F$ of $P_{L}$, the restriction $\operatorname{Res}_{F}^{\nu} L$ is simple and thus the outer tensor of three simples $L^{\prime} \boxtimes L_{F} \boxtimes L^{\prime \prime}$. Furthermore, $L$ is the unique simple quotient of $L^{\prime} \circ L_{F} \circ L^{\prime \prime}$.

Proof. Choose a linear function $\phi: \mathfrak{h}^{*} \rightarrow \mathbb{R}$ that obtains its minimum on $P_{L}$ exactly on $F$, and consider the charge $c=\phi+i \rho^{\vee}$. By Theorem 2.4, $L$ is the unique simple quotient of $L_{1} \circ \cdots \circ L_{h}$ for some semi-cuspidals with $\mathrm{wt}\left(L_{1}\right)>_{c} \cdots>_{c} \mathrm{wt}\left(L_{h}\right)$.

If there is some index $k$ such that $\phi\left(\operatorname{wt}\left(L_{k}\right)\right)=0$, let $L_{F}=L_{k}$, let $L^{\prime}$ be the simple quotient of $L_{1} \circ \cdots \circ L_{k-1}$, and let $L^{\prime \prime}$ be the simple quotient of $L_{k+1} \circ \cdots \circ L_{h}$. Then $L^{\prime} \circ L_{F} \circ L^{\prime \prime}$ is a quotient of $L_{1} \circ \cdots \circ L_{h}$, and thus has a unique simple quotient, which is $L$. On the other hand, $\left(L_{1}, \ldots, L_{h}\right)$ is unmixing, which implies that ( $L^{\prime}, L_{F}, L^{\prime \prime}$ ) is also unmixing, so $\operatorname{Res}_{F}^{\nu}\left(L^{\prime} \circ L_{F} \circ L^{\prime \prime}\right)=L^{\prime} \boxtimes L_{F} \boxtimes L^{\prime \prime}$, and so $L$ must also restrict to this same module.

If there is no $k$ such that $\phi\left(\operatorname{wt}\left(L_{k}\right)\right)=0$, then let $k$ be maximal such that $\phi\left(\operatorname{wt}\left(L_{k}\right)\right)<0$. Then the same argument applies with $L_{F}=0, L^{\prime}$ the simple quotient of $L_{1} \circ \cdots \circ L_{k}$, and $L^{\prime \prime}$ the simple quotient of $L_{k+1} \circ \cdots \circ L_{h}$.

Definition 3.5. Fix $L \in \mathcal{K} \mathcal{L}$ R. The $K L R$ polytope $\tilde{P}_{L}$ of $L$ is the polytope $P_{L}$ along with the data of the isomorphism class of the semi-cuspidal representation $L_{E}$ associated to each edge $E$ of $P_{L}$ in Proposition 3.4. We denote by $\mathrm{P}^{\mathcal{L} \mathcal{L} \mathcal{R}}$ the set of all KLR polytopes.

Remark 3.6. The representations which can appear as the label of an edge $E$ in $\tilde{P}_{L}$ are not arbitrary; they must be semi-cuspidal for any convex order $\succ$ such that $E$ is contained in the path $P_{L}^{\succ}$ from Lemma 1.25.

Proposition 3.7. Every edge of $P_{L}$ is parallel to a positive root of $\mathfrak{g}$. That is, $P_{L}$ is a pseudoWeyl polytope.

Proof. For any edge $E$, pick a functional $\phi$ which achieves its minimum on $P_{L}$ exactly on $E$ and consider the charge $c=\phi+i \rho^{\vee}$. Since at most one element of $\Delta_{+}^{\min }$ is parallel to $E$, we can ensure that $\phi(\alpha)=0$ for at most one $\alpha \in \Delta_{+}^{\min }$. But $L_{E}$ is semi-cuspidal for $c$, so by Corollary $2.12 \mathrm{wt}\left(L_{E}\right)$ is a multiple of a positive root, and hence $E$ is parallel to that root.

Remark 3.8. In finite type, Corollary 2.12 and Remark 3.6 show that there is only ever one possible label for a given edge, so $\tilde{P}_{L}$ is completely determined by the character polytope $P_{L}$. Hence, $\mathrm{P}^{\mathcal{K} \mathcal{L}}$ can be thought of as simply a set of pseudo-Weyl polytopes.

As in Lemma 1.25, each convex order $\succ$ defines a path $P_{L}^{\succ}$ through $P_{L}$. We obtain a list of simple modules $L_{1}, \ldots, L_{h}$ with $\mathrm{wt}\left(L_{1}\right) \succ \cdots \succ \mathrm{wt}\left(L_{h}\right)$ by taking the modules corresponding to the edges in $P^{\succ}$.

Proposition 3.9. For any simple $L$ and any convex order $\succ$,

$$
L=A\left(L_{1}, \ldots, L_{h}\right),
$$

where $L_{1}, \ldots, L_{h}$ are as described above.
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Proof. We induct on $h$, the case when $L$ is $\succ$-semi-cuspidal being obvious. Let $E$ be the top edge in $P^{\succ}$, and consider $\operatorname{Res}_{E}^{\nu} L$; by Proposition 3.4, this is of the form $L^{\prime} \boxtimes L_{h}$. Obviously, the edges in $P_{L^{\prime}}^{\succ}$ and $P_{L}^{\succ}$ coincide up to but not including $E$. Thus, $L_{1}, \ldots, L_{h-1}$ are the simples associated to this walk for $L^{\prime}$ by the algorithm above and, by the inductive assumption, $L^{\prime}=A\left(L_{1}, \ldots, L_{h-1}\right)$. Thus, $A\left(L_{1}, \ldots, L_{h}\right)$ is the unique simple quotient of $L^{\prime} \circ L_{h}$, which, again by Proposition 3.4, is equal to $L$.

Proposition 3.9 has the following immediate consequences.
Corollary 3.10. For any $L \in \mathcal{K} \mathcal{L R}$ and any convex order $\succ$, the polytope $P_{L}$ with the labeling of just its edges along $P^{\succ}$ uniquely determines $L$. In particular, the map $L \mapsto \tilde{P}_{L}$ is a bijection $\mathcal{K} \mathcal{L R} \rightarrow \mathrm{P}^{\mathcal{K} \mathcal{L R}}$.

Corollary 3.11. For any convex order $\succ$, the function sending a labeled polytope to the list of semi-cuspidal representations attached to $P^{\succ}$ is a bijection from $\mathrm{P}^{\mathcal{L} \mathcal{R}}$ to the set of ordered lists of semi-cuspidal representations.

Remark 3.12. As mentioned in the introduction, Corollaries 3.10 and 3.11 essentially mean that the semi-cuspidal decompositions of $L \in \mathcal{K} \mathcal{L R}$ with respect to convex orders can be thought of as 'general type' Lusztig data for $L$. So, we have made precise and proven Theorem D.

Since the map which takes $L$ to $\tilde{P}_{L}$ is injective, the crystal structure on $\mathcal{K} \mathcal{L} \mathcal{R}$ gives rise to a crystal structure on $\mathrm{P}^{\mathcal{K} \mathcal{L} \text {. }}$. Using Corollary 3.11, we can now describe the resulting crystal operators. In the discussion below, we repeatedly use the fact that, for any simple root $\alpha_{i}$, the unique semi-cuspidal $L_{n \alpha_{i}}$ of weight $n \alpha_{i}$ is exactly the induction $L_{i}^{\circ n}$; this is a special case of Proposition 2.21, but is also a standard fact about the nil-Hecke algebra.

Proposition 3.13. To apply the operator $\tilde{f}_{i}$ to $\tilde{P} \in \mathrm{P}^{\mathcal{K} \mathcal{L R}}$, choose a convex order with $\alpha_{i}$ lowest, and read the path determined by that order to obtain a list of semi-cuspidal representations $L_{1}, \ldots, L_{h}$ corresponding to increasing roots in that order. If $L_{h}=\mathscr{L}_{i}^{k}$ for some $k \geqslant 1$, then

$$
\tilde{f}_{i} \tilde{P}=\tilde{P}_{A\left(L_{1}, \ldots, L_{h-1}, \mathscr{L}_{i}^{k-1}\right)}
$$

If $L_{h} \not \not \mathscr{L}_{i}^{k}$, then $\tilde{f}_{i} \tilde{P}=0$.
Proof. If $L_{h} \not \not \mathscr{L}_{i}^{k}$, then $L=A\left(L_{1}, \ldots, L_{h}\right)$ is a quotient of $L_{1} \circ \cdots \circ L_{h}$, whose character is a quantum shuffle of words not ending in $i$, and thus contains no words ending in $i$. Hence, $\tilde{f}_{i} A\left(L_{1}, \ldots, L_{h}\right)=0$ by definition.

If $L=A\left(L_{1}, \ldots, L_{h-1}, \mathscr{L}_{i}^{k}\right)$ for $k \geqslant 1$, then $L$ is the unique simple quotient of

$$
A\left(L_{1}, \ldots, L_{h-1}\right) \circ \mathscr{L}_{i}^{k} \cong A\left(L_{1}, \ldots, L_{h-1}\right) \circ \mathscr{L}_{i}^{k-1} \circ \mathscr{L}_{i}
$$

This surjects onto

$$
A\left(L_{1}, \ldots, L_{h-1}, \mathscr{L}_{i}^{k-1}\right) \circ \mathscr{L}_{i}
$$

so by definition $\tilde{e}_{i} A\left(L_{1}, \ldots, L_{h-1}, \mathscr{L}_{i}^{k-1}\right)=L$. Since we know that the $\tilde{e}_{i}, \tilde{f}_{i}$ are a crystal structure, the result follows from the properties in Definition 1.1.

We also have the following, which is simply a restatement of Corollary 2.26 in the language of polytopes.
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Corollary 3.14. To apply a Saito reflection functor $\sigma_{i}$ to a polytope $\tilde{P} \in \mathrm{P}^{\mathcal{K} \mathcal{L R}}$ with $\tilde{f_{i}^{*}} \tilde{P}=0$, choose a convex order with $\alpha_{i}$ greatest and let $L_{1}, \ldots, L_{h}$ be as before. Then

$$
\sigma_{i} \tilde{P}=\tilde{P}_{A\left(\sigma_{i} L_{1}, \ldots, \sigma_{i} L_{h}\right)} .
$$

Similarly, to apply $\sigma_{i}^{*}$ to a polytope $\tilde{P} \in \mathrm{P}^{\mathcal{K} \mathcal{L R}}$ with $\tilde{f}_{i} \tilde{P}=0$, choose a convex order with $\alpha_{i}$ least and let $L_{1}, \ldots, L_{h}$ be as before. Then $\sigma_{i}^{*} \tilde{P}=\tilde{P}_{A\left(\sigma_{i}^{*} L_{1}, \ldots, \sigma_{i}^{*} L_{h}\right)}$.

Comparing Proposition 3.13 and Corollary 3.14 with the definition of crystal-theoretic Lusztig data, the following corollary is immediate.

Corollary 3.15. Fix a simple $L$ and a convex order $\succ$. Let $b$ be the element in $B(-\infty)$ corresponding to L. The geometric Lusztig data $a_{\alpha}^{\succ}\left(P_{L}\right)$ from Definition 1.26 agrees with the crystal-theoretic Lusztig data $\mathrm{a}_{\alpha}^{\succ}(b)$ from Definition 1.18 for all real roots $\alpha$ which are accessible from above or below.

Proof of Theorem A. Two pseudo-Weyl polytopes for a finite-dimensional root system coincide if and only if their Lusztig data are identical for every convex order. By Proposition 1.19, the geometric Lusztig data of the MV polytope corresponding to $b$ is given by the crystal-theoretic Lusztig data $a_{\bullet}(b)$, and that of the KLR polytope $P_{L}$ is given by $a_{\bullet}\left(P_{L}\right)$ by definition. Thus, Corollary 3.15 shows that these polytopes coincide.

### 3.2 Face crystals

Fix a charge $c$. By [Bor91, Theorem 1], after possibly taking a central extension and including some extra derivations, the subalgebra of $\mathfrak{g}$ spanned by root spaces of argument $\pi / 2$ is a Borcherds algebra. This can have infinite rank, but it will have only finitely many positive entries on the diagonal of its Cartan matrix. Let $\mathfrak{g}_{c}$ be the subalgebra of this Borcherds algebra generated by the real roots of argument $\pi / 2$. This is the Kac-Moody algebra whose Cartan matrix consists of the rows and columns with positive diagonal entries. Let $\Delta_{c}$ be the root system of $\mathfrak{g}_{c}$.

Remark 3.16. To understand the definition of $\Delta_{c}$, it is instructive to consider $\widehat{\mathfrak{s l}}_{4}$ with a charge $c$ such that $c\left(\alpha_{1}\right), c\left(\alpha_{3}\right)$, and $c(\delta)$ all have argument $\pi / 2$, but $c\left(\alpha_{2}\right)$ does not. Then $\Delta_{c}$ is the product of two copies of the $\widehat{\mathfrak{s l}}_{2}$ root system. In particular, $\Delta_{c}$ has two non-parallel imaginary roots, whereas $\Delta$ has no such pair.

Remark 3.17. As we discuss in $\S 3.7$ below, in general it may be better to see a face as associated to the Borcherds algebra discussed at the beginning of this section. However, in affine type, defining $\mathfrak{g}_{c}$ as we do has some advantages.

Let $\beta_{\underline{1}}, \ldots, \beta_{\underline{s}}$ be the simple roots of $\mathfrak{g}_{c}$. To avoid confusion between the roots of $\mathfrak{g}$ and those of $\mathfrak{g}_{c}$, we will index the latter with underlined numbers. As in $\S 2$, let $\mathscr{L}_{\beta_{i}}$ denote the unique cuspidal module for $c$ with weight $\beta_{\underline{i}}$. We can now generalize Theorem A a little bit.

Proposition 3.18. If $c$ is such that there are either only finitely many roots $\alpha$ with $\arg (c(\alpha)) \leqslant$ $\pi / 2$ or only finitely many roots with $\arg (c(\alpha)) \geqslant \pi / 2$, then $\mathfrak{g}_{c}$ is of finite type and, for each $L \in \mathcal{K} \mathcal{L R}$, the face $F$ of $P_{L}$ defined by $c$ is an $M V$ polytope for $\mathfrak{g}_{c}$.

Proof. Without loss of generality, we can assume that $L$ is semi-cuspidal with argument $\pi / 2$. We will handle the case where there are only finitely many roots satisfying $\arg (c(\alpha)) \geqslant \pi / 2$. The other case follows by a symmetric argument.
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Clearly, the root system for $\mathfrak{g}_{c}$ contains only finitely many roots, so it is of finite type. Choose a convex order refining $\succ_{c}$. By Lemma 2.28 , we can find a list of reflections $s_{i_{1}}, \ldots, s_{i_{k}}$ such that Corollary 3.14 applies to show that $s_{i_{1}} \cdots s_{i_{k}} F$ is a face of the polytope $P_{\sigma_{i_{1}} \cdots \sigma_{i_{k}} L}$, and the roots parallel to $s_{i_{1}} \cdots s_{i_{k}} F$ all have argument with respect to $c^{s_{i_{1}} \cdots s_{i_{k}}}$ greater than all other roots.

If $s_{i_{1}} \cdots s_{i_{k}} \beta_{j}$ is a sum of more than one simple root, either these all have argument $\pi / 2$ for $c^{s_{i_{1}} \cdots s_{i_{k}}}$, which contradicts the simplicity of $\beta_{j}$ in $\mathfrak{g}_{c}$, or one of the simple roots must have argument with respect to $c^{s_{i_{1}} \cdots s_{i_{k}}}$ greater than $s_{i_{1}} \cdots s_{i_{k}} \beta_{j}$, which is impossible. Thus, the simple roots $s_{i_{1}} \cdots s_{i_{k}} \beta_{j}$ of the reflected face root system must all be simple for the full root system $\Delta$.

It follows that $\sigma_{i_{1}} \cdots \sigma_{i_{k}} L$ is a representation of the KLR algebra for the finite-type algebra
 for $\mathfrak{g}_{c} s_{i_{1}} \cdots s_{i_{k}}$ by Theorem A.

Definition 3.19. Fix a charge $c$. The face crystal $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ is the set of $c$-semi-cuspidal representations $L$ of argument $\pi / 2$.

In fact, $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ depends only on how the argument of $c(\beta)$ compares with $\pi / 2$ for each root $\beta$. In particular, we see the following lemma.

Lemma 3.20. If $c, c^{\prime}$ are two charges and, for every $\alpha \in \Delta$, $\arg c(\alpha)<\pi / 2$ (respectively $\arg c(\alpha)>$ $\pi / 2)$ if and only if $\arg c^{\prime}(\alpha)<\pi / 2$ (respectively $\left.\arg c^{\prime}(\alpha)>\pi / 2\right)$, then $\mathcal{K} \mathcal{L} \mathcal{R}[c]=\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{\prime}\right]$.

Proof. Fix $L \in \mathcal{K} \mathcal{L} \mathcal{R}$ of weight $\nu$ such that $\arg c(\nu)=\pi / 2$. Then $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$ if and only if $\operatorname{Res}_{\nu-\beta, \beta}^{\nu} L=0$ for all $\beta$ with $\arg c(\beta)<\pi / 2$. This is the same condition as $\operatorname{Res}_{\nu-\beta, \beta}^{\nu} L=0$ for all $\beta$ with $\arg c^{\prime}(\beta)<\pi / 2$, since this is the same set of roots. Thus, we have that $L \in \mathcal{K} \mathcal{L} \mathcal{R}\left[c^{\prime}\right]$. $\square$

In fact, $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ consists exactly of those representations which occur as the representation $L_{F}$ associated in $\S 3.1$ to the face $F$ where the real part of $c$ takes on its minimal value for some $L$. This justifies the term 'face' in Definition 3.19. We now explain the term 'crystal'.

Definition 3.21. For $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$, define

$$
\begin{array}{cl}
\tilde{\mathrm{e}}_{\underline{i}} L=\operatorname{cosoc}\left(L \circ \mathscr{L}_{\beta_{\underline{i}}}\right), & \quad \tilde{\mathrm{e}}_{\underline{i}}^{*} L=\operatorname{cosoc}\left(\mathscr{L}_{\beta_{\underline{i}}} \circ L\right), \\
\tilde{\mathrm{f}}_{\underline{\underline{ }}} L=\operatorname{soc}\left(L \triangleright \mathscr{L}_{\beta_{\underline{i}}}\right), & \tilde{\mathrm{f}}_{\underline{i}}^{*} L=\operatorname{soc}\left(\mathscr{L}_{\beta_{\underline{i}}} \triangleleft L\right), \\
\varphi_{\underline{i}}(L)=\max \left\{n \mid \operatorname{Res}_{\nu-n \beta_{\underline{i}}, n \beta_{\underline{i}}}^{\nu} L \neq 0\right\}, & \varphi_{\underline{i}}^{*}(L)=\max \left\{n \mid \operatorname{Res}_{n \beta_{\underline{i}}, \nu-n \beta_{\underline{i}}}^{\nu} L \neq 0\right\}, \\
\varepsilon_{\underline{i}}=\varphi_{\underline{i}}-\left\langle\operatorname{wt}(L), \beta_{\underline{i}}^{\vee}\right\rangle, & \varepsilon_{\underline{i}}^{*}=\varphi_{\underline{i}}^{*}-\left\langle\operatorname{wt}(L), \beta_{\underline{i}}^{\vee}\right\rangle,
\end{array}
$$

where $\triangleleft, \triangleright, \circ$, and Res are as in $\S 1.7$ and $\beta_{\underline{i}}^{\vee}$ is the coroot with respect to $\Delta_{c}$.
If $\beta_{\underline{i}}=\alpha_{j}$ is a simple root for $\Delta$, then these operations agree with the crystal operators $\tilde{e}_{j}, \tilde{f}_{j}$ from Proposition 1.43. This is precisely why we have modified the definition of $\tilde{f}_{i}$ from that used in [LV11], as discussed in Remark 1.46. It is also possible to give a definition of $\tilde{f}_{\underline{i}}$ generalizing that of [LV11] by replacing $\mathscr{L}_{\beta_{i}}$ with its projective cover.

Proposition 3.22. For every $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$, the modules $\tilde{\mathrm{e}}_{\underline{i}} L, \tilde{\mathrm{e}}_{\underline{i}}^{*} L, \tilde{\mathrm{f}}_{\underline{i}} L, \tilde{\mathrm{f}}_{\underline{i}}^{*} L$ are all irreducible. Furthermore, the operators $\tilde{\mathrm{e}}_{\underline{i}}$ and $\tilde{\mathfrak{f}}_{\underline{i}}$ define a $\mathfrak{g}_{c}$ combinatorial bicrystal structure with weight function given by the weight of $L$, and $\varphi_{\underline{i}}, \varphi_{\underline{i}}^{*}, \varepsilon_{\underline{i}}, \varepsilon_{\underline{i}}^{*}$ as above.
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Proof. Fix $L \in \mathcal{K} \mathcal{L R}$ and let $\nu=\mathrm{wt}(L)$. For each simple root $\beta_{\underline{i}}$ of $\Delta_{c}$, we can choose deformations $c_{ \pm}$of the charge $c$ such that:

- for some small $\varepsilon>0$, elements $\mu$ of the weight lattice with $\nu-\mu \in \operatorname{span}_{\mathbb{Z} \geqslant 0}\left\{\alpha_{i}\right\}$ have:
* $\arg \left(c_{ \pm}(\mu)\right) \in(\pi / 2-\varepsilon, \pi / 2+\varepsilon)$ if and only if $\arg (c(\mu))=\pi / 2 ;$
$* \arg \left(c_{ \pm}(\mu)\right)>\pi / 2+\varepsilon$ if and only if $\arg (c(\mu))>\pi / 2$;
* $\arg \left(c_{ \pm}(\mu)\right)<\pi / 2-\varepsilon$ if and only if $\arg (c(\mu))<\pi / 2$;
- the root $\beta_{\underline{i}}$ is greater for $>_{c_{+}}$and lesser for $>_{c_{-}}$than all other roots $\beta \neq \beta_{\underline{i}}$ with $\arg (c(\beta))=\pi / 2$.

The semi-cuspidal decompositions of $L$ with respect to $c_{+}$and $c_{-}$must be of the form

$$
\begin{equation*}
A\left(\mathscr{L}_{\beta_{i} \underline{i}}^{n}, \ldots\right) \quad \text { and } \quad A\left(\ldots, \mathscr{L}_{\beta_{\underline{i}}}^{k}\right) \tag{3.1}
\end{equation*}
$$

respectively, for some $n, k \geqslant 0$. The conditions on $c_{ \pm}$imply that every representation which appears in these must be itself in $\mathcal{K} \mathcal{L R}[c]$.

Any quotient of $\mathscr{L}_{\beta_{\underline{i}}} \circ L$ is also a quotient of $\mathscr{L}_{\beta_{\underline{i}}}^{n+1} \circ \ldots$. By Proposition 2.21, $\mathscr{L}_{\beta_{\underline{i}}}^{n+1}$ is irreducible, so, by Theorem 2.4, $\mathscr{L}_{\beta_{\underline{i}}}^{n+1} \circ \cdots$ has a unique simple quotient. Thus, $\tilde{\mathrm{e}}_{\underline{i}}^{*} L^{-}=$ $A\left(\mathscr{L}_{\beta_{\underline{i}}}^{n+1}, \ldots\right)$ and $\tilde{\mathbf{e}}_{\underline{i}} L=A\left(\ldots, \mathscr{L}_{\beta_{\underline{i}}}^{k+1}\right)$ are irreducible. The irreducibility of $\tilde{\mathfrak{f}}_{\underline{i}} L$ and $\tilde{\mathfrak{f}}_{\underline{i}}^{*} L$ follows from a dual argument: using the fact that any map from a simple into another module lands in its socle, and Frobenius reciprocity,

$$
\operatorname{Hom}_{R\left(\nu-\beta_{\underline{i}}\right)}\left(L^{\prime}, \tilde{\mathbf{f}}_{\underline{i}} L\right) \cong \operatorname{Hom}_{R\left(\nu-\beta_{\underline{i}}\right)}\left(L^{\prime}, L \triangleright \mathscr{L}_{\beta_{\underline{i}}}\right) \cong \operatorname{Hom}_{R(\nu)}\left(L^{\prime} \circ \mathscr{L}_{\beta_{\underline{i}}}, L\right)
$$

The latter space of maps is one dimensional if $L=\tilde{\mathrm{e}}_{\underline{i}} L^{\prime}$, and 0 otherwise, so $L^{\prime}$ has multiplicity one in $\tilde{\mathrm{f}}_{\underline{i}} L$ if $L=\tilde{\mathrm{e}}_{\underline{i}} L^{\prime}$, and multiplicity 0 otherwise. Thus, $\tilde{\mathrm{f}}_{\underline{i}} L=A\left(\ldots, \mathscr{L}_{\beta_{\underline{i}}}^{k-1}\right)$, and in particular is irreducible.

Thus, we do have well-defined operations of $\mathcal{K} \mathcal{L} \mathcal{R}[c]$. It remains to check that these satisfy the conditions in the definition of combinatorial crystal (Definition 1.1), for both the unstarred and starred operators. Condition (i) is tautological from our definition of $\varepsilon_{\underline{i}}$ and $\varepsilon_{\underline{i}}^{*}$, and (iv) is vacuous in this case. For (ii) and (iii), it suffices to show that, for all $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$ :
(a) $L \cong \tilde{\mathfrak{f}}_{\underline{i}} \tilde{e}_{\underline{i}} L \cong \tilde{\mathfrak{f}}_{\underline{\mathrm{f}}}^{*} \tilde{\mathrm{e}}_{\underline{i}}^{*} L$; and
(b) $\varphi_{\underline{i}}(L)=\max \left\{n: \tilde{f}_{\underline{i}}^{n} L \neq 0\right\}$ and $\varphi_{\underline{i}}^{*}(L)=\max \left\{n:\left(\tilde{f}_{\underline{f}}^{*}\right)^{n} L \neq 0\right\}$.

Condition (a) has been established above, and these arguments also show that $\varphi_{\underline{i}}^{*}(L)=n$ and $\varphi_{\underline{i}}(L)=k$ for $n, k$ as in (3.1), from which (b) follows.

Lemma 3.23. Fix a charge $c$. If $\alpha_{i}$ is a simple root such that $\arg c\left(\alpha_{i}\right)>\pi / 2$, then Saito reflection $\sigma_{i}$ induces a bicrystal isomorphism between $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ and $\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{s_{i}}\right]$. Similarly, if $\alpha_{i}$ is a simple root such that $\arg c\left(\alpha_{i}\right)<\pi / 2$, then $\sigma_{i}^{*}$ induces a bicrystal isomorphism between $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ and $\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{s_{i}}\right]$.

Proof. By Proposition 2.25, these maps are bijections. It remains to show that they respect the crystal structure. We consider $\sigma_{i}$, the statement about $\sigma_{i}^{*}$ following by a symmetric argument.

Choose a simple root $\beta_{\underline{j}}$ in $\Delta_{c}$. As in the proof of Proposition 3.22, refine $>_{c}$ into two convex orders $\succ_{ \pm}$such that, among roots with argument $\pi / 2, \beta_{\underline{i}}$ is minimal for $\succ_{+}$and maximal for $\succ_{-}$. For $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$, the semi-cuspidal decompositions with respect to $\succ_{ \pm}$have the form

$$
L=A\left(\mathscr{L}_{\beta_{\underline{i}} \underline{\prime}}^{n}, \ldots\right)=A\left(\ldots, \mathscr{L}_{\beta_{\underline{i}}}^{k}\right)
$$
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for some $n, k \geqslant 0$, where we recall from Proposition 2.21 that $\mathscr{L}_{\beta_{\underline{i}}}^{n}$ is irreducible. Then

$$
\tilde{\mathrm{e}}_{\underline{i}}^{*} L=A\left(\mathscr{L}_{\beta_{\underline{i}}}^{n+1}, \ldots\right) \quad \text { and } \quad \tilde{\mathrm{e}}_{\underline{i}} L=A\left(\ldots, \mathscr{L}_{\beta_{\underline{i}}}^{k+1}\right) .
$$

By Proposition 2.25, these operations commute with Saito reflection, as required.
Lemma 3.24. Fix a charge $c$ and let $\beta_{\underline{j}}$ be a simple root for $\Delta_{c}$. There is a sequence of Saito reflections and dual Saito reflections, $\sigma_{i_{k}}^{x_{k}} \cdots \sigma_{i_{1}}^{x_{1}}$, where each $x_{k}$ is either $*$ or nothing (indicating dual Saito reflection or Saito reflection) such that:

- $s_{i_{k}} \cdots s_{i_{1}} \beta_{j}$ is a simple root $\alpha_{i}$; and
- at each stage $\sigma_{i_{j}}^{x_{j}}$ is a crystal isomorphism from $\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{s_{i_{1}} \cdots s_{i_{j-1}}}\right]$ to $\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{s_{i} \cdots s_{i_{j-1}} s_{i_{j}}}\right]$.

Proof. We proceed by induction on the height $\left\langle\beta_{\underline{j}}, \rho^{\vee}\right\rangle$ of $\beta_{j}$ in $\Delta_{+}$, the height-1 case being trivial. If $\left\langle\beta_{\underline{j}}, \rho^{\vee}\right\rangle>1$, then for some $i$ we must have $q=\left\langle\beta_{\underline{j}}, \alpha_{i}^{\vee}\right\rangle>0$. But then $\alpha_{i}$ and $\beta_{\underline{j}}-q \alpha_{i}$ are both positive roots, so, since $\beta_{j}$ is simple for $\Delta_{c}$, they cannot both be in $\Delta_{c}$. It follows that $\arg c\left(\alpha_{i}\right) \neq \pi / 2$, so by Lemma 3.23 we can apply a Saito reflection $\sigma_{i}$ or $\sigma_{i}^{*}$ and get a face crystal isomorphism from $\mathcal{K} \mathcal{L R}[c]$ to $\mathcal{K} \mathcal{L} \mathcal{R}\left[c^{s_{i}}\right]$. The new simple root corresponding to $\beta_{\underline{j}}$ under this reflection is $\beta_{\underline{j}}-q \alpha_{i}$, which has lower height.

Lemma 3.25. The operators $\tilde{\mathrm{e}}_{\underline{i}}$ and $\tilde{\mathrm{e}}_{\underline{j}}^{*}$ (and thus $\tilde{\mathrm{f}}_{\underline{i}}$ and $\tilde{\mathrm{f}}_{\underline{j}}^{*}$ ) for $\underline{i} \neq \underline{j}$ commute. That is, condition (ii) of Proposition 1.4 holds.

Proof. Since $\beta_{\underline{j}}$ and $\beta_{\underline{i}}$ are simple among the roots with $c$-argument $\pi / 2$, there is a deformation $c^{\prime}$ of $c$ such that $\beta_{\underline{i}}$ is lowest among the roots with $\arg (c(\beta))=\pi / 2$ and $\beta_{\underline{j}}$ is greatest. Let $\left(\mathscr{L}_{\beta_{\underline{j}}}^{n}, L_{2}, \ldots, L_{h-1}, \mathscr{L}_{\dot{\beta}_{\underline{\underline{p}}}}^{k}\right)$ be the semi-cuspidal decomposition of $L$ with respect to $c^{\prime}$. Then $\tilde{\mathrm{e}}_{\underline{i}} \tilde{\mathrm{e}}_{\underline{j}}^{*} L=\tilde{\mathrm{e}}_{\underline{j}}^{*} \tilde{\mathrm{e}}_{\underline{i}} L=A\left(\mathscr{L}_{\underline{\beta_{j}}}^{n+1}, L_{2}, \ldots, L_{h-1}, \mathscr{L}_{\beta_{\underline{i}}}^{k+1}\right)$.

Lemma 3.26. For each $\beta_{\underline{i}}$, the operators $\tilde{\mathrm{e}}_{\underline{i}}$ and $\tilde{\mathrm{e}}_{\underline{i}}^{*}$ satisfy the condition that, for all $L$,

$$
\varphi_{\underline{i}}^{*}\left(\tilde{\mathrm{e}}_{\underline{i}} L\right) \geqslant \varphi_{\underline{i}}^{*}(L) \quad \text { and } \quad \varphi_{\underline{i}}\left(\tilde{\mathrm{e}}_{\underline{i}}^{*} L\right) \geqslant \varphi_{\underline{i}}(L) .
$$

Proof. By Lemma 3.24, we can apply Saito reflections $\sigma_{i}$ and $\sigma_{i}^{*}$ a number of times to reduce to the case when $\beta_{\underline{i}}$ is a simple root. The condition is then immediate from Proposition 1.4 parts (iv) and (v), since $\mathcal{K} \mathcal{L R}$ along with the full crystal operators $\tilde{e}_{i}, \tilde{f}_{i}$ is a copy of $B(-\infty)$.

### 3.3 Affine face crystals

Some aspects of face crystals are considerably simpler in the affine case than the general; in other cases results may hold more generally, but we will stay in the affine setting to simplify notation and proofs. Thus, in $\S \S 3.3-3.6$, unless otherwise stated, we assume that $\mathfrak{g}$ is affine with minimal imaginary root $\delta$.

Fix a charge $c$. If $\arg (c(\delta)) \neq \pi / 2$, it is clear that $\mathfrak{g}_{c}$ is of finite type (although it may be reducible). If $\arg (c(\delta))=\pi / 2$, then $\mathfrak{g}_{c}$ is either affine or a product of affine algebras. To see this, note that for growth reasons $\mathfrak{g}_{c}$ cannot be worse than a product of affine algebras. Furthermore, for each root $\alpha$ of $\mathfrak{g}_{c}, n \delta-\alpha$ is also a root for some $n$, so $\alpha$ cannot be part of a finite-type subroot system. In the first case we say that $\mathfrak{g}_{c}$ is of finite type, and in the second case we say that $\mathfrak{g}_{c}$ is of affine type.
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Lemma 3.27. Assume that $L^{h} \in \mathcal{K} \mathcal{L R}[c]$ is lowest weight for the $\mathfrak{g}_{c}$ bicrystal structure, and that $\omega \mathrm{t}\left(L^{h}\right)=n \delta$ for $n \in \mathbb{Z}_{\geqslant 0}$. Then the component of $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ generated by $L^{h}$ under the crystal operators $\tilde{\mathrm{e}}_{\underline{j}}$ is the same as the component generated by $L^{h}$ under the $\tilde{\mathrm{e}}_{\underline{j}}^{*}$.

Proof. We proceed by induction on the sum $d(L)$ of the coefficients of the expression for $\mathrm{wt}(L)$ $\operatorname{wt}\left(L^{h}\right)$ in terms of the $\beta_{\underline{k}}$, which we call the depth of $L$. We will show that if $L=\tilde{\mathrm{e}}_{\underline{j_{d}}} \tilde{\mathrm{e}}_{j_{d-1}} \cdots \tilde{\mathrm{e}}_{\underline{j_{1}}} L^{h}$, then $L$ is also in the starred component of $L^{h}$. The reversed statement follows via a symmetric proof.

If $d=1$, then $L=\tilde{e}_{j} L$ for some $\underline{j}$. By Lemma 3.24, we can use a sequence of Saito reflections and dual Saito reflections to reduce to the case when $\beta_{\underline{j}}$ is a simple root $\alpha_{i}$. Then $\tilde{e}_{i} L^{h}=\tilde{e}_{i}^{*} L^{h}$ by Proposition 1.4 and the fact that the whole crystal is $B^{\mathfrak{g}}(-\infty)$, so the claim holds.

Now assume that the component generated by $L^{h}$ under the ordinary crystal operators agrees with that generated by the $*$ operators at all depths $<d$, and fix $L$ with $d(L)=d$ in the unstarred component of $L^{h}$. By the $d=1$ case,

$$
L=\tilde{\mathrm{e}}_{\underline{j_{d}}} \underline{\tilde{\mathrm{a}}_{j_{d-1}}} \cdots \tilde{\mathrm{e}}_{\underline{j_{2}}} \tilde{\tilde{\mathrm{e}}}_{\underline{j_{1}}}^{*} L^{h}
$$

for some $\underline{j_{d}}, \underline{j_{d-1}}, \ldots, \underline{j_{2}}, \underline{j_{1}}$. By Lemma 3.26, we see that $\tilde{\mathrm{f}}_{\underline{j_{1}}}^{*} L \neq 0$.
If $\underline{j_{1}} \neq \underline{j_{d}}$, then, by Lemma $3.25, L=\tilde{\mathrm{e}}_{\underline{j_{1}}}^{*} \tilde{\mathrm{j}}_{\underline{j_{d}}} \tilde{\mathrm{f}}_{\underline{j_{1}}} \tilde{\mathrm{f}}_{\underline{j_{d}}} L$. The module $\underline{\tilde{\mathrm{f}}_{j_{d}}} L$ is manifestly in the component of the unstarred component of $L^{h}$ and thus by induction in the starred component as well. Using the inductive hypothesis again, $\tilde{\mathrm{e}}_{\underline{j_{d}}} \tilde{f}_{j_{1}}^{*} \tilde{\mathfrak{f}}_{\underline{j_{d}}} L$ is still in the starred components of $L^{h}$ and so $L$ is as well.

If $\underline{j_{1}}=\underline{j_{d}}$, then again using Lemma 3.24, we can reduce to the case when $\beta_{\underline{i}}$ is a simple root $\alpha_{i}$. It follows from Proposition 1.4 (see also Corollary 1.5) and the fact that the whole crystal is $B^{\mathfrak{g}}(-\infty)$ that we have one of the following two situations.
(1) $L=\tilde{\mathrm{e}}_{\underline{j_{1}}}^{*} \underline{\tilde{\mathrm{e}}_{1}} \underline{\tilde{\mathrm{f}}_{1}} \underline{\tilde{\mathrm{f}}_{1}} \underline{\tilde{\mathrm{f}}_{1}} L$. Then the same argument as in the case $\underline{j_{1}} \neq \underline{j_{d}}$ shows that $L$ is in the starred component of $L^{h}$.
(2) $\tilde{\mathfrak{f}}_{\underline{j_{1}}}^{*} L=\tilde{\mathrm{f}}_{\underline{j_{1}}} L$. In this case, by induction, $\tilde{\mathrm{f}}_{\underline{j_{1}}}^{*} L=\tilde{\mathrm{f}}_{\underline{j_{1}}} L$ is in both the starred and the unstarred components of $L^{h}$. So, $L=\tilde{\mathrm{e}}_{\underline{j}_{d}}^{*} \tilde{\mathrm{f}}_{\underline{j_{1}}}^{*} L$ is also in the starred component.

Proposition 3.28. Assume that $L^{h} \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$ is lowest weight for the bicrystal structure, and $\operatorname{wt}\left(L^{h}\right)=n \delta$ for $n \in \mathbb{Z}_{\geqslant 0}$. Then the component generated by $L^{h}$ under all $\tilde{\mathrm{e}}_{\underline{j}}, \tilde{\mathrm{e}}_{\underline{j}}^{*}$ is isomorphic (as a bicrystal) to the infinity crystal $B^{\mathfrak{g}_{c}}(-\infty)$.

Proof. By Proposition 3.22 and Lemma 3.27, the component containing $L^{h}$ is a lowest-weight combinatorial bicrystal. Hence, it suffices to check the conditions of Proposition 1.4. Condition (i) is trivial and (ii) is checked in Lemma 3.25 above. Each of (iii)-(vi) only involves a single $\beta_{\underline{i}}$. By Lemma 3.24, we can find a sequence of Saito reflections which takes $\beta_{\underline{i}}$ to a simple root, and such that at each step we have an isomorphism of face crystals. This reduces to the case when $\beta_{\underline{i}}$ is simple for $\mathfrak{g}$, and then the conditions follow from the isomorphism of $\mathcal{K} \mathcal{L R}$ with $B(-\infty)$ for all of $\mathfrak{g}$.

Corollary 3.29. If $\mathfrak{g}_{c}$ is of finite type, then $\mathcal{K} \mathcal{L R}[c] \cong B^{\mathfrak{g}_{c}}(-\infty)$. If $\mathfrak{g}_{c}$ is of affine type, then $\mathcal{K} \mathcal{L R}[c]$ is isomorphic as a bicrystal to a direct sum of copies of $B^{\mathfrak{g}_{c}}(-\infty)$, all lowest-weight elements $L^{h}$ have $\operatorname{wt}\left(L^{h}\right)=k \delta$ for some $k$, and the number of lowest-weight elements of weight $k \delta$ is the number of $q$-multipartitions of $k$, where $q=r-s=r \mathrm{rg}-\mathrm{rk} \mathfrak{g}_{c}$.
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Proof. By Proposition 3.28, the trivial representation generates a copy of $B^{\mathfrak{g}_{c}}(-\infty)$ as a bicrystal. By Corollary 2.12, the generating function for the number of $c$-cuspidal representations of argument $\pi / 2$ in $\mathcal{K} \mathcal{L R}[c]$ is

$$
a(t)=\prod_{\alpha \in \Delta_{c}} \frac{1}{\left(1-t^{\alpha}\right)^{\operatorname{dim} \mathfrak{g}_{\alpha}}}
$$

Comparing with the Kostant partition function

$$
b(t)=\prod_{\alpha \in \Delta_{c}} \frac{1}{\left(1-t^{\alpha}\right)^{\operatorname{dim}\left(\mathfrak{g}_{c}\right)_{\alpha}}}
$$

for $\mathfrak{g}_{c}$, we see that, if $\mathfrak{g}_{c}$ is of finite type, these functions agree. Hence, the element of weight 0 must generate everything and we are done.

If $\mathfrak{g}_{c}$ is of affine type, then

$$
\frac{b(t)}{a(t)}=\prod_{k \geqslant 1} \frac{1}{\left(1-t^{k \delta}\right)^{q}}
$$

is the generating function of the number of $q$-multipartitions, where $t^{\delta}$ counts the total number of boxes.

We now proceed by induction. Fix some $k \geqslant 0$ and make the following assumption.
(A) All lowest-weight elements for $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ for the unstarred crystal structure of weight at most $k \delta$ have weight $j \delta$ for some $j \leqslant k$. All of these are also lowest weight for the starred crystal structure as well, and hence by Proposition 3.28 generate a copy of $B(-\infty)$, and the number of such highest-weight elements for each $j \leqslant k$ is the number of $q$-multipartitions of $j$.

Comparing generating functions, the copies of $B^{\mathfrak{g}_{c}}(-\infty)$ generated by lowest-weight elements of weight at most $k \delta$ exhaust all elements on $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ of depth less than $(k+1) \delta$, and miss exactly the number of $q$-multipartitions of $k+1$ in that depth. This holds true for both the unstarred and the starred crystal structures and, since each lowest-weight element generates the same set under both crystal structures, the elements missed for both must coincide. Thus, each of the lowest-weight elements found at weight $(k+1) \delta$ are in fact lowest weight for both crystal structures, and the induction proceeds.

Lemma 3.30. In finite or affine type, for any charge $c$, the lowest-weight elements of $\mathcal{K} \mathcal{L R}[c]$ are exactly those which are $c^{\prime}$-semi-cuspidal for all $c^{\prime}$ in a neighborhood of $c$.

Proof. Fix $L \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$. Define $\Delta_{+}^{\mathrm{res}} \subset \Delta_{+}^{\min }$ to be those minimal roots of weight at most $\mathrm{wt}(L)$.
If $L$ is not lowest weight in $\mathcal{K} \mathcal{L R}[c]$, then choose a simple root $\beta_{\underline{j}}$ of $\Delta_{+}^{\min }$ such that $\tilde{\mathrm{f}}_{\underline{j}} L \neq 0$. For any deformation $c^{\prime}$ of $c$ such that $\beta_{\underline{j}}$ is the minimal root in $\Delta_{+}^{\min }$ and such that the order of any pair of roots in $\Delta_{+}^{\text {res }}$ remains unchanged, it is clear that $L$ is no longer semi-cuspidal. Thus, if $L$ remains semi-cuspidal for all $c^{\prime}$ in a neighborhood of $c$, then $L$ is lowest weight in $\mathcal{K} \mathcal{L} \mathcal{R}[c]$. If $\mathfrak{g}_{c}$ is of finite type, then the only lowest-weight element in $\mathcal{K} \mathcal{L R}[c]$ is $\mathscr{L}_{\emptyset}$, so this is enough.

If $\mathfrak{g}_{c}$ is of affine type, then, by Corollary $3.29, \operatorname{wt}(L)$ is a multiple of $\delta$. Fix a deformation $c^{\prime}$ of $c$ which is small enough so as not to change the order of any pair of roots in $\Delta_{+}^{\text {res }}$. Assume for a contradiction that $L$ is not $c^{\prime}$ semi-cuspidal, and let $L=A\left(L_{1}, \ldots L_{h}\right)$ be its semi-cuspidal decomposition. Then we must have $L_{h}{<_{c^{\prime}}} \delta($ since $\operatorname{wt}(L)=\delta)$, so $\mathrm{wt}\left(L_{h}\right)$ is a multiple of a real root $\beta$. If $\beta$ is a simple root $\alpha_{i}$ for the whole root system $\Delta$, then $\alpha_{i}$ is a simple root in $\Delta_{c}$ as well, so clearly $L$ was not lowest weight in $\mathcal{K} \mathcal{L} \mathcal{R}[c]$. Otherwise, we can use Lemma 3.24 to reduce to this case.
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Proposition 3.31. Fix $M, N \in \mathcal{K} \mathcal{L} \mathcal{R}[c]$. Assume that $M$ is lowest weight for the $\mathfrak{g}_{c}$ crystal structure, and $N$ is in the component generated by the trivial representation. Then $M \circ N=$ $N \circ M$, this module is irreducible, and $N \mapsto M \circ N$ is a bicrystal isomorphism between the component of the trivial representation and that of $M$.

Before proving Proposition 3.31, we need the following weaker statement.
Lemma 3.32. With the notation of Proposition $3.31, M \circ N$ has a unique simple quotient, and the map $N \mapsto A(M, N)$ commutes with the unstarred crystal operators.

Proof. For any list of weights $\nu_{1}, \ldots, \nu_{m}$, let $e_{\nu_{1}, \ldots, \nu_{m}}$ be the idempotent that projects to all sequences which consist of a chunk of strands summing to $\nu_{1}$, a chunk summing to $\nu_{2}$, etc.

Choose any infinite list of nodes $\underline{j}_{1}, \underline{j_{2}}, \ldots$ in the Dynkin diagram of $\mathfrak{g}_{c}$ in which each node appears infinitely many times. Let $\left(a_{1}, a_{2}, \ldots\right)$ be the string data of $N$, considered as an element of $B^{\mathfrak{g}_{c}}(-\infty)$, so in particular $N=\tilde{\mathrm{e}}_{j_{1}}^{a_{1}} \tilde{j}_{j_{2}}^{a_{2}} \cdots \tilde{\mathrm{e}}_{j_{\ell}}^{a_{\ell}} L_{\emptyset}$. By Corollary 3.29, wt $(M)=k \delta$ for some $k$.

Set $e_{\mathbf{a}}=e_{a_{\ell} \beta_{\underline{j_{2}}}, \ldots, a_{1} \beta_{\underline{j_{1}}}}$ and $e_{k \delta, \mathbf{a}}=e_{k \delta, a_{\ell} \beta_{\underline{j_{\underline{j}}}}, \ldots, a_{1} \beta_{\underline{j_{1}}}}$. Let

$$
\begin{equation*}
\mathscr{L}_{\mathbf{a}}=\mathscr{L}_{\beta_{\underline{j_{\ell}}}}^{a_{\ell}} \circ \mathscr{L}_{\beta_{\underline{j_{\ell-1}}}}^{a_{\ell-1}} \circ \cdots \circ \mathscr{L}_{\beta_{\underline{j_{1}}}}^{a_{1}} \tag{3.2}
\end{equation*}
$$

and let $L_{\mathbf{a}}$ be the quotient of $\mathscr{L}_{\mathbf{a}}$ by the subalgebra generated by $e_{\mathbf{a}^{\prime}} \mathscr{L}_{\mathbf{a}}$ for all $\mathbf{a}^{\prime}>\mathbf{a}$ in lexicographic order. By the definition of string data (Definition 1.7), $N$ is a quotient of $L_{\mathbf{a}}$.

Consider a word in the character of $e_{k \delta, \mathbf{a}}\left(M \circ L_{\mathbf{a}}\right)$. This must be a shuffle of a word in each factor of $M \circ \mathscr{L}_{\beta_{\underline{\beta_{\ell}}}}^{a} \circ \mathscr{L}_{\beta_{j_{\ell-1}}}^{a_{\ell-1}} \circ \cdots \circ \mathscr{L}_{\beta_{\underline{j_{1}}}}^{a_{1}}$. Each of the roots $\beta_{\underline{j}}$ is minimal, so $\mathscr{L}_{\beta_{\underline{j}}}$ is necessarily cuspidal, not just semi-cuspidal. Thus, the letters from each factor that land in any fixed chunk of weight $a_{k} \beta_{\underline{j_{k}}}$ must have total weight $a^{\prime} \beta_{\underline{j_{k}}}$ for $a^{\prime} \leqslant a_{k}$ (otherwise adding up the contributions from all factors gives something with argument less then $\pi / 2$ ). Since $\tilde{f}_{\beta_{\underline{j}}} M=0$ for all $\underline{j}$, no such chunk can come from $M$. Furthermore, any diagram that permutes strands involving two different $\mathscr{L}_{\beta_{\underline{e_{k}}}}^{a_{k}}$ must factor through the image of an idempotent $e_{k \delta, \mathbf{a}^{\prime}}$ higher in lexicographic order, which is then killed when we take the quotient by to get $L_{\mathbf{a}}$ (compare with the argument in [KL09, 3.7]). Thus,

$$
\begin{align*}
& e_{k \delta, \mathbf{a}}\left(M \circ L_{\mathbf{a}}\right) \cong M \boxtimes \mathscr{L}_{\beta_{\underline{\ell_{\ell}}}}^{a_{\ell}} \boxtimes \mathscr{L}_{\beta_{\underline{j_{\ell-1}}}}^{\alpha_{\ell-1}} \boxtimes \cdots \boxtimes \mathscr{L}_{\beta_{\underline{j_{1}}}}^{a_{1}} \quad \text { and }  \tag{3.3}\\
& e_{k \delta \mathbf{a}^{\prime}}\left(M \circ L_{\mathbf{a}}\right) \cong 0 \quad \text { for all } \mathbf{a}^{\prime}>\mathbf{a} . \tag{3.4}
\end{align*}
$$

It now follows that $M \circ L_{\mathbf{a}}$ has a unique simple quotient: any proper submodule is killed by $e_{k \delta, \mathbf{a}}$, so the sum of any two proper submodules is as well, and thus is still proper. But $M \circ N$ is clearly a quotient of $M \circ L_{\mathbf{a}}$, so it also has a unique simple quotient.

Using the definition of the crystal operators, (3.3) and (3.4) imply that the string data of the unique simple quotient of $M \circ L_{\mathbf{a}}$ with respect to $\mathfrak{g}_{c}$ is $\mathbf{a}$, and so this module is actually $\tilde{\mathrm{e}}_{\underline{j_{1}}}^{a_{1}} \underline{\mathrm{e}_{2}} a_{j_{2}}^{a_{2}} \cdots \tilde{\mathrm{e}}_{\underline{j_{\ell}}}^{a_{\ell}} M$. Hence, the map $N \rightarrow A(M, N)$ commutes with the ordinary crystal operators.

Remark 3.33. The reader may notice the resemblance of the above argument to that we used earlier based on the unmixing property; unfortunately, neither $\left(M, L_{\mathbf{a}}\right)$ nor $\left(M, \mathscr{L}_{\underline{j_{\ell}}}^{a_{\ell}}, \ldots, \mathscr{L}_{\underline{j_{1}}}^{a_{1}}\right)$ is actually unmixing, so we must use this more elaborate argument.
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Lemma 3.34. With the notation of Proposition 3.31, for any sequence $i_{1}, \ldots, i_{d}$ where $\sum_{j} \beta_{\underline{i_{j}}}=$ $\mathrm{wt}(N)$,

$$
\operatorname{dim} e_{\beta_{\underline{i_{d}}}, \ldots, \beta_{\underline{i_{1}}}, k \delta}(M \circ N)=\operatorname{dim} e_{\beta_{\underline{i_{d}}}, \ldots, \beta_{i_{1}}}, k \delta(N \boxtimes M) .
$$

Proof. If $\mathbf{i}$ is a non-trivial word in the character of $M$, then the weight of any prefix $\mathbf{i}_{p}$ is either $<_{c} \delta$ or is a multiple of $\delta$. In particular, given any word in the character of $M \circ N$ with a prefix of weight $\beta_{\underline{i}}$ for some $i$, all strands in that prefix must come from $N$. Proceeding inductively, any word in $M \circ N$ with a prefix beginning with blocks that step along $\beta_{\underline{i_{1}}}, \ldots, \beta_{i_{d}}$ for an arbitrary sequence $i_{1}, \ldots, i_{d}$ must have the property that all strands in that prefix must come from $N$.

Proof of Proposition 3.31. By [LV11, 2.2], the induction $M \circ N$ is isomorphic to the co-induction $\operatorname{coind}(N \boxtimes M)$, so there is an injection from $N \boxtimes M$ into the socle of $M \circ N$. By Lemma 3.34, this implies that $e_{\beta_{i_{d}}, \ldots, \beta_{i_{1}}, k \delta}(M \circ N)$ is contained in the socle of $M \circ N$ for any sequence $i_{1}, \ldots, i_{d}$, where $\sum_{j} \beta_{\underline{i_{j}}}=\mathrm{wt}(\bar{N})$.

Let $L$ be the cosocle of $M \circ N$. By Lemma 3.32, $L$ is irreducible and in the unstarred crystal component of $M$, so, by Corollary $3.29, L$ is also in the starred component of $M$. Equivalently, for some sequence $\underline{i_{1}}, \ldots, \underline{i_{d}}$ with $\sum_{j} \beta_{\underline{i_{j}}}=\operatorname{wt}(N)$, we have $e_{\beta_{i_{d}}, \ldots, \beta_{i_{1}}}, k \delta L \neq 0$. In particular, the natural map from the socle of $M \circ N$ to the cosocle is non-zero. Since the cosocle $L$ is simple, this implies that $M \circ N$ itself is simple.

Notice also that the natural map from $N \circ M$ to the socle of $M \circ N$ must be non-zero and thus an isomorphism. Hence, $N \circ M \simeq M \circ N$.

We have already established that $N \rightarrow A(M, N)=M \circ N$ is a crystal isomorphism for the unstarred operators; the symmetric argument for $N \circ M$ establishes that it is for the starred operators as well.

### 3.4 Affine KLR polytopes

Outside of finite type, the conventional definition of MV polytope fails, although, as shown in [BKT14], an alternate geometric definition can be extended to symmetric affine type. We propose to use the decorated polytopes $\tilde{P}_{L}$ as the 'general type MV polytopes'. This construction is not completely combinatorial, as the decoration consists of various representations of KLR algebras. However, in affine type we can extract purely combinatorial objects.

For the rest of this section fix $\mathfrak{g}$ of affine type with rank $r+1$. As usual, label the simple roots of $\mathfrak{g}$ by $\alpha_{0}, \ldots, \alpha_{r}$ with $\alpha_{0}$ being the distinguished vertex as in [Kac90]. Let $\mathfrak{g}_{\mathrm{fin}}$ be the finite-type Lie algebra for the diagram with the 0 node removed. Let $\Delta_{\text {fin }}$ be the root system of $\mathfrak{g}_{\mathrm{fin}}$ and $\bar{\alpha}_{i}$ be its simple roots.

Consider the projection $p: \Delta \rightarrow \Delta_{\text {fin }}$ defined by $p\left(\alpha_{i}\right)=\bar{\alpha}_{i}$ for $i \neq 0, p(\delta)=0$. In all cases other than $A_{2 n}^{(2)}$, the image of this map is exactly the set of finite-type roots along with 0 (this can be seen by checking that $p$ sends the simple affine roots to a set of finite-type roots including all the simples, and using the affine Weyl group). For $A_{2 n}^{(2)}$, the image also contains $\alpha / 2$ for each of the long roots $\alpha$ in the finite-type root system.

For each chamber coweight $\gamma=\theta \omega_{i}^{\vee}$ in the finite-type root system (i.e. each element in the Weyl group orbit of a fundamental coweight), define a charge $c_{\gamma}$ by

$$
c_{\gamma}(\alpha)=\langle\gamma, p(\alpha)\rangle+i \rho^{\vee}(\alpha) .
$$

Then $\arg \left(c_{\gamma}(\delta)\right)=0$, so $c_{\gamma}$ defines a vertical face of $P_{L}$. As in $\S 3.3$, the face crystal $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\gamma}\right]$ is a crystal for a product of affine algebras.
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Our next goal is to attach a partition to this face, giving a precise definition of the partitions $\pi^{\gamma}$ from the introduction. Let $\Delta_{\mathrm{fin} ; \gamma}$ be the subroot system of $\Delta_{\mathrm{fin}}$ on which $\gamma$ vanishes. Fix a set $\Pi=\left\{\eta_{1}, \ldots, \eta_{r-1}\right\}$ of simple roots for $\Delta_{\mathrm{fin} ; \gamma}$. There is a unique $\eta_{r} \in \Delta_{\mathrm{fin}}$ such that:

- $\left\{\eta_{1}, \ldots, \eta_{r-1}, \eta_{r}\right\}$ is a set of simple roots for $\Delta_{\text {fin }}$; and
$-\left\langle\gamma, \eta_{r}\right\rangle=1$.
Explicitly, $\eta_{r}$ is the unique root with $\left\langle\gamma, \eta_{r}\right\rangle=1$ such that $\eta_{r}-\eta_{i}$ is never a root.
Let $c_{\Pi}$ be a charge such that the roots sent to $\pi / 2$ are exactly the linear combinations of $p^{-1}\left(\eta_{r}\right)$ and $\delta$, and such that, for all $1 \leqslant i \leqslant r-1$, the positive roots in $p^{-1}\left(\eta_{i}\right)$ are $>_{c_{\Pi}} \delta$. In particular, for any root $\alpha$,

$$
\begin{equation*}
\alpha<_{c_{\Pi}} \delta \quad \text { implies } \quad \alpha \leqslant c_{\gamma} \delta . \tag{3.5}
\end{equation*}
$$

The root system $\mathfrak{g}_{c_{\Pi}}$ is rank-2 affine, and thus is of type $A_{1}^{(1)}$ or $A_{2}^{(2)}$. The positive cone for $\mathfrak{g}$ defines simple roots for $\mathfrak{g}_{c_{\Pi}}$, which we denote by $\beta_{\underline{1}}$ and $\beta_{\underline{0}}$, choosing the labeling so that $\left\langle\gamma, p\left(\beta_{\underline{1}}\right)\right\rangle<0$ and thus $\beta_{\underline{1}}>_{c_{\gamma}} \beta_{\underline{0}}$. For $i=0,1$, define $\bar{\ell}_{i}=\left|\beta_{\underline{i}}\right| / \sqrt{2}$ (which is always 1 or 2 ). Certainly, $\ell_{0} \beta_{0}+\ell_{1} \beta_{1}$ must be an integer multiple of $\delta$.

Definition 3.35. Let $d_{\gamma}$ be the integer such that $\ell_{0} \beta_{\underline{0}}+\ell_{1} \beta_{\underline{1}}=d_{\gamma} \delta$.
Remark 3.36. These $d_{\gamma}$ appear, with a slightly different definition, in [BN04, (2.2)].
Example 3.37. Let $\mathfrak{g}$ be of type $A_{5}^{(3)}$. Then the Dynkin diagram is


We have $\delta=\alpha_{0}+\alpha_{1}+2 \alpha_{2}+\alpha_{3}$, and the underlying finite-type root system is of type $C_{3}$. Consider $\gamma=\omega_{3}$. Then certainly $\beta_{0}=\alpha_{3}$. One might hope that $\beta_{\underline{1}}$ was equal to $\delta-\alpha_{3}$, but it turns out that this is not an affine root. Instead, $\beta_{\underline{1}}=2 \alpha_{0}+2 \alpha_{1}+4 \alpha_{2}+\alpha_{3}$. One can calculate $\ell_{0}=\ell_{1}=1$ and $\beta_{\underline{0}}+\beta_{\underline{1}}=2 \delta$. Hence, $d_{\omega_{3}}=2$.

In this case it is fundamental weights corresponding to long roots that have $d_{\gamma} \neq 1$, but this is not the general pattern since, as discussed in [BN04], $d_{\gamma}=1$ for all chamber weights in all non-twisted cases.

Definition 3.38. For each partition $\lambda$, let $\mathscr{L}_{\lambda ; \gamma}$ be the element of the lowest-weight $\mathfrak{g}_{c_{\Pi}}$-crystal generated by the trivial module $\mathscr{L}_{\emptyset}$, which has purely imaginary Lusztig datum $\lambda$ for the ordering $\beta_{\underline{1}}>\beta_{\underline{0}}$, as defined in [BDKT13]. Explicitly, one can easily show using the combinatorics in [BDKT13] that

$$
\mathscr{L}_{\lambda ; \gamma}=\tilde{\mathrm{e}}_{\underline{1}}^{\ell_{1} \lambda_{1}}\left(\tilde{e}_{\underline{0}}^{*}\right)^{\ell_{0} \lambda_{1}}\left(\tilde{\mathrm{e}}_{\underline{1}}^{*}\right)^{\ell_{1} \lambda_{2}} \tilde{e}_{\underline{0}}^{\ell_{0} \lambda_{2}} \tilde{e}_{\underline{1}}^{\ell_{1} \lambda_{3}}\left(\tilde{\mathrm{e}}_{\underline{0}}^{*}\right)^{\ell_{0} \lambda_{3}} \ldots \mathscr{L}_{\mathscr{Q}},
$$

using the operators $\tilde{\mathrm{e}}_{\underline{j}}$ defined in Definition 3.21.
Note that the weight of the module $\mathscr{L}_{\lambda ; \gamma}$ is $d_{\gamma}|\lambda| \delta$.
Lemma 3.39. The Saito reflection $\sigma_{i}$ induces a bicrystal isomorphism from $\mathcal{K} \mathcal{L R}\left[c_{\gamma}\right]$ to $\mathcal{K} \mathcal{L R}\left[c_{s_{i} \gamma}\right]$ if $\left\langle\gamma, p\left(\alpha_{i}\right)\right\rangle \leqslant 0$ and $\sigma_{i}^{*}$ induces a bicrystal isomorphism from $\mathcal{K} \mathcal{L R}\left[c_{\gamma}\right]$ to $\mathcal{K} \mathcal{L R}\left[c_{s_{i} \gamma}\right]$ if $\left\langle\gamma, p\left(\alpha_{i}\right)\right\rangle \geqslant 0$.
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Proof. We consider the case where $\left\langle\gamma, p\left(\alpha_{i}\right)\right\rangle \leqslant 0$, the other case being similar. By Lemma 3.23, $\sigma_{i}$ induces a bicrystal isomorphism between $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\gamma}^{s_{i}}\right]$ and $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\gamma}\right]$. Thus, it suffices to show that $\mathcal{K} \mathcal{L R}\left[c_{\gamma}^{s_{i}}\right]$ and $\mathcal{K} \mathcal{L R}\left[c_{s_{i} \gamma}\right]$ are the same set. But this is clear since for any $\beta$,

$$
c_{\gamma}^{s_{i}}(\beta)<\pi / 2 \Leftrightarrow c_{\gamma}\left(s_{i}(\beta)\right)<\pi / 2 \Leftrightarrow c_{s_{i} \gamma}(\beta)<\pi / 2,
$$

so the conditions of being cuspidal of argument $\pi / 2$ for these two charges are identical (note however that the charges themselves are not identical).

Lemma 3.40. Fix $M \in \mathcal{K} \mathcal{L R}\left[c_{\gamma}\right] \cap \mathcal{K} \mathcal{L R}\left[c_{\Pi}\right]$ of weight $n \delta$, and assume that $M$ is in the $\mathfrak{g}_{c_{\Pi}}$-crystal component of $\mathscr{L}_{\emptyset}$. Then $M \cong \mathscr{L}_{\lambda ; \gamma}$ for some $\lambda$.

Proof. By construction, there is a unique minimal root for $>_{c_{\gamma}}$, and this is a simple root $\alpha_{i}$ for $\Delta$. Since $\beta_{\underline{0}}<_{c_{\gamma}} \delta$, there can only be finitely many $\alpha \in \Delta_{+}^{\min }$ with $\alpha \leqslant_{c_{\gamma}} \beta_{\underline{0}}$. If $\beta_{\underline{0}} \neq \alpha_{i}$, then, by Lemma 3.39, the Saito reflection $\sigma_{i}^{*}$ is a crystal isomorphism from $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\gamma}\right]$ to $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{s_{i} \gamma}\right]$ and from $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\Pi}\right]$ to $\mathcal{K} \mathcal{L R}\left[c_{s_{i} \Pi}\right]$. This reduces the claim to a case where there are fewer simple roots $\leqslant \beta_{\underline{0}}$. In this way, we reduce to the case when $\beta_{\underline{0}}$ is a simple root $\alpha_{i}$ for $\Delta_{+}$.

Consider a representation $M$ which is $c_{\Pi}$-cuspidal of weight $n \delta$. By Theorem 1.35 (see also Remark 1.36), $M$ is of the form $\mathscr{L}_{\lambda ; \gamma}$ if and only if its crystal-theoretic Lusztig data $\mathrm{a}_{(m+1) \beta_{\underline{0}}+m \beta_{\underline{1}}}(M)$ (see Definition 1.18) with respect to the order $\beta_{\underline{1}}>\beta_{\underline{0}}$ is always trivial. Thus, it suffices to prove that if $M$ is semi-cuspidal and in the component of $\mathscr{L}_{\emptyset}$ for $\mathfrak{g}_{\Pi}$, and $M$ has non-trivial Lusztig data of the form $\mathrm{a}_{(m+1) \beta_{0}+m \beta_{1}}(M)$ for some $m \geqslant 0$, then $M$ is not semi-cuspidal for $c_{\gamma}$.

We proceed by induction on the smallest integer $m$ such that $\mathrm{a}_{(m+1) \beta_{0}+m \beta_{\underline{1}}}(M) \neq 0$, proving the statement for all $\gamma$ simultaneously. If $m=0$, the statement is clear, giving the base case of the induction.

So, assume that $m>0$, and recall that we have already reduced to the case when $\beta_{0}=\alpha_{i}$. Consider $\sigma_{i}^{*} M$. By Corollary 2.26, this must be semi-cuspidal for the charge $c_{\Pi}^{s_{0}}$. The face crystal $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\Pi}^{s_{i}}\right]$ is still rank-2 affine, with simple roots $\beta_{0}$ and $\beta_{\underline{1}}$, and the Lusztig data of $\sigma_{i}^{*} M$ for the $\operatorname{order} \beta_{\underline{1}}<\beta_{\underline{0}}$ are given by $\bar{a}_{\alpha}\left(\sigma_{\underline{0}}^{*} M\right)=a_{\underline{s}_{\underline{0}} \alpha}(M)$ for $\alpha \neq \beta_{\underline{0}}$. But

$$
s_{i}\left((m+1) \beta_{\underline{0}}+m \beta_{\underline{1}}\right)=s_{\underline{0}}\left((m+1) \beta_{\underline{0}}+m \beta_{\underline{1}}\right)=(m-1) \beta_{\underline{0}}+m \beta_{\underline{1}},
$$

so, since our inductive assumption covered all chamber weights, we are assuming that $\sigma_{0}^{*} M$ is not semi-cuspidal for $c_{s_{0} \gamma}$. But then applying Corollary 2.26 again it is clear that $M$ is not semi-cuspidal for $c_{\gamma}$. This completes the proof.

Proposition 3.41. The modules $\mathscr{L}_{\pi ; \gamma}$ are a complete, irredundant list of lowest-weight semicuspidal modules of argument $\pi / 2$ for $c_{\gamma}$, and this labeling is independent of the choice of base in $\mathfrak{g}_{c_{\gamma}}$.

Before proving Proposition 3.41, we first prove a weaker fact.
Lemma 3.42. Proposition 3.41 holds when $\gamma=\omega_{i}^{\vee}$ is a fundamental coweight, and the base $\Pi=\left\{\eta_{j}\right\}$ is given by the simple roots excluding $\alpha_{i}$.

Proof. Fix a lowest weight $L \in \mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\omega_{i}}^{\vee}\right]$. Assume for a contradiction that $L$ is not $c_{\Pi}$-semicuspidal. Then there must be a $c_{\Pi}$-cuspidal $Q$ whose weight is a real root $\alpha<{ }_{c_{\Pi}} \delta$ such that $L$ is a quotient of $Q^{\prime} \circ Q$ for some simple $Q^{\prime}$. By (3.5), we have $\alpha \leqslant c_{\omega_{i}^{V}} \delta$ and, since $L$ is $c_{\omega_{i}^{\vee}}$-semi-cuspidal $\alpha \geqslant_{\omega_{\omega_{i}}} \delta$, we see that $\alpha={c_{\omega_{i}^{\vee}}} \delta$ or, equivalently, $\alpha$ has argument $\pi / 2$ for $c_{\omega_{i}^{\vee}}$.
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Since $L$ is $c_{\omega_{i}^{\vee}}$-semi-cuspidal and lowest weight for $\mathfrak{g}_{\omega_{\omega_{i}^{\vee}}}$, this implies that $Q$ has these properties as well. But by Corollary 3.29 all such lowest-weight semi-cuspidals have weight a multiple of $\delta$, so this is impossible, and so $L$ is in fact $c_{\Pi}$-semi-cuspidal.

As in Proposition 3.31, there exist canonical $M, N \in \mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\Pi}\right]$, with $M$ lowest weight and $N$ in the component of the identity for $\mathfrak{g}_{\Pi}$, such that $L=M \circ N=N \circ M$. Thus, both $M$ and $N$ must be semi-cuspidal and lowest weight for $\mathfrak{g}_{\omega_{\omega_{i}^{v}}}$. In particular, $M$ is killed:

- by $\tilde{f}_{i}$, since it is lowest weight in $\mathcal{K} \mathcal{L R}\left[c_{\Pi}\right]$;
- by $\tilde{f}_{0}$, since it is semi-cuspidal for $c_{\omega_{i}^{\vee}}$ and $\alpha_{0}$ is the lowest root for this order; and
- by all other operators $\tilde{f}_{j}$, since it is lowest weight for $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\omega_{i}}{ }^{\downarrow}\right]$.

Thus, $M$ is lowest weight for the full $\mathfrak{g}$ crystal structure, so $M=\mathscr{L}_{\emptyset}$, and hence $L=N$.
Thus, $L$ is semi-cuspidal for $c_{\omega_{i}^{\vee}}$ and for $c_{\Pi}$, and is in the component of the trivial module for $\mathfrak{g}_{c_{\Pi}}$, so it follows by Lemma 3.40 that $L=\mathscr{L}_{\pi ; \gamma}$ for some $\pi$. By Corollary 3.29, the number of lowest-weight cuspidals of weight $n \delta$ for $\mathfrak{g}_{\omega_{\omega_{i}^{V}}}$ is exactly the number of partitions of $n$, so all $\mathscr{L}_{\pi ; \gamma}$ must occur.

Proof of Proposition 3.41. We reduce all other cases to that covered in Lemma 3.42.
If $\gamma=\omega_{i}^{\vee}$ but we have chosen a different base $\Pi^{\prime}=\left\{\eta_{i}\right\}^{\prime}$ of $\mathfrak{g}_{\mathrm{fin} ; \gamma}$, then we can find an element $w=s_{i_{1}} \cdots s_{i_{k}}$ of the Weyl group $W_{\text {fin; } \gamma}$ such that $w \eta_{i}=\eta_{i}^{\prime}$. Applying a sequence of the dual or primal Saito reflections $\sigma_{i_{1}}^{x} \cdots \sigma_{i_{k}}^{x}$, where $x$ is taken to be nothing or $*$, depending on the sign of $\left\langle\gamma, p\left(\alpha_{i}\right)\right\rangle$, gives a crystal isomorphism from $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\Pi}\right]$ to $\mathcal{K} \mathcal{L} \mathcal{R}\left[c_{\Pi}{ }^{\prime}\right]$, and thus sends $\mathscr{L}_{\pi ; \gamma}$ as defined using $\left\{\eta_{i}\right\}$ to $\mathscr{L}_{\pi ; \gamma}$ as defined using $\left\{\eta_{i}^{\prime}\right\}$. On the other hand, these operators leave $\mathscr{L}_{\pi ; \gamma}$ unchanged (since it is killed by $\tilde{f}_{i_{m}}$ and $\tilde{f}_{i_{m}}^{*}$ and has weight a multiple of $\delta$ ). Thus, $\mathscr{L}_{\pi ; \gamma}$ is independent of this choice.

Now consider a general chamber coweight $\gamma$. If $\gamma$ is not a fundamental coweight, then, for some $1 \leqslant i \leqslant r$, we must have $\left\langle\gamma, p\left(\alpha_{i}\right)\right\rangle<0$, and so $\alpha_{i}>_{c} \delta$. Notice that $\alpha_{i} \neq \beta_{\underline{0}}$, since $\left\langle\gamma, p\left(\beta_{\underline{0}}\right)\right\rangle>0$. Thus, $\varphi_{i}^{*}\left(\mathscr{L}_{\pi ; \gamma}\right)=0$, so we can apply $\sigma_{i}$. If $\alpha_{i} \neq \beta_{\underline{1}}$; then by Lemmas 3.23 and 3.39, applying $\sigma_{i}$ to all cuspidal modules for $c_{\gamma}$ defines an isomorphism of crystals to the same set-up for $c_{s_{i} \gamma}$, which is negative on one fewer positive root in the finite-type system than $\gamma$; in particular, it sends $\mathscr{L}_{\pi ; \gamma}$ to $\mathscr{L}_{\pi ; s_{i} \gamma}$. If $\alpha_{i}=\beta_{\underline{1}}$, the same fact follows from the known action of Saito reflections on $B(-\infty)$ for affine rank- 2 Lie algebras by [MT14, 3.9]. By induction, we may reduce to the case where $\gamma$ is a fundamental coweight, so the result follows by Lemma 3.42.

Fix a generic charge $c$ such that $\delta$ has argument $\pi / 2$. This defines a positive system in the finite-type root system, where we say that $\bar{\alpha}$ is positive if $p^{-1}(\alpha)>_{c} \delta$. Let $\bar{\chi}_{1}, \ldots, \bar{\chi}_{r}$ be the corresponding set of simple roots and $\gamma_{1}, \ldots, \gamma_{r}$ the dual set of coweights. For each $r$-tuple of partitions $\boldsymbol{\pi}=\left(\pi^{\gamma_{1}}, \ldots, \pi^{\gamma_{r}}\right)$, define

$$
\begin{equation*}
\mathscr{L}(\boldsymbol{\pi})=\mathscr{L}_{\pi \gamma_{1} ; \gamma_{1}} \circ \mathscr{L}_{\pi \gamma^{2} ; \gamma_{2}} \circ \cdots \circ \mathscr{L}_{\pi^{\gamma_{r} ; \gamma_{r}}} . \tag{3.6}
\end{equation*}
$$

Remark 3.43. The modules $\mathscr{L}(\boldsymbol{\pi})$ agree with Kleshchev's imaginary modules [Kle14, § 4.3]. Note that in contrast to Kleshchev, we have a canonical labeling of these by multipartitions. After the appearance of this paper on the arXiv, Kleshchev and Muth [KM13] and McNamara [McN14] reproduced this indexing using other methods. The match with Kleshchev-Muth's indexing reduces to the rank-2 case by [Kle14, 5.10], and is clear in that case since Definition 3.38 above shows that $\mathscr{L}_{\pi ; \gamma}$ in this case contains the 'Gel'fand-Graev word' $\mathbf{g}^{\pi}$ in its character. By [KM13, Theorem 9], Kleshchev-Muth's bijection is uniquely characterized by this property. Similarly, [McN14, 14.6] shows that McNamara's bijection must be the same as ours.
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Lemma 3.44. Fix a charge $c$ such that $\delta$ has argument $\pi / 2$ and let $s$ be the rank of $\Delta_{c}$. Then there are chamber weights $\gamma_{1}, \ldots, \gamma_{r-s}$ for $\Delta_{\text {fin }}$ such that the lowest-weight elements in the face crystal $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ are exactly

$$
\mathscr{L}_{\pi^{1} ; \gamma_{1}} \circ \mathscr{L}_{\pi^{2} ; \gamma_{2}} \circ \cdots \circ \mathscr{L}_{\pi^{r-s} ; \gamma_{r-s}}
$$

for all choices of partitions $\pi^{1}, \ldots, \pi^{r-s}$. This module is irreducible and independent of the ordering of $\gamma_{1}, \ldots, \gamma_{r-s}$.

Proof. Proposition 3.41 shows that this statement holds for $r-s=1$. We proceed by induction on $r-s$, assuming that it holds for $r-s=j-1$ for some $2 \leqslant j \leqslant r$. Thus, we have assumed that

$$
\mathscr{L}_{\pi^{1} ; \gamma_{1}} \circ \mathscr{L}_{\pi^{2} ; \gamma_{2}} \circ \cdots \circ \mathscr{L}_{\pi^{j-1} ; \gamma_{j-1}}
$$

is irreducible. Choose $c_{\Pi}=\sum_{k \neq j} c_{\gamma_{k}}$ in the definition of $\mathscr{L}_{\pi} \gamma_{j} ; \gamma_{j}$. Then, since $\eta_{j}$ is parallel to the face $F_{j-1}$ defined by the vanishing of the weights $\gamma_{1}, \ldots, \gamma_{j-1}$, the module $\mathscr{L}_{\pi_{j} ; \gamma_{j}}$ is in the component of the identity of the face crystal for $F_{j-1}$; so, by Proposition 3.31, $\mathscr{L}_{\pi^{\gamma_{1}} ; \gamma_{1}} \circ \mathscr{L}_{\pi^{\gamma_{2}} ; \gamma_{2}} \circ$ $\ldots \circ \mathscr{L}_{\pi^{\gamma_{j} ; \gamma_{j}}}$ is irreducible. It is lowest weight in $\mathcal{K} \mathcal{L} \mathcal{R}[c]$ since it is an irreducible induction of lowest-weight representations.

The partition $\pi^{\gamma_{i}}$ is uniquely determined by the isomorphism type of the induced module, so by induction the modules $\mathscr{L}_{\pi^{1} ; \gamma_{1}} \circ \mathscr{L}_{\pi^{2} ; \gamma_{2}} \circ \cdots \circ \mathscr{L}_{\pi^{r-s} ; \gamma_{r-s}}$ are all distinct. By Corollary 3.29, this is the right number, so there can be no others. This establishes the result for $r-s=j$.

If $s=0$ (which holds for generic $c$ ), then the face crystal is trivial, and every semi-cuspidal is lowest weight. Thus, we have the following corollary.
Corollary 3.45. If $s=0$, the modules $\mathscr{L}(\boldsymbol{\pi})$ give a complete and irredundant list of semicuspidal modules with argument $\pi / 2$.

Corollary 3.45 tells us the possible decorations for an edge of $P_{L}$ parallel to $\delta$. The following explains how to read off the decoration for a given $L$. So, fix $L \in \mathcal{K} \mathcal{L} \mathcal{R}$ and a finite-type chamber coweight $\gamma$. Consider the $c_{\gamma}$-semi-cuspidal decomposition ( $\ldots, L_{2}, L_{1}, L_{0}, L^{1}, L^{2}, \ldots$, of $L$, where $\mathrm{wt}\left(L_{0}\right)$ has argument $\pi / 2$.

Definition 3.46. Let $\pi^{\gamma}(L)$ be the partition such that $L_{0}$ lies in the $\mathfrak{g}_{c_{\gamma}}$-crystal component of $\mathscr{L}_{\pi^{\gamma}(L) ; \gamma}$.

Proposition 3.47. The representation decorating any imaginary edge $E$ in $P_{L}$ as in Definition 3.5 is exactly $\mathscr{L}\left(\pi^{\gamma_{1}}(L), \ldots, \pi^{\gamma_{r}}(L)\right)$, where the $\gamma_{i}$ are the chamber coweights which achieve their lowest value on $E$, and $\pi^{\gamma_{i}}(L)$ is the partition from Definition 3.46.

Proof. Let $c$ be a generic charge such that $E$ is part of the path $P_{L}^{c}$. Let $L_{0}$ be the representation in the $>_{c}$-semi-cuspidal decomposition of $L$ whose weight is a multiple of $\delta$. Then, by Corollary 3.45, $L_{0}=\mathscr{L}\left(\xi^{\gamma_{1}}, \ldots, \xi^{\gamma_{r}}\right)$ for some partitions $\xi^{\gamma_{i}}$. We need to show that, for each $i$, the partition $\pi^{\gamma_{i}}$ attached to $L$ by Definition 3.46 is $\xi^{\gamma_{i}}$.

The module $\mathscr{L}\left(\xi^{\gamma_{1}}, \ldots, \xi^{\gamma_{i-1}}, \emptyset, \xi^{\gamma_{i+1}}, \ldots, \xi^{\gamma_{r}}\right)$ is in the crystal component of the identity for $c_{\gamma_{i}}$, since $\gamma_{i}$ vanishes on $\eta_{j}$ for $j \neq i$. On the other hand, we already know that $\mathscr{L}_{\xi} \gamma_{i} ; \gamma_{i}$ is lowest weight for the face crystal of $c_{\gamma_{i}}$. Thus, by Proposition 3.31, the induction of these two modules is irreducible and in the component of $\mathscr{L}_{\xi^{\gamma_{i} ; \gamma_{i}}}$ for the face crystal of the facet defined by $\gamma_{i}$. But then, by definition, $\pi^{\gamma_{i}}=\xi^{\gamma_{i}}$.
Definition 3.48. The affine $M V$ polytope $P_{L}$ associated to $L \in \mathcal{K} \mathcal{L R}$ is the character polytope along with the data of $\pi^{\gamma}(L)$ for each chamber coweight $\gamma$.
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This is a decorated affine pseudo-Weyl polytope as defined in the introduction. It encodes the same information as the KLR polytope $\tilde{P}_{L}$ in the sense of Definition 3.5. To obtain the KLR polytope from the affine MV polytope, we decorate each edge parallel to a real root with the only possible semi-cuspidal representation, and each edge $E$ parallel with $\delta$ with the representation $\mathscr{L}(\boldsymbol{\pi})$ associated to $\pi^{\gamma}$ for the chamber coweights which achieve their minimum on $P_{L}$ along the edge $E$.

Definition 3.49. The Lusztig data of a decorated affine pseudo-Weyl polytope with respect to a convex order $\succ$ is the geometric data of the underlying polytope, along with the information of the partitions $\pi^{\gamma}$ for fundamental weight $\gamma$ of the positive system in $\Delta_{\text {fin }}$ defined by $\succ$.

### 3.5 Proof of Theorems B and C

Proof of Theorem B. By Lemma 1.27, any vertex of a pseudo-Weyl polytope $P$ is in the path $P^{>c}$ for some generic charge $c$. Thus, any pseudo-Weyl polytope is the convex hull of the paths $P^{>_{c}}$ when $c$ ranges over generic charges.

Fix a generic charge $c$ and consider the convex order $>_{c}$. We first claim that there can be at most one decorated polytope satisfying the conditions of Theorem B with a given Lusztig datum with respect to $>_{c}$. To see this, fix such a decorated polytope $P$, and consider another generic charge $c^{\prime}$. Lemma 1.28 shows that the path $P^{>_{c}}$ can be changed to the path $P^{>_{c}}$ by moving across finitely many 2 -faces in such a way that, at each step, the path passes through both the top and bottom vertices of that 2-face. The conditions of Theorem B then allow us to determine $P^{>{ }^{\prime}}$ from $P^{>c}$.

By Theorem 2.4 and Corollary 2.12 (see also Corollary 3.45 for the imaginary part), we can find a simple $L$ such that $P_{L}$ has any specified Lusztig datum with respect to $>_{c}$. To prove Theorem B, it thus suffices to show that each $P_{L}$ satisfies all the specified conditions on 2-faces.

Every 2 -face is either real or parallel to $\delta$. The real 2 -faces are themselves MV polytopes by Proposition 3.18. Thus, it remains to check that 2 -faces parallel to $\delta$ yield affine MV polytopes (after shortening the imaginary edge as in the statement). Fix a charge $c$ such that the roots sent to the imaginary line form a rank- 2 affine subroot system, and let $\mathfrak{g}_{c}$ be the associated rank-2 affine algebra. This defines a (possibly degenerate) 2-face $F_{c}\left(P_{L}\right)$ of any $P_{L}$, and all imaginary 2-faces occur in this way for some $c$.

Let $\gamma_{1}, \ldots, \gamma_{r-1}$ be the $r-1$ finite-type chamber weights which define facets of $P_{L}$ containing $F_{c}$ for all $L$, and $\gamma_{+}, \gamma_{-}$the two chamber weights that define faces that intersect $F_{c}$ in vertical lines. If one deforms $c$ by a small amount, then it gives a complete order on roots, and picks out one of the two vertical edges of $F_{c}$. We can choose deformations $c_{ \pm}$such that the set of chamber weights associated with these charges is $\left\{\gamma_{1}, \ldots, \gamma_{r-1}, \gamma_{ \pm}\right\}$.

By Lemma 3.44, the $c_{ \pm}$semi-cuspidal modules are exactly those of the form

$$
L=\mathscr{L}_{\pi^{1} ; \gamma_{1}} \circ \mathscr{L}_{\pi^{2} ; \gamma_{2}} \circ \cdots \circ \mathscr{L}_{\pi^{r-1} ; \gamma_{r-1}} \circ \mathscr{L}_{\pi^{ \pm} ; \gamma_{ \pm}}
$$

for partitions $\pi^{1}, \ldots, \pi^{r-1}, \pi^{ \pm}$, and furthermore the first $r-1$ factors give the lowest-weight element in the component of the $c$-face crystal containing $L$. Thus, it suffices to show that, for any $M$ in $\mathcal{K} \mathcal{L R}[c]$ in the component $\mathcal{K} \mathcal{L} \mathcal{R}\left[c, \mathscr{L}_{\emptyset}\right]$ of the face crystal generated by $\mathscr{L}_{\emptyset}$, the face $F_{c}\left(P_{M}\right)$ is an MV polytope for $\mathfrak{g}_{c}$. For this it suffices to show that the map $M \mapsto F_{c}\left(P_{M}\right)$ from $\mathcal{K} \mathcal{L R}\left[c, \mathscr{L}_{\varnothing}\right]$ to the set of $\mathfrak{g}_{c}$-pseudo-Weyl polytopes satisfies the conditions of Theorem 1.35.
(i) This is clear for the trivial element (in which case the weight is 0 on both sides), and it is also clear that this property is preserved by the $\mathfrak{g}_{c}$ crystal operators.
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(ii.1-4) Using Lemmas 3.14 and 3.24, we can find Saito reflections in $B(-\infty)$ which reduce us to the case where $\beta_{\underline{0}}$ or $\beta_{\underline{1}}$ is simple for $\mathfrak{g}$. Hence, parts 1 and 2 follow from Proposition 3.13. Parts 3 and 4 are then clear from the form of $*$ involution.
(iii.1-4) Using Lemmas 3.14 and 3.24, we can again reduce to a case where $\beta_{0}$ is simple in $\Delta$. Then Saito reflection in this root for the face crystal $B^{\mathfrak{g}_{c}}(-\infty)$ is the restriction of the corresponding reflection in the full crystal $B(-\infty)$. Hence, the statements for $\beta_{0}$ are a consequence of Corollary 2.26. To get the statements for the reflections in $\beta_{1}$, we instead use Saito reflections in $B(-\infty)$ to reduce this to a simple root.
(iv) By definition (see Definition 3.38), $\mathscr{L}_{\lambda ; \gamma}=\tilde{e}_{1}^{\ell_{1}} \lambda_{1}\left(\tilde{e}_{\overline{0}}^{*}\right)^{\ell_{0} \lambda_{1}} \overline{\mathscr{L}}_{\lambda \backslash \lambda_{1} ; \gamma}$, and this is semicuspidal for the other convex order on $\Delta_{c}$, from which (iv) is immediate.

Proof of Theorem C. By [MT14, Theorems 5.9 and 5.12], if one takes the transpose of each partition $\lambda_{\gamma}$ decorating the Harder-Narasimhan polytopes $H N_{b}$ from [BKT14, §§ 1.5 and 7.6], then these satisfy the conditions in Theorem B (i.e. the same conditions satisfied by the KLR polytopes $P_{L}$ ). By Lemmas 1.27 and 1.28 , a decorated affine pseudo-Weyl polytope satisfying the conditions of Theorem B is uniquely determined by its Lusztig data with respect to any one charge. The number of elements of $B(-\infty)$ of each weight is given by the Kostant partition function, which also counts the number of possible Lusztig data. Thus, the set of KLR polytopes and the set of HN polytopes (with decoration transposed) coincide, and this set is indexed by the possible Lusztig data for any fixed charge. Since both index $B(-\infty)$, we get a bijection $B(-\infty) \rightarrow B(-\infty)$. This bijection commutes with the crystal operators $\tilde{f}_{i}$, since in both cases $\tilde{f}_{i}$ acts in a simple way on the Lusztig datum for any convex order $\succ$ with $\alpha_{i}$ minimal. Since $B(-\infty)$ is connected, this map is the identity.

### 3.6 An example

Fix a generic charge $c$. If one were trying to naively generalize the notion of Lusztig data in $\mathcal{K} \mathcal{L R}$ from the finite-type situation, one might hope to find a totally ordered set of cuspidal simples such that the modules $A\left(L_{1}^{n_{1}}, \ldots, L_{k}^{n_{k}}\right)$ for $L_{1} \geqslant_{c} \cdots \geqslant_{c} L_{k}$ are a complete list of the simples. We now illustrate how, even in affine type, this will fail. We note that this example is also treated in [Kas12, Example 3.3] for different purposes.

Consider the case of $\widehat{\mathfrak{s l}}_{2}$. Choose the polynomial $Q_{01}(u, v)$ to be $u^{2}+q u v+v^{2}$ for some $q \in \mathbb{k}$ (this is not a completely general choice of $Q$, but any choice of $Q$ gives an algebra isomorphic to this one after passing to a finite field extension).

Choose a charge where $\alpha_{0}<_{c} \alpha_{1}$. There are exactly two semi-cuspidal representations of weight $2 \delta$. These can be described as $\mathscr{L}_{(2) ; \omega}=\tilde{e}_{1}^{2} \tilde{e}_{0}^{2} \mathscr{L}_{\emptyset}$ and $\mathscr{L}_{(1,1) ; \omega}=\tilde{e}_{1} \tilde{e}_{0} \tilde{e}_{1} \tilde{e}_{0} \mathscr{L}_{\emptyset}$. Consider the induction $\mathscr{L}_{(1) ; \omega} \circ \mathscr{L}_{(1) ; \omega}$. This is six dimensional, spanned by the elements

where $v$ is any non-zero element of $\mathscr{L}_{(1) ; \omega} \boxtimes \mathscr{L}_{(1) ; \omega}$, which is one dimensional.
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The span $H$ of the basis vectors other than $v$ is a submodule (it is the kernel of a map to $\left.\mathscr{L}_{(1,1) ; \omega}\right)$. The image of the idempotent $e_{0011}$ is irreducible over $R\left(2 \alpha_{0}\right) \otimes R\left(2 \alpha_{1}\right)$, and generates $H$. Thus, either:

- $H$ is irreducible; or
- $\psi_{2} \psi_{3} \psi_{1} \psi_{2} v$ spans a submodule.

But,

$$
\psi_{2}^{2} \psi_{3} \psi_{1} \psi_{2} v=\underbrace{0}{ }^{0} \underbrace{1}
$$

Thus, if $q \neq 0, H$ is irreducible and thus $H \cong \mathscr{L}_{(2) ; \omega}$. Its inclusion is split, with complement spanned by $q v+\psi_{2} \psi_{3} \psi_{1} \psi_{2} v$. In particular, $\mathscr{L}_{(1) ; \omega} \circ \mathscr{L}_{(1) ; \omega}$ is semi-simple with both $\mathscr{L}_{(2) ; \omega}$ and $\mathscr{L}_{(1,1) ; \omega}$ occurring as summands. We see that neither of these modules can thus be cuspidal, since

$$
\operatorname{ch}\left(\mathscr{L}_{(2) ; \omega}\right)=4 \cdot w[0011]+w[0101] .
$$

If $q=0$, then the behavior is quite different; in this case $\psi_{2} \psi_{3} \psi_{1} \psi_{2} v$ spans the socle of $\mathscr{L}_{(1) ; \omega} \circ$ $\mathscr{L}_{(1) ; \omega}$, and $H$ is its radical. In particular, $\mathscr{L}_{(1) ; \omega} \circ \mathscr{L}_{(1) ; \omega}$ is indecomposable, and a three-step extension where a copy of $\mathscr{L}_{(2) ; \omega}$ is sandwiched between the socle and cosocle, both isomorphic to $\mathscr{L}_{(1,1) ; \omega}$. So, in particular, when $q=0$, the representation $\mathscr{L}_{(2) ; \omega}$ is cuspidal, since

$$
\operatorname{ch}\left(\mathscr{L}_{(2) ; \omega}\right)=4 \cdot w[0011] .
$$

The KLR polytopes of these representations are independent of $q$ and are given by

(2)


If one takes the choice of parameters as in [VV11] corresponding to an Ext-algebra of perverse sheaves on the moduli of representations of a Kronecker quiver (which is also that fixed by [BK09] in order to find a relationship to affine Hecke algebras with $\nu=-1$ or in characteristic 2), then we take $q=-2$. Thus, if the field $\mathbb{k}$ has characteristic $\neq 2$, we have $q \neq 0$ and $\operatorname{dim} \mathscr{L}_{(2) ; \omega}=5$ whereas if $\mathfrak{k}$ does have characteristic 2 , then $q=0$ and $\operatorname{dim} \mathscr{L}_{(2) ; \omega}=4$. Under Brundan and Kleshchev's isomorphism [BK09] between quotients of KLR algebras and cyclotomic Hecke algebras, this corresponds to the change in characters as we pass from the Hecke algebra at a root of unity to the symmetric group, or the difference between the canonical basis and the 2-canonical basis.

In the $q=0$ case, the number of cuspidals in this example is in fact the root multiplicity of $2 \delta$. One might naively hope that at $q=0$ this holds more generally, but explicit calculations in more complicated examples show that it does not.

### 3.7 Beyond affine type

In affine type, while we can have many different semi-cuspidal representations corresponding to an imaginary root, we still have considerable control over the structure of these representations. In particular, all the required labels for these MV polytopes can be encoded with the data of a partition associated to each facet parallel to $\delta$.
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In general, we expect that the structure of a 2 -face should be controlled by the set of roots obtained by intersecting a two-dimensional plane with $\Delta$. If $\mathfrak{g}$ is of finite type, then this set is also a finite-type root system and the 2-faces are finite-type MV polytopes. In affine type, this intersection can also be a rank-2 affine root system, and 2 -faces are essentially rank- 2 affine MV polytopes. But because of the multiplicities, the sum of these root spaces is actually not quite an affine root system; rather, it is the root system of an infinite-rank Borcherds algebra whose Cartan matrix is obtained by adding infinitely many rows and columns of zeros to the rank- 2 affine matrix. The structure we have observed in the 2 -faces (many copies of the same crystal $B(-\infty)$ in the case when the intersection is affine) seems to be a manifestation of this larger algebra.

Beyond affine type, when one intersects $\Delta$ with a 2 -plane, the resulting set of real roots will generate a root system of rank at most 2 . However, if there is to be a generalization of Theorem B, considering this small-rank root system is probably not enough. Rather, one should consider the entire sum of the root spaces; by [Bor91, Theorem 1], up to a central extension which may split up imaginary root spaces, this will be the root system of a Borcherds algebra (of possibly infinite rank). Nonetheless, one could hope to define MV polytopes for this algebra, and that the 2-faces could be matched to these. Unfortunately, even if this were possible, 'reduction to rank 2' would mean reduction to a Borcherds algebra of possibly infinite rank, leaving it debatable whether this actually improves matters; it still may shed light on the structure of KLR algebras and their representations.

In any case, there will certainly be new difficulties beyond affine type. To illustrate some of these, consider the Cartan matrix

$$
\left(\begin{array}{ccc}
2 & -2 & -2  \tag{3.7}\\
-2 & 2 & -2 \\
-2 & -2 & 2
\end{array}\right)
$$

This is of hyperbolic type, and the imaginary root $\beta=\alpha_{1}+\alpha_{2}+\alpha_{3}$ has multiplicity 2. Fix a charge $c$ with $c\left(\alpha_{0}\right)=1+i, c\left(\alpha_{1}\right)=-1+i, c\left(\alpha_{2}\right)=i$. The only real root with $c(\alpha) \in i \mathbb{R}$ is $\alpha_{2}$ itself, so real roots only generate a copy of $\mathfrak{s l}_{2}$, but the intersection is rank 2 , since it contains $\beta$. This is already a new phenomenon, as in finite and affine type the real roots corresponding to a 2-face always generate a rank-2 root system.

Nonetheless, Proposition 3.22 shows that the semi-cuspidals of argument $\pi / 2$ are a combinatorial bicrystal for $\mathfrak{s l}_{2}$. If the naive analogue of Corollary 3.29 held, then we would have that $\tilde{e}_{2}$ and $\tilde{e}_{2}^{*}$ act identically on every semi-cuspidal of argument $\pi / 2$, since this is the case in $B^{\mathfrak{s l}_{2}}(-\infty)$. However, both $\tilde{e}_{2} \tilde{e}_{1} \tilde{e}_{0} \mathscr{L}_{\emptyset}$ and $\tilde{e}_{2}^{*} \tilde{e}_{1} \tilde{e}_{0} \mathscr{L}_{\emptyset}$ are one dimensional; the former has character $w[012]$ and the latter $w[201]$. Thus, they are necessarily distinct.

Attacking this case will require stronger techniques than we possess at the moment. For instance, the sharp-eyed reader will note that we give no direct connection between the KLR algebra attached to a face and the lower rank KLR algebra for the root system spanned by that face. While this seems like an obvious suggestion, we see no such connection (say, a functor) at the moment. Perhaps more progress can be made if such a functor can be found ${ }^{2}$.
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[^1]:    ${ }^{1}$ In [BKT14], the analogous object is called a 'decorated GGMS (Gel'fand-Goresky-MacPherson-Serganova) polytope'. Since we work purely algebraically without reference to the geometric structures studied in [GGMS87], we think it more appropriate to follow the usage of [Kam10, BK12], and use 'pseudo-Weyl polytope'.

[^2]:    ${ }^{2}$ Such a functor has now been constructed in [MT15].

