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1. Introduction. If/(x) is denned on [0, 1], then its corresponding Bernstein 
polynomial 

(1) Bn{x) = Bf
n{x) = Ê / O * - 1 ) />,,„(*), pUx) = ( W ) x{\ - x)n~\ 

approaches/(x) uniformly on [0, 1], il fix) is continuous on [0, 1]. If fix) is 
bounded on [0, 1], then at every point x where the second derivative f" (x) 
exists (Voronowskaja [7], see also [5]) 

lim »[#(*) -f(x)] = X{1 ~ X)f"(x), 

hence if f"(x) is not zero on [0, 1], the order of approximation to fix) by the 
Bn(x) is exactly Oin~l). It follows that the existence of derivatives of higher 
order of fix) cannot improve this order of approximation. 

In this paper we shall introduce certain linear combinations of Bernstein 
polynomials which, under definite conditions, approximate fix) more closely 
than the Bernstein polynomials. 

Polynomials approaching fix) more closely than the Bernstein polynomials, 
but of a different type from those considered here, were also considered by 
Bernstein [1] namely, 

#(*) = s[ / ( w _ 1 ) - —air^r0*-1)]/>,..(*)• 
Then if |/(x)| < M and if/(4)(x) exists at the point x, it can be shown that 

nmW
2[&'(*) -/<*)] - H O J Z ^ O Z L M ^ ) - M!^U>> ( X ) . 

We remark that the combinations we consider do not contain the values of 
the derivatives of fix). 

2. Preliminary results. We shall here recall some known facts, for their 
proofs one may consult [5, §§1.5-1.6]. With Bernstein [1] we define 

Received April 6, 1952; presented to the American Mathematical Society at the Summer 
Meeting, September 1952. This paper is based on a part of the author's thesis prepared under 
the supervision of Professor G. G. Lorentz, and accepted for a Ph.D. degree at the University 
of Toronto in November 1951. The author wishes to thank Professor Lorentz and Professor 
W. J. Webber for their helpful suggestions in connection with this paper, and the National 
Research Council of Canada for the supporting grant. 

559 

https://doi.org/10.4153/CJM-1953-063-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1953-063-7


560 P. L. BUTZER 

(2) Sn,r(x) = £ (wT1 - x)rpr,n(x) {n = 1, 2, . . . ; r = 0, 1, 2, . . . ) 

and for nT SniT(x) we shall often write Tn,T(x). If /(x) is defined on [0, 1] with 
|/(x)| < M then at points where f(2k) (x) exists [1], 

(3) Br
n{x) = f(x) + E hF- S"-(x) + ^ 

T-=1 Y. 71 

where en —* 0 as n —> <». 
The recursion formula 

rB , r+i(x) = x(l - x)[7^,r(x) + nYTn,r-i(x)] 

is known, and by induction we obtain, putting x(l — x) = X, 

rn,o = l, TUII = o, rn,2 = wX, rw,3 = n{\ — 2x)x, 

(4) rn,4 = Zn2X2 + n{X - 6X2), Tn>5 = (1 - 2x)[10rc2X2 + n(X - 12Z2)], 

rn,6 = l5n*X* + 5^2Z2(5 - 26Z) + nX[l - 30X + 120X2], 

In general, for Y fixed, every 0 < x < 1, TntT(x) can be written as a polynomial 
in n, 

(5) r n > r (x) = <t>r,T'{x) n' + 0 r , r /_i(^) w' '"1 + (t>r,r'-2(x) Tl''2 + . . . + 0r . l (*)» 

of degree 

' — r i i _ J ^ r ^or e v e n r> 
r = Ur\ - ^ _ x ) f o r o d d ^ 

where the <£r>r'_î(x) are polynomials in x, independent of n. 
Moreover, for every r, one can show [5] there exists a constant A r (depending 

only on Y) such that for every 0 < x < 1, 

(6) 0 < Tn,2r(x) <ATn\ 

Calling p =• 2Y//3 for a given /3 > 0, we have also 

(7) it \v~nx fpv,n(x) < AlV/2. 

If ô — n~a, 0 < a < J, it is known that [5] for every / > 0, there is a constant 
C where C = C(a, I) such that 

(8) , E , £..»(*) < OT1-
\vn~x—x l>5 

3. The linear combination. If f(x) is defined on [0, 1], we define the 
polynomials 

?I°] = [2fnWf] = # ( * ) 
( 9 ) (2* - 1) Si2*1 = 2*s£*~2] - ? r _ 2 ] , Jfe = 1, 2 
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One can rewrite the relation (9) as 

(10) 2[
n
2k](x) = akB2kn(x) + at-iBv-inix) + ak.2B2k-,n(x) + . . . + a0Bn(x) 

where by induction, explicit values can be found for the constants a*, at = ai(k). 
Note that 

(11) Oik + <Xk-l + OLk-2 + . . . + « 0 = 1 . 

The polynomial (10) is the linear combination of the ordinary Bernstein poly­
nomials we consider in this paper. 

For r — 1, 2, 3, . . . , n — 1, 2, 3, . . . , we also define 

/ i o \ ^n,r = = w/i , r\X) = = àn>r\X) 

(2* - 1) ©fr
! = 2*©£*721 - @I2r2! * = 1, 2 , . . . . 

Corresponding to the relation (3), for the linear combination (10) we have 
the following result: 

LEMMA 1. If f(2k+2s) (x) exists at the point x, then 
2(fc+s) AT)/ \ 

(13) 8iUI (*) = /(*) + E - 4 P ©J*1 (*) + $+s 

where en—^0asn-^ <». 

r\ 

Proof. We prove this lemma by induction. So we suppose (13) holds and if 
y(2*+2»+2)(a.) e x i s t s w e show that (13) holds with 2k replaced by 2(k + 1). We 
have 

2Jc+2s+2 Ar)/\ 

n 

By the relations (9) and (12) we deduce that 

(2*+1 - l)[Sr+21(*) - /(*)] = 2 * + W - / ] - [8iw - / ] 
2fc+2s+2 Ar) / \ 2fc+2s+2 r(r) 2*+2a+2 Ar)/\ 2*+2s+2 / t D / ^ x 

r = l 7". 7-=l / . 

2*+2«+2 r ( r ) / \ 2k+2s+2 Ar) / 

~ r! »" 
This establishes the lemma. 

We shall now prove the approximation theorem for our linear combination. 

THEOREM 1. If f(x) is defined on [0, 1] with \f(x)\ < M and if f(2k)(x) exists 
at the point x, then 

(14) \tU-2](x)-f(x)\ = 0 ( 0 , 

and moreover, 

(15) | 2l
n

2k](x) -f(x) | = o(n~k) as n -> » , k = 1, 2 
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Proof. By Lemma 1 we have 

and if we can show that 
2k AT) 

de) iM^C'w^t»-'-1) r'(*), 
r = l 

then the relation (15) will hold. For this purpose we need 

LEMMA 2. With &n
2f defined by (12), 

(17) ©£??(*) = 0 /or 1 < r < jfe + 1, 

(18) &n,f(x) = 0{n~k-1) for r = 1,2,3,.... 

To prove this lemma, we note that by (5) 

(19) ®™(X) = «,.,*(*) »- ( r- r / ) + </>^_l(x) n~{r-T'+l) + . . . + 0 r t l(*) ^ ( r " 1 ) . 

Applying to w~* the difference operator which connects ©[2*] with ©£2*-2i in 
(12), we obtain 

2\2n)-8 - n~9 = (2k~s - 1) n". 

This is of form an~s, and a = 0 if k = s. Operating on the right-hand side of 
(19) with difference operators for s = 1, 2, 3, . . . , k and omitting vanishing 
terms we therefore have 

©™(x) = ^ + 1 ( x ) W-(*+1) + . . . + </>,_! (x) « - ( r - w 

where the <j>i(x) are polynomials in x independent of n. This proves (18). If 
k + 1 > r — 1, all terms vanish, and we obtain (17). The lemma is complete. 

The relation (15) now follows. By Lemma 1, we find 

^-2i(x) -/(*) + E L ^©i!r 2 1 w + b 
and on account of (18), we deduce (14). This establishes the theorem. 

In the particular case of the previous theorem for k = 3, i.e., if/(6)(x) exists 
at x, we have by the relations (4) and (13) 

l i m ^ 4 ] ( x ) - / ( * ) ] ss \[mnd\lB(n(x) - 2Bf
2n(x) +\Bf

n{x) - f(x) 

and also 

H m W
3 [ ^ 6 1 ( x ) - / ( x ) ] 

= lim w3| — Bsnix) - —B4n(x) +7j^B2n(x) - —Bn(x) — / ( * ) ! = 0. 
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4. Further theorems on the order of approximation. If f(x) is defined and 
continuous on [0, 1], then 

w(5) = c/(<5) == max \f(x + h) - f(x) |, 0 < x < 1, 0<x+h<l 
\h\<6 

is called the modulus of continuity of the function fix). 

THEOREM 2. If /(2fc)(x) exisfo and is continuous on [0, 1] having a modulus of 
continuity œ2k(à), then 

! Si2*1 (*) - /(*) | < max \~ œ2k (n"*)f - £ î f 
viz n j 

where C — C(k) and C = C(k\f). 

Proof. Since/(2A° (x) exists and is continuous, for Xi, x2 there is an 77, Xi < r) < x2 

such that 

/(*.) - / (*) = £ <*. - « i ) 1 * ^ + - ^ y p - * L/<2%) - / " W l -
By (11) we have 

= E {«.21" z (2-w1 - *y-Q^l p,.Vn{x)\ 
fc / 2J'n r / 0 - ^ - 1 \2fc "1 } 

= Si + S2, 

where £, = £j(v), x < ^ < 2"Vw, 0 < j < £. Now 

£ D (2-W-1 - x)iJ-P-pf.Vn{x) = g g (2-V^-1 - x)*p^xyL-Œl 
2k 

= E@*'!. . <(*)•< ., 
„ -I 7, I 

Therefore 
ik k / • ( * ) / ^ ^ 2 * -p(V{„\ 

and by Lemma 2 we obtain 

~1 ;=0 " " 1<\ i=\ l\ 

•rM—k—l Si < Cn 

We now evaluate 22. Since for a modulus of continuity, co(A<5) < (1 + X)co(ô) 
for any X > Owe have 
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lin (c\—j —I „\1k 

(2jfe)! ' ^ ^ ~ ~ ^ ' ' \Pv,2in{x) 

< ^ ] { E (2 -W- 1 - x)2*^,2J„(x) + | E (2-^n-1 - x)2* U, - x | />,.„,(*)} 

and by (6) and (7), this expression does not exceed 

(2*)! \(2*«) «(2'n)*1"'/ ' 

Hence 
| , ço^5) A | | f _ f 4 i . 4'» I 
1 ̂  ' < (2*)! h ' ' ' \&nf + è&n)k+i ) 

and putting in particular h = n~* we have 

Q 
| S2 I < HE ^2* (»"*) . 

This proves Theorem 2. 

COROLLARY. If fi2k)(x) exists and belongs to Lip a, 0 < a < 1, / t o is if 

\fm(x + h)-fm(x)\<K\h\a, 

then 
\2lm(x)-f(x)\<Mn-k-ia 

where M is a constant. 

In connection with Theorem 2, we remark that if f(x) is continuous on [0, 1] 
having a modulus of continuity, co(ô), then for the ordinary Bn(x), Popoviciu 
[6] has shown that 

\Bf
n{x) -f(x) | < | «(»-*). 

Regarding the case k = 1 of the preceding corollary, compare [2]. 

5. Another property of the £™ (x). If/(x) satisfies only a Lipschitz condition 
of order a, 0 < a < 1, then 

I %nk](x) -f(x) | < £ | a, | | B2,n(*) - / ( * ) | = 0(n-ia), 

and we shall show that this order of approximation cannot in general be improved, 
that is, one can find functions f{x) Ç Lip a (0 < a < 1) such that 

I Si2*1 ( * ) - / ( * ) l>Ci»-*" 
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with some constant C\ > 0. This shows that in general, 8£2*3 (x), k > 1 does not 
approximate/(x) more closely than B£(x). We shall show this for the particular 
case k = 1, the general case k > 1 can be treated along similar lines. We have 
the following theorem. 

THEOREM 3. For every 0 < a < 1, there exist functions f(x) Ç Lip a such that 
the order of approximation given by 

\€\x)-f{x)\ = 0 (»"*-) 
cannot be improved. 

Proof. We shall consider the function f{x) = X Xo r with fixed 0 < x0 < 1 
(and where 0 < a < 1). This function satisfies the Lipschitz condition of order 
a, namely 

I 1 7 I a I I < * ^ I 7 I < * 

\ x + h — xo \ — \ x — Xo \ < | A I . 

Now for fixed 0 < x0 < 1 and y > t̂, for all v which satisfy 

(20) | viT1 - xo | < [T\ 0 < v < M 

it is known that [3, p. 133] 
(21) RvAxo) = I ^ _ 1 ~ *o | apv,n(xo) 

^ I V/JT — Xo T ju / - l \2 T, / \ 
= TÂ 77 \ Tï e x P ~ ô—77 7 W ~ xo) = PvAxo) ; 

[27TX0(1 — X0)MJ L 2 X 0 ( 1 — XO) J 
this is a uniform asymptotic relation, that is, uniformly for all v satisfying (20), 

h m p t ^ ) = L 

We now obtain by a well-known argument [5] 

= ^[27TX0(1 — Xo)] M I vfjL1 — Xo |aexp — - — T — - — r (u — Xo)2 du 

uniformly as /JL —> o° for all *> satisfying (20). Now 

| VJJT1 — Xo | a — | u — Xo | a = 0 ( | J'AI-1 — u \a) = 0 (AT" ) 

uniformly in v and u as |*>/x-1 — «| < /z-1, and so we deduce 

(22) 2?,iM(*o) = 5 ,)M(xo) 

/•CH-D/*-1 r i 
= ^[27TXo(l — Xo)]~^ I | u — Xo |a exp — - — T — — — - (w — Xo)2 dw 

+ 0 \[Ta nh[2irx0(l - Xo)]"* J _i exp I — - ,^_—r (u - x0)2J duJ 
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uniformly in v satisfying (20), as \x —» °o . 
Since \vfx~1 — x0\

a < 1 and applying (8) we have 

22 \vfx~1 — Xo \app,n(xo) < 22, P»,n(xo) < C2v~\ 
\vn~x—Xo l > 5 0 \m~1—Xo l>S 0 

where do = /x-T for every I > 0 with 0 < y < \, and where the constant 
C2 = C 2 (T , /)• We take / > | a . Then for i < 7 < J, 

X) Rv,ix(xo) = S R»,»(xo) + 22 R»,n(xo) 
v=Q \vu~1— x0 l < 5 0 U/*_1— £0 l>S 0 

= , E , *».M(*O) + 0 G*"1) 
I I'M-1—Xo l < 5 0 

= (l + 0 , E , S,.„(*o) + 0 GT*a) 

where eM —> 0 for JU —* 00. We now obtain 

| / ( * o ) - %n(Xo) I = I 8 i 2 J ( * o ) I = I 2 £ 2 n ( X o ) - ^ n ( X o ) | > 2 £ 2 n ( x 0 ) - # n ( * o ) 

2rc n 

= 2 ^ 2 RV,2n(x0) ~ 2 2 Rv,n(%o) 

= (2 + e'») E , S».a.(*o) - (1 + e"„) , E , S,lf,(*0) + °(« è" )-
U(2w)- 1— re, \vn-1—Xo l<5 i 

where 52 = (2n)~?, ôi = w_T, and e'n —> 0 and e"n —> 0 as n -> » . Applying (22), 
this expression is seen to be equal to 

2 + 4. Ml -* . ) ]» • r 2 ^ * ^ 1 - *•)!"* . 
-— ^— lft 0 exp (— z) ) az; V'x „ * a 

+ 0 M- f 
L(2»)"JC 

2-7wi-T[x0(l - *„)]""* 

(2n)a JO 
exp {— v ) dv 

1 _i_ " ro .̂ /1 „ MÎ« nn* [2^o(l — #0)] 
1 + 6 n [ Z X Q ( 1 — XQ)J 2 I 

Jo 
„*« z;" exp ( — v ) dv 

+ 0 X 
w'-v[2x0(l - xo)]" 

exp (— v ) dv + o(tr*"), 

where | < y < | . But the second and fourth terms need not be considered, 
as they are of order 0 (n~a) ; the integrals in the remaining two terms converge 
to the same positive limit, and the difference of the factors outside these integrals 
is of the form 

Czn~ia + o(n~2<x) 

where Cz is positive as 0 < a < 1. So we deduce 

|/(*0) -%n](Xo) I > C#T* 
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where C4 is a strictly positive constant, proving the theorem. 
We have constructed linear combinations of the Bernstein polynomials 

Bn(x), namely 

e](x), 
of degree 2kn, which under conditions imposed on the corresponding function, 
approach f(x) more closely than 

The order of approximation of a function by polynomials of best approximation 
is generally better than that given by the 

e!(x). 
For instance, if f{2k)(x) Ç Lip a, 0 < a < 1, there are polynomials Pn(x) of 
degree n such that 

I P„ ( * ) - / ( * ) \<M'tTu-a 

[4, p. 18]. For the 

of degree 2kn we have 

It remains an open question whether there are other linear combinations of 
degree not exceeding 2kn approaching f(x) more closely than the combination 

8ittI(x). 
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