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# APPROXIMATION BY BOOLEAN SUMS OF LINEAR OPERATORS: TELYAKOVSKIİ-TYPE ESTIMATES 

Jia-Ding Cao and Heinz H. Gonska


#### Abstract

In the present note we study the question: "Under which general conditions do certain Boolean sums of linear operators satisfy Telyakovskii-type estimates?" It is shown, in particular, that any sequence of linear algebraic polynomial operators satisfying a Timan-type inequality can be modified appropriately so as to obtain the corresponding upper bound of the Telyakovskii-type. Several examples are included.


## 1. Introduction

Let $N=\{1,2, \ldots\}$ be the set of natural numbers. For $f \in C[a, b]$ (real-valued and continuous functions on the compact interval $[a, b])$, let $\|f\|:=\max \{|f(t)|: a \leqslant$ $t \leqslant b\}$ denote the Čebyšev norm of $f$. By $c, \tilde{c}$ we denote positive absolute constants independent of $n, f$, and $x \in[a, b]$. The constants $c$ and $\tilde{c}$ may be different at different occurrences, even on the same line. Let $\Pi_{n}$ be the set of algebraic polynomials of degree $\leqslant n$. For $f \in C[a, b]$, the modulus of continuity of $f$ is defined by

$$
\omega(f, \delta):=\sup \left\{\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|:\left|x_{1}-x_{2}\right| \leqslant \delta\right\}, \quad 0 \leqslant \delta \leqslant b-a .
$$

In his well-known paper [26] Timan (see also [27]) proved the following
Theorem A. For $n \in N$ and $f \in C[-1,1]$ there exists $P_{n}(f, \cdot) \in \Pi_{n}$ such that

$$
\left|f(x)-P_{n}(f, x)\right| \leqslant c \cdot \omega\left(f,\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}+n^{-2}\right),|x| \leqslant 1 .
$$

Telyakovskiì[25] improved this to
Theorem B. For $n \in N$ and $f \in C[-1,1]$ there exists $P_{n}(f, \cdot) \in \Pi_{n}$ such that

$$
\left|f(x)-P_{n}(f, x)\right| \leqslant c \cdot \omega\left(f,\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}\right),|x| \leqslant 1
$$

Theorem B provided a partial answer (that is, for the case of arbitrary continuous functions) to a problem posed by Lorentz [17, p.185] in 1963. Quite elementary proofs

[^0]of Theorems $A$ and $B$ were given by Pičugov and Lehnhoff (see [21, 14, 15]) who used operators of the following type.

Let, for $f \in C[-1,1]$ and $n \in N$,

$$
\begin{aligned}
K_{m(n)}(v) & :=\frac{1}{2}+\sum_{k=1}^{m(n)} \rho_{k, m(n)} \cos k v, \quad \text { and } \\
G_{m(n)}(f ; x) & :=\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos (\arccos x+v)) \cdot K_{m(n)}(v) d v
\end{aligned}
$$

Here, the kernel $K_{m(n)}$ is a trigonometric polynomial of degree $m(n)$ such that
(i) $K_{m(n)}$ is positive and even, and
(ii) $\int_{-\pi}^{\pi} K_{m(n)}(v) d v=\pi$.

This implies that $G_{m(n)}(f, \cdot)$ is an algebraic polynomial of degree $m(n)$. For $s \in \mathbb{N}$, the Masuoka (higher order Jackson) kernels are given by

$$
K_{s n-s}(v)=c_{n, \mathrm{e}}\left[\frac{\sin (n v / 2)}{\sin (v / 2)}\right]^{2 s}
$$

where $c_{n, t}$ is chosen such that $\pi^{-1} \int_{-\pi}^{\pi} K_{a n-s}(v) d v=1$.
In his second paper Lehnhoff investigated certain Boolean sum modifications of the operators $G_{m(n)}$ in order to prove Theorem B. His research was continued by the second author in $[10,11]$, and by the first in $[1,2]$. Both investigated Timan-type estimates for the $G_{m(n)}$ and Telyakovskii-type estimates for their modifications $G_{m(n)}^{+}$. In [3] the present authors investigated approximation by Boolean sums of positive linear operators.

In this article, we study the more general problem of approximation by Boolean sums of linear operators. We establish several general results. Our central Theorem 3 shows that, from a Timan-type estimate for linear algebraic polynomial operators $A_{n}$, one can always derive a Telyakovskii-type estimate for their Boolean sum modifications $A_{n}^{+}$. This fact is applied to certain operators $G_{m(n)}$ having the property that $1-\rho_{1, m(n)}=\mathcal{O}\left(n^{-2}\right), n \rightarrow \infty$. Furthermore, in Section 4 we give applications to Bernstein-Schurer polynomials, Kantorovič polynomials, and Durrmeyer polynomials.

## 2. Two general theorems

Let $f \in C[a, b]$ and $L f$ denote the linear function interpolating $f$ at $a$ and $b$, that is,

$$
L(f, x):=\frac{f(b)(x-a)+f(a)(b-x)}{b-a}, \quad a \leqslant x \leqslant b
$$

Let $A: C[a, b] \rightarrow C[a, b]$ be a linear operator. Then the Boolean sum $L \oplus A$ of $L$ and $A$ is given by

$$
A^{+}:=L \oplus A=L+A-L \circ A
$$

More explicitly,

$$
\begin{equation*}
A^{+}(f, x)=A(f, x)+(b-a)^{-1}\{(x-a)[f(b)-A(f, b)]+(b-x)[f(a)-A(f, a)]\} \tag{2.1}
\end{equation*}
$$

Note that, if $A(f, a)=f(a)$ and $A(f, b)=f(b)$ for all $f \in C[a, b]$, then $A^{+}=A$.
For $k \in N \cup\{0\}$, let $C^{k}[a, b]$ denote the space of $k$-fold continuously differentiable functions. Hence $f \in C^{k}[a, b]$ means that $f^{(k)} \in C[a, b]$. Using the $K$-functional technique, one obtains the following:

Lemma 1. (see, for example, DeVore [7]). Let $H_{n}: C[a, b] \rightarrow C[a, b]$ be a sequence of linear operators, satisfying the following conditions:
(i) $\left\|H_{n} f\right\| \leqslant c \cdot\|f\|$ for all $f \in C[a, b]$.
(ii) For $a \leqslant x \leqslant b, 0 \leqslant \varepsilon_{n}(x) \leqslant b-a$ and $h \in C^{1}[a, b]$, one has $\left|H_{n}(h, x)-h(x)\right| \leqslant c \cdot \varepsilon_{n}(x) \cdot\left\|h^{\prime}\right\|$.
Then for all $f \in C[a, b],\left|H_{n}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \varepsilon_{n}(x)\right)$.
In the following theorem it is shown that Telyakovskii-type estimates for operators of the $L \oplus A$ type hold under quite general conditions.

Theorem 1. Let $A_{n}: C[a, b] \rightarrow C^{1}[a, b]$ be a sequence of linear operators, satisfying the following conditions:
(i) $\left\|A_{n} f\right\| \leqslant c \cdot\|f\|$ for all $f \in C[a, b]$,
(ii) $\left\|d\left(A_{n}(h, x)\right) / d x\right\| \leqslant c \cdot\left\|h^{\prime}\right\|$ for all $h \in C^{1}[a, b]$,
(iii) $\left|A_{n}(h, x)-h(x)\right| \leqslant c \cdot\left(\varepsilon_{n} \sqrt{(x-a)(b-x)}+\varepsilon_{n}^{2}\right) \cdot\left\|h^{\prime}\right\|$ for all $h \in C^{1}[a, b]$, all $a \leqslant x \leqslant b$ and $0 \leqslant \varepsilon_{n} \leqslant 2$.
Then for all $f \in C[a, b]$ we have

$$
\left|A_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \varepsilon_{n} \sqrt{(x-a)(b-x)}\right)
$$

Proof: Using the method applied by Lehnhoff in [15], among others, we distinguish three cases:

CASE (A). $\varepsilon_{n} \leqslant \sqrt{(x-a)(b-x)}, a \leqslant x \leqslant b$, which implies $\varepsilon_{n}^{2} \leqslant \varepsilon_{n} \sqrt{(x-a)(b-x)}$.

If $h \in C^{1}[a, b]$, from (2.1) and condition (iii) we have

$$
\begin{align*}
\mid h(x) & -A_{n}^{+}(h, x) \mid \\
& \leqslant\left|h(x)-A_{n}(h, x)\right|+\frac{x-a}{b-a}\left|h(b)-A_{n}(h, b)\right|+\frac{b-x}{b-a}\left|h(a)-A_{n}(h, a)\right| \\
& \leqslant c \cdot\left(\varepsilon_{n} \sqrt{(x-a)(b-x)}+\varepsilon_{n}^{2}\right) \cdot\left\|h^{\prime}\right\|+c \cdot \varepsilon_{n}^{2} \cdot\left\|h^{\prime}\right\|+c \cdot \varepsilon_{n}^{2} \cdot\left\|h^{\prime}\right\|  \tag{2.2}\\
& \leqslant c \cdot\left(\varepsilon_{n} \sqrt{(x-a)(b-x)}+\varepsilon_{n}^{2}\right) \cdot\left\|h^{\prime}\right\| \\
& \leqslant c \cdot \varepsilon_{n} \sqrt{(x-a)(b-x)} \cdot\left\|h^{\prime}\right\| .
\end{align*}
$$

$\operatorname{CASE}$ (B). $\sqrt{(x-a)(b-x)} \leqslant \varepsilon_{n},(a+b) / 2 \leqslant x \leqslant b$, hence $(x-a)(b-x) \leqslant$ $\epsilon_{n} \sqrt{(x-a)(b-x)}$. From (2.1) we get

$$
\begin{align*}
h(x)-A_{n}^{+}(h, x)= & {[h(x)-h(b)]-\left[A_{n}(h, x)-A_{n}(h, b)\right] }  \tag{2.3}\\
& +\frac{b-x}{b-a}\left\{\left[h(b)-A_{n}(h, b)\right]-\left[h(a)-A_{n}(h, a)\right]\right\} . \\
I_{n}(x):= & \left|A_{n}(h, x)-A_{n}(h, b)\right|,
\end{align*}
$$

Defining
we have from (iii)

$$
\begin{aligned}
\mid h(x) & -A_{n}^{+}(h, x) \mid \\
& \leqslant|h(x)-h(b)|+I_{n}(x)+\frac{b-x}{b-a}\left\{\left|h(b)-A_{n}(h, b)\right|+\left|h(a)-A_{n}(h, a)\right|\right\} \\
& \leqslant(b-x)\left\|h^{\prime}\right\|+I_{n}(x)+\frac{c(b-x)}{b-a} \cdot \varepsilon_{n}^{2} \cdot\left\|h^{\prime}\right\| .
\end{aligned}
$$

By condition (ii),

$$
\left\|\frac{d}{d v} A_{n}(h, v)\right\| \leqslant c \cdot\left\|h^{\prime}\right\|
$$

and thus

$$
\begin{aligned}
I_{n}(x) & =\left|\int_{z}^{b}\left(\frac{d}{d v} A_{n}(h, v)\right) d v\right| \leqslant \int_{z}^{b}\left|\frac{d}{d v} A_{n}(h, v)\right| d v \\
& \leqslant c(b-x) \cdot\left\|h^{\prime}\right\| .
\end{aligned}
$$

This implies

$$
\begin{aligned}
\mid h(x) & -A_{n}^{+}(h, x) \mid \\
& \leqslant(b-x) \cdot\left\|h^{\prime}\right\|+c(b-x) \cdot\left\|h^{\prime}\right\|+4 \cdot \frac{c(b-x)}{b-a}\left\|h^{\prime}\right\| \\
& \leqslant c(b-x) \cdot\left\|h^{\prime}\right\| .
\end{aligned}
$$

Using the fact that
we get

$$
\begin{gathered}
1 \leqslant \frac{2(x-a)}{b-a} \text { for } \frac{a+b}{2} \leqslant x \leqslant b, \\
(b-x) \leqslant \frac{2(x-a)(b-x)}{b-a} .
\end{gathered}
$$

Thus

$$
\begin{align*}
\left|h(x)-A_{n}^{+}(h, x)\right| & \leqslant \frac{2 c}{b-a}(x-a)(b-x) \cdot\left\|h^{\prime}\right\|  \tag{2.4}\\
& \leqslant c \cdot \varepsilon_{n} \sqrt{(x-a)(b-x)} \cdot\left\|h^{\prime}\right\| .
\end{align*}
$$

CASE (c). $\sqrt{(x-a)(b-x)} \leqslant \varepsilon_{n}, a \leqslant x \leqslant(a+b) / 2$, hence $(x-a)(b-x) \leqslant$ $\varepsilon_{n} \sqrt{(x-a)(b-x)}$. From (2.1) we get

$$
\begin{align*}
h(x)-A_{n}^{+}(h, x)= & {[h(x)-h(a)]+\left[A_{n}(h, a)-A_{n}(h, x)\right] }  \tag{2.5}\\
& +\frac{x-a}{b-a}\left\{\left[h(a)-A_{n}(h, a)\right]+\left[A_{n}(h, b)-h(b)\right]\right\} .
\end{align*}
$$

On account of the fact that $x-a \leqslant 2(x-a)(b-x) /(b-a)$ for $a \leqslant x \leqslant(a+b) / 2$, we get again, by means of a method analogous to the one used in Case (B),

$$
\begin{equation*}
\left|h(x)-A_{n}^{+}(h, x)\right| \leqslant c \cdot \varepsilon_{n} \sqrt{(x-a)(b-x)} \cdot\left\|h^{\prime}\right\| \tag{2.6}
\end{equation*}
$$

Combining (2.2), (2.4), and (2.6) we have, for $n \in N$ and $a \leqslant x \leqslant b$,

$$
\begin{equation*}
\left|h(x)-A_{n}^{+}(h, x)\right| \leqslant c \cdot \varepsilon_{n} \sqrt{(x-a)(b-x)} \cdot\left\|h^{\prime}\right\| . \tag{2.7}
\end{equation*}
$$

Since $\sqrt{(x-a)(b-x)} \leqslant(b-a) / 2(a \leqslant x \leqslant b)$ we obtain

$$
0 \leqslant \varepsilon_{n} \sqrt{(x-a)(b-x)} \leqslant b-a
$$

From (2.1) and condition (i) we have

$$
\begin{equation*}
\left\|A_{n}^{+} f\right\| \leqslant c \cdot\|f\| \text { for } f \in C[a, b] . \tag{2.8}
\end{equation*}
$$

Now, from (2.7) and (2.8) and using Lemma 1, we obtain Theorem 1.
The following is a generalisation of Theorem 5.6 in [3].
Theorem 2. Let $A_{n}: C[a, b] \rightarrow C^{1}[a, b]$ be a sequence of positive linear operators satisfying the following conditions:
(i) $A_{n}(1, x)=1, a \leqslant x \leqslant b$,
(ii) $A_{n}(|t-x|, x) \leqslant c \cdot\left(\varepsilon_{n} \sqrt{(x-a)(b-x)}+\varepsilon_{n}^{2}\right), a \leqslant x \leqslant b, 0 \leqslant \varepsilon_{n} \leqslant 2$,
(iii) $\left\|d A_{n}(h, x) / d x\right\| \leqslant c \cdot\left\|h^{\prime}\right\|$ for all $h \in C^{1}[a, b]$.

Then for all $f \in C[a, b]$,

$$
\left|A_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \varepsilon_{n} \sqrt{(x-a)(b-x)}\right)
$$

Proof: Note that, for $f \in C[a, b]$,

$$
\begin{equation*}
\left|A_{n}(f, x)\right| \leqslant\left|A_{n}(1, x)\right|\|f\|=\|f\|, \text { and thus }\left\|A_{n}(f)\right\| \leqslant\|f\| \tag{2.9}
\end{equation*}
$$

Since $A_{\boldsymbol{n}}$ is a sequence of positive linear operators and because of conditions (i) and (ii), we have for $h \in C^{1}[a, b]$

$$
\begin{align*}
\left|A_{n}(h(t), x)-h(x)\right| & =\left|A_{n}(h(t)-h(x), x)\right|  \tag{2.10}\\
& \leqslant A_{n}(|h(t)-h(x)|, x) \\
& \leqslant\left\|h^{\prime}\right\| \cdot A_{n}(|t-x|, x) \\
& \leqslant c \cdot\left(\varepsilon_{n} \sqrt{(x-a)(b-x)}+\varepsilon_{n}^{2}\right) \cdot\left\|h^{\prime}\right\| .
\end{align*}
$$

From (2.9), (2.10), condition (iii) and Theorem 1 one arrives at the claim of Theorem 2.

## 3. Application: Telyakovskiö-type estimates

In this section we shall demonstrate how estimates of the Telyakovskii-type can be derived from Timan-type inequalities. In the sequel, let

$$
\Delta_{n}(x):=\max \left\{\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}, n^{-2}\right\},|x| \leqslant 1
$$

We shall need the following auxiliary result from [3, Lemma 5.4].
Lemma 2. Let $n \geqslant 1, m(n) \in \mathbb{N} \cup\{0\}$ and $c n \leqslant m(n) \leqslant \tilde{c} n(n \geqslant 2)$. If, for $p_{m(n)} \in \Pi_{m(n)}$ and $f \in C^{1}[-1,1]$,

$$
\left|f(x)-p_{m(n)}(x)\right| \leqslant c \cdot \Delta_{n}(x) \cdot\left\|f^{\prime}\right\|,
$$

then

$$
\left|f^{\prime}(x)-p_{m(n)}^{\prime}(x)\right| \leqslant c \cdot\left\|f^{\prime}\right\|
$$

The main result of this note is contained in
Theorem 3. Let $n \geqslant 1, m(n) \in \mathcal{N} \cup\{0\}$ and $c n \leqslant m(n) \leqslant \tilde{c} n(n \geqslant 2)$. Let $A_{n}: C[-1,1] \rightarrow \Pi_{m(n)}$ be a sequence of linear operators. Suppose that, for all $f \in C[-1,1]$, the following Timan-type estimate holds:

$$
\begin{equation*}
\left|A_{n}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f,\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}+n^{-2}\right),|x| \leqslant 1 \tag{3.1}
\end{equation*}
$$

Then for $A_{n}^{+}$we have the Telyakovskii-type inequality

$$
\begin{equation*}
\left|A_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f,\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}\right),|x| \leqslant 1 . \tag{3.2}
\end{equation*}
$$

Proof: Using elementary properties of the modulus of continuity we obtain from (3.1) for $f \in C[a, b]$

$$
\left|A_{n}(f, x)-f(x)\right| \leqslant 2 c \cdot\|f\|
$$

hence

$$
\begin{equation*}
\left\|A_{n} f\right\| \leqslant c \cdot\|f\| \tag{3.3}
\end{equation*}
$$

Furthermore, from (3.1) we have for $h \in C^{1}[a, b]$

$$
\begin{align*}
\left|A_{n}(h, x)-h(x)\right| & \leqslant c\left(\left(1-x^{2}\right)^{1 / 2} \cdot n^{-1}+n^{-2}\right) \cdot\left\|h^{\prime}\right\|  \tag{3.4}\\
& \leqslant 2 c \triangle_{n}(x) \cdot\left\|h^{\prime}\right\| .
\end{align*}
$$

Using Lemma 2 we arrive at

$$
\left|\frac{d}{d x} A_{n}(h, x)-h^{\prime}(x)\right| \leqslant c \cdot\left\|h^{\prime}\right\|,
$$

and hence

$$
\begin{equation*}
\left\|\frac{d}{d x} A_{n}(h, x)\right\| \leqslant c \cdot\left\|h^{\prime}\right\| . \tag{3.5}
\end{equation*}
$$

Combining (3.3), (3.4), (3.5) and Theorem 1 we obtain Theorem 3.
[
Corollary 1. (compare [3, Theorem 5.6]). Let $n \geqslant 1, m(n) \in N \cup\{0\}$, and $c n \leqslant m(n) \leqslant \tilde{c} n(n \geqslant 2)$. Furthermore, let $A_{n}: C[-1,1] \rightarrow \Pi_{m(n)}$ be a sequence of positive linear operators, satisfying the following conditions:
(i) $A_{n}(1, x)=1$,
(ii) $\quad A_{n}(|t-x|, x)=O\left(\sqrt{1-x^{2}} \cdot n^{-1}+n^{-2}\right), n \rightarrow \infty$.

Then we have for $f \in C[-1,1]$

$$
\left|A_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \sqrt{1-x^{2}} \cdot n^{-1}\right),|x| \leqslant 1
$$

Proof: Since $A_{\boldsymbol{n}}$ is a sequence of positive linear operators and because of conditions (i) and (ii), we have for $f \in C[-1,1]$, using Popoviciu's theorem (see [22]), the pointwise inequality

$$
\begin{aligned}
\left|A_{n}(f, x)-f(x)\right| & \leqslant 2 \cdot \omega\left(f, A_{n}(|t-x|, x)\right) \\
& \leqslant c \cdot \omega\left(f, \sqrt{1-x^{2}} \cdot n^{-1}+n^{-2}\right),|x| \leqslant 1
\end{aligned}
$$

## Using Theorem 3 we obtain Corollary 1.

For the Boolean sum modifications of the operators $G_{m(n)}$ introduced in Section 1 we have

Corollary 2. (compare [1, 2]). Let $n \geqslant 1, c n \leqslant m(n) \leqslant \tilde{c} n(n \geqslant 2)$ and $K_{m(n)}(v) \geqslant 0$. If $1-\rho_{1, m(n)}=\mathcal{O}\left(n^{-2}\right)$, then for $f \in C[-1,1]$ there holds the following

$$
\left|G_{m(n)}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \sqrt{1-x^{2}} \cdot n^{-1}\right),|x| \leqslant 1 .
$$

Proof: Since $1-\rho_{1, m(n)}=\mathcal{O}\left(n^{-2}\right)$ we have (see $[1,2]$ )

$$
\begin{aligned}
& \mid f(x)-G_{m(n)}(f, x) \mid \\
& \leqslant 2 \cdot \omega\left(f,\left(1-\rho_{1, m(n)}\right) \cdot|x|+\sqrt{2} \cdot \sqrt{1-\rho_{1, m(n)}} \cdot \sqrt{1-x^{2}}\right) \\
& \quad=O\left(\omega\left(f, \sqrt{1-x^{2}} \cdot n^{-1}+n^{-2}\right)\right) .
\end{aligned}
$$

Now Theorem 3 immediately yields the estimate for $G_{m(n)}^{+}$.
Note that it was shown by DeVore in [6, p.81] that the relationship $1-\rho_{1, m(n)}=$ $\mathcal{O}\left(n^{-2}\right), n \rightarrow \infty$, holds true for the Matsuoka kernels $K_{s n-}$, with $s \geqslant 2$.

Remark 1. There are many further applications of Theorem 3. Today a large number of different proofs of the Timan theorem are known. As examples we mention the work of Freud and Vértesi [9], Freud and Sharma [8], Mills and Varma [19, 29], Saxena [23], Varma [28], Vértesi and Kis [30], Gonska and Cao [3] who constructed linear algebraic polynomial operators $W_{n}$ satisfying Timan-type estimates. By Theorem 3, for the corresponding operators $W_{n}^{+}$it is clear that they give Telyakovskii-type estimates and thus provide a solution to Lorentz' problem for arbitrary continuous functions.

## 4. Further applications

We give three applications of Theorem 2 for positive linear operators, all of which are related to the classical Bernstein operators.

Example 1. Let $\alpha_{n} \geqslant 0$ and $f \in C[0,1]$. The Bernstein-Schurer polynomials are defined by (see [24])

$$
B_{n}\left(\alpha_{n}, f, x\right):=\sum_{i=0}^{n} f\left(\frac{i}{n+\alpha_{n}}\right) p_{n, i}(x), p_{n, i}(x):=\binom{n}{i} x^{i}(1-x)^{n-i}
$$

If $\alpha_{n}=0$, then $B_{n}\left(\alpha_{n}, f, x\right)$ becomes the Bernstein polynomial $B_{n}(f, x)$.
LEMMA 3. The following equalities hold:

$$
B_{n}\left(\alpha_{n}, 1, x\right)=1, \quad B_{n}\left(\alpha_{n},(t-x)^{2}, x\right)=\frac{n x(1-x)+\alpha_{n}^{2} x^{2}}{\left(n+\alpha_{n}\right)^{2}}
$$

Proof: For a proof see Lemma 2.2 and Corollary 2.4 in [12].
Since $B_{n}\left(\alpha_{n}, f, 0\right)=f(0), B_{n}\left(\alpha_{n}, f, 1\right)=f\left(n /\left(n+\alpha_{n}\right)\right)$, we have

$$
\begin{aligned}
B_{n}^{+}\left(\alpha_{n}, f, x\right) & =B_{n}\left(\alpha_{n}, f, x\right)+x\left[f(1)-B_{n}\left(\alpha_{n}, f, 1\right)\right]+(1-x)\left[f(0)-B_{n}\left(\alpha_{n}, f, 0\right)\right] \\
& =B_{n}\left(\alpha_{n}, f, x\right)+x\left[f(1)-f\left(n /\left(n+\alpha_{n}\right)\right)\right]
\end{aligned}
$$

Theorem 4. Let $f \in C[0,1], 0 \leqslant x \leqslant 1$, and $\beta_{n}:=\max \left(1 / \sqrt{n}, \sqrt{\alpha_{n}} / \sqrt{n}\right)$. If $S:=\left\{n \in N: \alpha_{n} \leqslant n\right\}$, then

$$
\left|B_{n}^{+}\left(\alpha_{n}, f, x\right)-f(x)\right| \leqslant c \cdot \omega\left(f, \beta_{n} \sqrt{x(1-x)}\right), \quad n \in S
$$

Proof: Note first that $B_{n}\left(\alpha_{n}, f, x\right)$ is a positive linear operator. Using Lemma 3 we have

$$
\begin{align*}
B_{n}\left(\alpha_{n}, 1, x\right) & =1 \\
B_{n}\left(\alpha_{n},(t-x)^{2}, x\right) & \leqslant \frac{x(1-x)}{n}+\left(\frac{\alpha_{n}}{n}\right)^{2} \tag{4.1}
\end{align*}
$$

hence (see [13])

$$
\begin{align*}
B_{n}\left(\alpha_{n},|t-x|, x\right) & \leqslant \sqrt{B_{n}\left(\alpha_{n},(t-x)^{2}, x\right) \cdot B_{n}\left(\alpha_{n}, 1, x\right)}  \tag{4.2}\\
& \leqslant \sqrt{\frac{x(1-x)}{n}+\left(\frac{\alpha_{n}}{n}\right)^{2}} \leqslant \sqrt{\frac{x(1-x)}{n}}+\frac{\alpha_{n}}{n}
\end{align*}
$$

In view of the definition of $\beta_{n}$ we have

$$
\beta_{n} \geqslant \frac{1}{\sqrt{n}}, \beta_{n} \geqslant \frac{\sqrt{\alpha_{n}}}{\sqrt{n}} n \beta_{n}^{2} \geqslant \frac{\alpha_{n}}{n}
$$

and so

$$
\begin{equation*}
B_{n}\left(\alpha_{n},|t-x|, x\right) \leqslant \beta_{n} \sqrt{x(1-x)}+\beta_{n}^{2} \tag{4.3}
\end{equation*}
$$

Note also that, for $n \in S$, we have

$$
\frac{\sqrt{\alpha_{n}}}{\sqrt{n}} \leqslant 1 \text { and } 0<\beta_{n} \leqslant 1
$$

Furthermore, from Lorentz [16] it is known that

$$
\frac{d}{d x} B_{n}(f, x)=n \cdot \sum_{i=0}^{n-1}\left\{f\left(\frac{i+1}{n}\right)-f\left(\frac{i}{n}\right)\right\} p_{n-1, i}(x), f \in C[0,1]
$$

Similarly, if $h \in C^{1}[0,1]$, we get

$$
\begin{aligned}
\frac{d}{d x} B_{n}\left(\alpha_{n}, h, x\right) & =n \cdot \sum_{i=0}^{n-1}\left\{h\left(\frac{i+1}{n+\alpha_{n}}\right)-h\left(\frac{i}{n+\alpha_{n}}\right)\right\} p_{n-1, i}(x) \\
& =\frac{n}{n+\alpha_{n}} \sum_{i=0}^{n-1} h^{\prime}\left(\xi_{n, i}\right) p_{n-1, i}(x)
\end{aligned}
$$

hence

$$
\begin{equation*}
\left\|\frac{d}{d x} B_{n}\left(\alpha_{n}, h, x\right)\right\| \leqslant \frac{n}{n+\alpha_{n}} \cdot\left\|h^{\prime}\right\| \leqslant\left\|h^{\prime}\right\| . \tag{4.4}
\end{equation*}
$$

Combining (4.1), (4.3), (4.4) and Theorem 2 we obtain the claim of Theorem 4.
Corollary 3. Let $\lim _{n \rightarrow \infty} \alpha_{n} / n=0$. Then

$$
\lim _{n \rightarrow \infty}\left\|B_{n}^{+}\left(\alpha_{n}, f, x\right)-f(x)\right\|=0
$$

Example 2. Let $f \in L[0,1]$ (the space of Lebesgue integrable functions defined on $[0,1]$ ), and $F_{1}(u):=\int_{0}^{u} f(t) d t$. Then the Kantorovic polynomials are defined by (see [16])

$$
\begin{aligned}
P_{n}(f(t), x) & :=\frac{d}{d x} B_{n+1}\left(F_{1}(u), x\right) \\
& =(n+1) \cdot \sum_{i=0}^{n}\left\{\int_{\frac{i}{n+1}}^{\frac{i+1}{n+1}} f(t) d t\right\} \cdot p_{n, i}(x) .
\end{aligned}
$$

We also define the function $F_{2}$ by $F_{2}(u):=\int_{0}^{u}\left(\int_{0}^{v} f(t) d t\right) d v$. Nagel investigated the Kantorovič operators of second order $Q_{n}$ given by (see [20])

$$
\begin{equation*}
Q_{n}(f(t), x):=\frac{d}{d x} P_{n+1}\left(F_{1}(v), x\right)=\left(\frac{d}{d x}\right)^{2} B_{n+2}\left(F_{2}(u), x\right) \tag{4.5}
\end{equation*}
$$

Theorem 5. Let $f \in C[0,1]$ and $0 \leqslant x \leqslant 1$; then

$$
\left|P_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left(f, \sqrt{\frac{x(1-x)}{n+1}}\right)
$$

Proof: $P_{n}$ is a sequence of positive linear operators (see [18]), satisfying

$$
\begin{align*}
P_{n}(1, x) & =1 \\
P_{n}\left((t-x)^{2}, x\right) & =\frac{n-1}{(n+1)^{2}} x(1-x)+\frac{1}{3(n+1)^{2}}  \tag{4.6}\\
& \leqslant \frac{x(1-x)}{n+1}+\frac{1}{(n+1)^{2}}
\end{align*}
$$

and

$$
\begin{align*}
P_{n}(|t-x|, x) & \leqslant \sqrt{P_{n}\left((t-x)^{2}, x\right) \cdot P_{n}(1, x)}  \tag{4.7}\\
& \leqslant \sqrt{\frac{x(1-x)}{n+1}}+\frac{1}{n+1}
\end{align*}
$$

Furthermore, if $h \in C^{1}[0,1]$, then $d P_{n}(h, x) / d x=(d / d x)^{2} B_{n+1}\left(\int_{0}^{u} h(v) d v, x\right)$, where

$$
\begin{aligned}
\int_{0}^{u} h(v) d v & =\int_{0}^{u}\left(\int_{0}^{v} h^{\prime}(t) d t\right) d v+\int_{0}^{u} h(0) d v \\
& =\int_{0}^{u}\left(\int_{0}^{v} h^{\prime}(t) d t\right) d v+h(0) u
\end{aligned}
$$

From (4.5) we have

$$
\begin{aligned}
\frac{d}{d x} P_{n}(h, x) & =\left(\frac{d}{d x}\right)^{2} B_{n+1}\left[\int_{0}^{u}\left(\int_{0}^{v} h^{\prime}(t) d t\right) d v, x\right]+h(0)\left(\frac{d}{d x}\right)^{2} B_{n+1}(u, x) \\
& =\left(\frac{d}{d x}\right)^{2} B_{n+1}\left[\int_{0}^{u}\left(\int_{0}^{v} h^{\prime}(t) d t\right) d v, x\right] \\
& =Q_{n-1}\left(h^{\prime}, x\right) .
\end{aligned}
$$

Nagel [20] proved that the $Q_{n}$ are positive linear operators and that

$$
\begin{array}{cc} 
& Q_{n}(1, x)=1-(n+2)^{-1} . \\
\text { Hence } & \left|Q_{n-1}\left(h^{\prime}, x\right)\right| \leqslant Q_{n-1}(1, x) \cdot\left\|h^{\prime}\right\| \leqslant\left\|h^{\prime}\right\|,
\end{array}
$$

and, consequently,

$$
\begin{equation*}
\left\|\frac{d}{d x} P_{n}(h, x)\right\| \leqslant\left\|h^{\prime}\right\| . \tag{4.8}
\end{equation*}
$$

Combining (4.6), (4.7), (4.8), and using Theorem 2, we obtain Theorem 5.
Example 3. For $f \in L[0,1]$, the so-called Durrmeyer operators [5] are given by

$$
M_{n}(f, x):=(n+1) \cdot \sum_{i=0}^{n}\left\{\int_{0}^{1} p_{n, i}(t) f(t) d t\right\} \cdot p_{n, i}(x) .
$$

For their modifications we have

Theorem 6. Let $f \in C[0,1], 0 \leqslant x \leqslant 1$; then

$$
\left|M_{n}^{+}(f, x)-f(x)\right| \leqslant c \cdot \omega\left[f, \frac{\sqrt{x(1-x)}}{\sqrt{n+2}}\right] .
$$

Proof: It was shown in [5] that $M_{n}$ is a sequence of positive linear operators for which

$$
\begin{align*}
M_{n}(1, x) & =1  \tag{4.9}\\
M_{n}\left((t-x)^{2}, x\right) & =(n+1) \cdot \frac{2 n x(1-x)-6 x(1-x)+2}{(n+1)(n+2)(n+3)} \\
& \leqslant \frac{2 n x(1-x)}{(n+2)(n+3)}+\frac{2}{(n+2)(n+3)} \leqslant 2\left(\frac{x(1-x)}{n+2}+\frac{1}{(n+2)^{2}}\right),
\end{align*}
$$

and consequently,

$$
\begin{equation*}
M_{n}(|t-x|, x) \leqslant \sqrt{M_{n}\left((t-x)^{2}, x\right) \cdot M_{n}(1, x)} \leqslant \sqrt{2} \cdot\left(\frac{\sqrt{x(1-x)}}{\sqrt{n+2}}+\frac{1}{n+2}\right) \tag{4.10}
\end{equation*}
$$

If $h \in C^{1}[0,1]$, we also have from [5] that

$$
\begin{align*}
\int_{0}^{1} p_{n, i}(t) d t & =(n+1)^{-1}, \quad i=0,1, \ldots, n \\
\frac{d}{d x} M_{n}(h, x) & =n \cdot \sum_{i=0}^{n-1} p_{n-1, i}(x) \cdot \int_{0}^{1} h^{\prime}(t) p_{n+1, i+1}(t) d t  \tag{4.11}\\
\left\|\frac{d}{d x} M_{n}(h, x)\right\| & \leqslant\left\|h^{\prime}\right\| \cdot n \cdot \sum_{i=0}^{n-1} p_{n-1, i}(x) \cdot \int_{0}^{1} p_{n+1, i+1}(t) d t \\
& =\frac{n}{n+2} \cdot\left\|h^{\prime}\right\| \leqslant\left\|h^{\prime}\right\| .
\end{align*}
$$

(4.9) through (4.11) and Theorem 2 now imply Theorem 6.

Remark 2. The present authors proved in [4] that $\omega(f, \delta)$ in Theorems 5 and 6 may be replaced by $\omega_{2}(f, \delta)$, the second order modulus of continuity of $f$.
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