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ABSTRACT

Alzheimer's disease (AD) accounts for a significant proportion of long-term care costs. The recent discovery that the ε4 allele of the ApoE gene indicates a predisposition to earlier onset of AD raises questions about the potential for adverse selection in long-term care insurance, about long-term care costs in general, and about the potential effects on costs of gene therapy, or better targeted treatments for AD. This paper describes a simple Markov model for AD, and the estimation of the transition intensities from the medical and epidemiological literature.
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1. INTRODUCTION

Molecular genetics has far-reaching implications for all aspects of health economics, including the effectiveness, or even practicability, of insurance-based funding of all forms of care. In particular, if genetic test results are known by the individual but not by the insurer, there may be a tendency for those most at risk to buy more insurance, known as adverse selection. This is a natural subject for quantitative modelling.

Such discussion as has taken place (in the United Kingdom) has tended to be confined to life insurance, in which context it has been suggested that the overall costs of adverse selection might be limited (Macdonald, 1997, 1999; Pritchard, 1997). However, these papers acknowledge:
(a) that different conclusions might hold in respect of other forms of insurance; and
(b) the lack of sound epidemiological data in respect of any but a few genetic conditions.
Thus, the model proposed by Macdonald (1997, 1999) was based on parameter estimates intended to be extreme, and to suggest an upper bound on the cost of adverse selection, rather than on data-based statistical estimates. Tan (1997) applied a similar model to annuity business, with results that suggested higher costs.

The U.K. Government has so far avoided legislating on the very sensitive issue of the use of genetic test information by insurers, but instead has set up the Genetics and Insurance Committee (GAIC), charged with the assessment of the likely relevance and reliability of genetic test information as it relates to different kinds of insurance. Such considerations require actuarial models of the insurance process, allowing for the effects of specific genes on mortality and morbidity. To date, the only such study is Lemaire et al. (1999) and Subramanian & Lemaire (1999), treating breast and ovarian cancer and the BRCA1 and BRCA2 genes.

In this paper we propose a simple Markov model for Alzheimer's disease (AD) and estimate its transition intensities from medical and epidemiological studies. Genetic variation arises because the e4 allele of the Apolipoprotein E (ApoE) gene is known to indicate a predisposition to earlier onset of AD.

In Section 2 we give a brief outline of genetics terminology, then describe AD and the evidence for a genetic component of AD. In Section 3 we specify the model, and in Sections 4 and 5 we estimate the transition intensities. We show some results in Section 6, and our conclusions are in Section 7.

Applications of the model include the study of long-term care insurance, (Macdonald & Pritchard, 1999) and the study of long-term care costs (Warren et al., 1999). The processes leading to LTC insurance claims are complex, when compared with other forms of insurance, and there are no insurance data to speak of; therefore we (and insurance companies themselves) have to rely on data collected and published for a variety of reasons, mostly in the medical literature. As a result, our model is far from definitive, but we found the process of extracting information from the medical literature and putting it to actuarial use very instructive, and we suggest that any shortcomings of our model shed useful light on the problems that might be faced in the future.

2. THE GENETICS OF ALZHEIMER'S DISEASE

For a recent survey of the genetic epidemiology of AD, see Slooter & van Duijn (1997); Breteler et al. (1992), reviews the position before much was known about the genetic component of AD.

2.1. A Brief Primer on Human Genetics

The following discussion gives only the briefest definitions of genetic terms, and omits all complications. For a proper account, see a text such as Strachan & Read (1999).
(a) Each cell of the human body (except sperm and egg cells) has a nucleus containing 23 pairs of chromosomes. Each cell carries an identical set of chromosomes at birth, unless some have been damaged.

(b) A chromosome is a very long double strand (the famous double helix) or linear molecule, made up of a sequence of base pairs of DNA.

(c) A gene is a sequence of base pairs at a fixed location on a given chromosome that acts as a functional unit, coding for the production of a protein (usually). The term ‘gene’ strictly refers to the locus on the chromosome.

(d) The gene at a given locus might have several variants (rather as chemical elements might have several isotopes); these are known as alleles. Different alleles are simply different sequences of base pairs. Differences between alleles are the result of mutations, namely alterations to a gene caused by (for example) errors in replication of the DNA when cells divide. If the mutation occurs in an adult (somatic) cell, it can only spread through cell division (which is what happens in cancers). If the mutation occurs in a gene carried by a sperm or egg cell, it can be passed to offspring.

(e) Because the chromosomes are paired (except the X and Y chromosomes that determine sex) each cell has two alleles of every gene, one inherited from each parent. They may be the same (homozygosity) or different (heterozygosity).

(f) Mutant genes will encode variants of the protein that the gene produces. These may have a beneficial, neutral or adverse effect on the cell or organism. If the altered protein is radically different, the cell will probably die, or the organism will fail to develop, or it will not survive to reproductive age. Less radical variations may manifest themselves as susceptibility to disease, or may be harmless but non-functional.

(g) The great range of genetic diseases arises from the range of effects of the protein products of different alleles, and the simple combinatorics of inheritance.

1. If an allele encodes a harmless but non-functional protein product, the disease will appear only in homozygous individuals (autosomal recessive inheritance, such as cystic fibrosis).

2. Heterozygous cells will produce a mixture of variants of the protein product; if just one of these is lethal it will cause disease (autosomal dominant inheritance, such as Huntington’s disease).

3. In between these extremes, alleles encode protein products that are more or less dangerous or fully-functional, the effect often depending on the environment. Then different levels of susceptibility to disease will appear, and homozygous individuals will often be more susceptible than heterozygous individuals.

(h) Lifestyle and environment can affect the potency of susceptibility genes. For example, the activity of the protein produced by a dangerous allele may be enhanced in certain environments, or a protective allele may be put at greater risk of being knocked out by a mutation.
Although the outline above mentions only single genes, most processes in the human body are complicated and involve very many proteins, each encoded by its own gene with its various alleles. Most genetic disease will result from combinations of several alleles, lifestyle and environment; the term for this is multifactorial disorder.

2.2. Cognitive Impairment

The term ‘cognitive impairment’ covers AD, which accounts for by far the greater number of cases, and other forms of mental deterioration, chiefly vascular in origin (for example, arising from strokes). Assessment is liable to be imprecise, making it difficult to decide on an exact date of inception of cognitive impairment, if such a thing exists. Moreover, although AD is the commonest form of cognitive impairment, it is hard to diagnose with certainty except by post-mortem examination. These factors introduce considerable uncertainty into epidemiological studies of AD. Breteler et al. (1992) noted that:
(a) AD itself can have a significant vascular component;
(b) some of the neuropathological symptoms of AD (see Section 2.4) can also be symptoms of vascular dementia; and
(c) studies by Tierney et al. (1988) found that post-mortem examination confirmed only 64-86% of diagnoses of AD.

2.3. The Pathology of Alzheimer’s Disease

The pathology of AD includes:
(a) senile plaques (deposits on the outside of neurones (brain cells), consisting largely of the protein β-amyloid);
(b) neurofibrillary tangles (connections between neurones);
(c) amyloid angiopathy (deposits of amyloid protein in the arteries of the brain);
(d) loss of neurones; and
(e) decreased activity of choline acetyltransferase (an enzyme).

Therefore, any gene whose expression leads to the production, or over-production, of substances associated with these changes is potentially a genetic marker for AD.

2.4. General Evidence of a Genetic Contribution to Alzheimer’s Disease

AD is a disease of old age; it is rare below ages 60-70. These rare cases are called ‘early-onset’ AD, which should not be confused with early onset of AD within the usual age range. We are concerned only with the latter.

Families with a history of AD are sometimes observed, but AD also occurs sporadically (that is, in the absence of a family history of AD) and it
is always possible that a case of AD in an affected family is, in fact, sporadic. The differences between familial and sporadic AD are not clear, although the former may be marked by earlier onset and more rapid progression.

A very few families have several cases of early-onset AD in several generations, consistent with autosomal dominant transmission (Levy-Lahad & Bird, 1996), and three genes have been found. First was the gene encoding for amyloid precursor protein (APP), involved in the production of \( \beta \)-amyloid. It resides on chromosome 21, which is the chromosome affected in cases of Down syndrome, sufferers of which often develop AD in middle age. Several mutations have been found, but they are rare. Later, mutations in two genes labelled presenilin-1 (PS-1) and presenilin-2 (PS-2) were identified, which appeared to be associated with AD, though the mechanisms remain unclear.

Familial AD is not restricted to early-onset cases and family history remains an important risk factor for late-onset AD (Jarvik et al., 1996). Susceptibility genes have been identified, of which the most studied is that which codes for apolipoprotein E.

2.5. The Apolipoprotein E Gene

This summary is not comprehensive, but we hope that it is detailed enough to give an actuarial reader an impression of the progress made in understanding genetic factors of AD, as well as some of the problems and (perhaps most important) the great speed at which human genetics is advancing.

Apolipoprotein E (ApoE) is found in senile plaques and neurofibrillary tangles in AD patients. It has also been studied because of its rôle in lipid metabolism. The gene that encodes it is on chromosome 19, which was linked to families with late-onset AD by Pericak-Vance et al. (1991), making it a clear candidate gene for familial AD. Strittmatter et al. (1993) confirmed this hypothesis, which was rapidly supported by many other studies. The basic facts are as follows:

(a) The ApoE gene has three common alleles – \( \varepsilon_2, \varepsilon_3 \) and \( \varepsilon_4 \) – whose frequencies are roughly 0.09, 0.77 and 0.14 respectively.
(b) Since each offspring receives one allele from each parent, there are six possible genotypes (\( \varepsilon_2/\varepsilon_2, \varepsilon_2/\varepsilon_3, \varepsilon_2/\varepsilon_4, \varepsilon_3/\varepsilon_3, \varepsilon_3/\varepsilon_4 \) and \( \varepsilon_4/\varepsilon_4 \)). Offspring with two copies of the same allele are called homozygotes, while those with two different alleles are called heterozygotes.
(c) The ApoE \( \varepsilon_4 \) allele increases the risk of AD in a dose related fashion, such that \( \varepsilon_4 \) homozygotes (\( \varepsilon_4/\varepsilon_4 \)) are at greater risk than \( \varepsilon_4 \) heterozygotes (\( \varepsilon_2/\varepsilon_4, \varepsilon_3/\varepsilon_4 \)) who in turn are at greater risk than those without the \( \varepsilon_4 \) allele (Bickeböller et al., 1997; Corder et al., 1994; van Duijn et al., 1995; Farrer et al., 1997; Jarvik et al., 1996; Kuusisto et al., 1994; Lehtovirta et al., 1995; Mayeux et al., 1993; Myers et al., 1996; Poirier et al., 1993; Tsai et al., 1994). See Section 5.2
for risk estimates. The risk depends on age, being highest at ages 60-70, tapering off at older ages (Bickeboller et al., 1997; Corder et al., 1994; Farrer et al., 1997).

(d) It is also possible that the ε4 allele is associated with earlier onset of AD (not to be confused with early-onset AD). The effect may be dose dependent (Farrer et al., 1997; Frisoni et al., 1995; Gomez-Isla et al., 1996); or not (Lehtovirta et al., 1995; Stern et al., 1997; Corder et al., 1995); or it may not exist at all (Liddell et al., 1994; Masullo et al., 1998; Norrman et al., 1995).

(e) Investigations into the rate of mental decline of AD patients by genotype found no evidence for any difference (Basun et al., 1995; Gomez-Isla et al., 1996; Masullo et al., 1998; Norrman et al., 1995). There is conflicting evidence about mortality. It is possible that younger age at onset should imply longer survival times, because of the usual age-related mortality differentials, and therefore that the ε4 allele should be associated with longer life after onset of AD. While some studies support this (Corder et al., 1995; Gomez-Isla et al., 1996; Norrman et al., 1995), others have found no difference (Basun et al., 1995; Stern et al., 1997). If ε4 is associated with lighter mortality in AD patients then risk estimates from cross-sectional studies (the vast majority to date) should be interpreted with caution. An incidence study (Evans et al., 1997) confirmed ε4 to be a significant risk factor, but the estimated increased risk of onset was at the lower end of the reported range.

(f) In contrast, the ε2 allele has been found to have a protective effect against late-onset AD (Corder et al., 1994; Farrer et al., 1997; Gomez-Isla et al., 1996; Jarvik et al., 1996; Lambert et al., 1998; Masullo et al., 1998). However, a study of early-onset AD patients (van Duijn et al., 1995), found a higher frequency of the ε2 allele, and an association of ε2 with a more aggressive form of AD, suggesting different rôles of ApoE in early-onset and late-onset AD. Findings relating to the ε2 allele are based on the ε2/ε3 genotype, as ε2 homozygotes are rare. The risk attached to the ε2/ε4 genotype is not clear, possibly because ε2 and ε4 have opposite effects (Jarvik et al., 1996; Levy-Lahad et al., 1996).

ApoE ε4 is the most important genetic risk factor for AD identified yet. Though it is neither necessary nor sufficient to cause AD it does increase susceptibility. Approximately 26% of Caucasians carry at least one ε4 allele and it has been estimated that between 42% and 79% of AD cases are attributable to the associated excess risk (Nalbantoglu et al., 1994).

2.6. Other Genetic Factors of Alzheimer’s Disease

In 1997, a gene for the K-variant of butyrylcholinesterase (BCHE K), not a risk factor by itself, was found to act in synergy with ApoE ε4, such that carriers of both (an estimated 6% of Caucasians) were at over 30 times the risk of AD as a person with neither (Lehmann et al., 1997). Subsequent
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studies (Brindle et al., 1998; Singleton et al., 1998) failed to reproduce the result. Although some explanations have been advanced, caution is advisable in using BCHE K as a risk factor for AD.

Payami et al. (1997) reported an association between AD and the A2 allele of the human leukocyte antigen (HLA); the HLA-A2 phenotype and ApoE ɛ4/ɛ4 genotype had similar and additive effects on reducing age at onset of AD, at ages below 60 and above 75. Further studies would be needed to confirm these findings.

Poduslo et al. (1998) found the apolipoprotein CI (apo CI) gene to be a risk factor for early-onset and late-onset AD, whether sporadic or familial. Apo CI A homozygotes had 4 to 5 times the odds of developing AD, heterozygotes about twice the risk. This was not unexpected, since Apo CI is closely linked to ApoE and in linkage disequilibrium with ApoE and AD. Linkage disequilibrium is the non-random assortment, in a population, of two genes on the same chromosome (the strength of the linkage is inversely proportional to the distance between them). It was thought that the association of AD with ApoE may be more significant.

3. A MODEL FOR ALZHEIMER’S DISEASE

3.1. Model Specification

We use a continuous-time multiple state model. For general comments on these models, see Macdonald (1996a) or Waters (1984). Lives with each ApoE genotype are assumed to form a homogeneous population, suffering the different risks of AD discussed in Sections 2.5 and 5.2.

An important reason for using these models is that they allow the most complete representation of the underlying process. It is then necessary to estimate a large number of transition intensities, for which adequate data do not always exist, but it is preferable to obtain a clear picture of the data needed than to sweep the issue under the carpet by working with some less adequate model in the first place. In particular:

(a) if some simpler model is eventually recommended for use, because of missing data or for computational convenience, it is important to be able to assess its soundness in practice; and

(b) if missing data become available later, for example, as the insured lives experience develops, it is a hindrance if too much has been invested in a model that cannot incorporate it.

Modern computing power is such that the computational demands of multiple state models (numerical integration of differential equations) can quite reasonably be met, for arbitrarily complex Markov models (Norberg, 1995) and for many semi-Markov models (Waters & Wilkie, 1987; Waters, 1991). The techniques can all be found in standard texts on numerical analysis, and no actuary should be prevented from choosing an adequate model by the need to use them.
Figure 1 shows a simple model of AD. Each genotype is represented by such a model; the transition intensities in each model will differ, representing the different genetic risks. $x$ denotes the age at outset (for example, when insurance is purchased) and $t$ the elapsed duration. The choice of states is dictated entirely by the events that have been studied in the medical and epidemiological literature. For certain purposes, it would be desirable to model other events, such as the start of a long-term insurance claim. No data about that event are available; however a major event that has been studied is institutionalisation. Although becoming institutionalised need not coincide with the start of an insurance claim, it is the best available proxy.

Macdonald (1999) considered frailty models as an alternative to Markov models, for genetics and insurance applications. They offer the advantage of a simple model of the genetic variability, if that is justified by the circumstances. They may be especially useful for modelling multifactorial disorders, or genes with very many alleles or mutations, but for a single gene with just a few alleles it seems reasonable to model each separately. Other possible models (such as Cox-type models) might be useful for modelling individual transitions but do not lend themselves to the inclusion of payments contingent upon complicated life histories.

\begin{figure}[h]
\centering
\begin{tikzpicture}

\node (i1) at (0,0) {State i1: No Alzheimer's disease.};
\node (i2) at (0,-2) {State i2: Onset of Alzheimer's disease.};
\node (i3) at (0,-4) {State i3: Institutionalised from Alzheimer's disease.};
\node (i4) at (0,-6) {State i4: Dead.};

\draw[->] (i1) -- node[above] {$\mu_{x+t}$} (i2);
\draw[->] (i2) -- node[above] {$\mu_{x+t}$} (i3);
\draw[->] (i3) -- node[above] {$\mu_{x+t}$} (i4);
\draw[->] (i1) -- node[above] {$\mu_{x+t}$} (i4);
\draw[->] (i2) -- node[above] {$\mu_{x+t}$} (i4);
\draw[->] (i3) -- node[above] {$\mu_{x+t}$} (i4);

\end{tikzpicture}
\caption{A simple model of Alzheimer's disease in the $i$th of $M$ subgroups, each representing a different ApoE genotype. $x$ is the age at outset, and $t$ the elapsed duration.}
\end{figure}
3.2. An Expanded Long-Term Care Model

AD alone does not account for all long-term care costs. Broadly speaking, the need for care arises because of cognitive disorder (including AD) or loss of ability to perform Activities of Daily Living (ADLs) such as dressing, washing and feeding. A comprehensive model of long-term care costs can be specified in terms of these causes, with AD included as a component, and the impact of the ApoE gene on overall care costs can thereby be studied. However, incorporating AD explicitly in an expanded model will require data that describe, at the level of individual lives, the progress of AD and the loss of ADLs. Until such data are available, we can only estimate overall care costs by crude approximations: see Macdonald & Pritchard (1999).

4. ESTIMATION OF TRANSITION INTENSITIES NOT DEPENDING ON APOE GENOTYPE

In this section we estimate the transition intensities for the events: onset of AD; institutionalisation; and death. All of these must be ‘estimated’ from results reported in the medical and epidemiological literature. Ideally, we would work with the original data, but these are almost never available. Reported results are not always ideal for the extraction of parameters for an actuarial model; often the age groups used are very wide, and not the same in different surveys; sometimes only graphs (such as Kaplan-Meier survival curves) are given.

4.1. Prospective and Case-Based Studies

A most important distinction must be drawn when estimating transition intensities from epidemiological studies (see, for example, Kahn & Sempos (1989), Clayton & Hills (1993), Lilienfeld & Hills (1993), Selvin (1996)).

(a) Prospective studies, based on samples of the general population, ought to yield the most reliable estimates of population risk, but are expensive and time-consuming. Moreover, they are rarely even begun until substantial evidence of an effect has been accumulated from other studies.

(b) Case-based studies, based on affected persons (and controls) often yield relative risks greatly in excess of the true population risks, precisely because the subjects are affected or at risk. However, early studies into any medical condition are almost inevitably of this type.

Our current knowledge of most genetic disorders is derived from case-based studies; this is certainly true of ApoE and AD (see Section 2.5). It is very likely that estimates of risk conferred by ApoE genotype will fall as more prospective studies are carried out (see the comment on Evans et al. (1997) at the end of Section 2.5(e)), but this will take time.
The approach we adopt is as follows:
(a) in Section 4.2, we state assumptions about the general level of mortality;
(b) in Section 4.3, we estimate the aggregate incidence of AD, denoted $\mu_{x+t}^{AD}$, which has been investigated extensively;
(c) in Section 4.4, we estimate the intensity of institutionalisation, following the onset of AD (that is, $\mu_{x+t}^{23}$) and the force of mortality following the onset of AD (that is, $\mu_{x+t}^{24}$);
(d) in Section 4.5, we estimate the force of mortality for lives institutionalised with AD (that is, $\mu_{x+t}^{24}$);
(e) in Section 5.1, we estimate the population frequencies of the ApoE alleles; and
(f) in Section 5.2, we estimate the incidence of AD for each genotype using odds ratios from the genetic studies: this gives estimates of $\mu_{x+t}^{12}$.

4.2. Baseline Mortality Tables

For convenience, we choose parametric approximations to the AM80 and AF80 Ultimate mortality tables as bases for mortality assumptions; for use in the model they are adjusted in a variety of ways. Gompertz curves were fitted to $\mu_{x+t}$ at ages 65-120, using log-linear least squares (see equation (1)):

$$AM^{80} \mu_{x+t} = 0.00009416e^{0.084554(x+t)}$$
$$AF^{80} \mu_{x+t} = 0.000025934e^{0.093605(x+t)}.$$

Experiments with the AM80 and AF80 tables themselves showed that the Gompertz approximations had a negligible effect in long-term care applications; we use them because they are sometimes useful in numerical work. For insurance use, some allowance must be made for future improvements in mortality. No experience is available to help, but following discussion with some actuaries experienced in pricing long-term care insurance, we have chosen 65% of these baseline tables as the aggregate mortality assumptions.

4.3. The Onset of Alzheimer's Disease in the Population

AD has been the subject of some large-scale epidemiological studies, many of them pre-dating the discovery of the ApoE gene. Some of these report incidence rates, or ‘occurrence/exposure’ rates, which are exactly the estimates we need for transition intensities.

There is general agreement, in this literature, on the shape of the intensity $\mu_{x+t}^{AD}$ in the age range 60-85 years; it is very low at ages 60-64 (about 0 to 0.002) and increases rapidly with age, approximately doubling every 5 years. Sayetta (1986) and Hebert et al. (1995) found that a Gompertz curve gave the best fit, despite trying a number of more complex models.
A number of studies report the incidence of AD (that is, the intensity $\mu_{x+t}^{AD}$) by age but not by genotype, including Copeland et al. (1992), Hagnell et al. (1992), Kokmen et al. (1993), Letenneur et al. (1994), Nilsson (1984), Ott et al. (1998), Rocca et al. (1998) and Rorsman et al. (1986). Of particular interest, however, is the recent meta-analysis of the incidence of AD by Jorm & Jolley (1998):

(a) it draws on 23 studies world-wide, including 13 European studies;
(b) the analysis is carried out separately for Europe, the U.S.A. and East Asia;
(c) the incidence of AD is estimated by severity, categorised as Mild+ and Moderate+ AD, where Mild+ includes all cases classified as mild or worse; and
(d) point estimates of $\mu_{x+t}^{AD}$ were obtained for 5-year age groups from 65 to 95, and no a priori shape of $\mu_{x+t}^{AD}$ was assumed.

We estimated $\mu_{x+t}^{AD}$ from Jorm & Jolley (1998) using the figures from the European studies and for Mild+ AD. The estimates, 95% confidence limits and the log-linear least squares Gompertz fit:

$$\mu_{x+t}^{AD} = 1.31275 \times 10^{-7} e^{0.14596(x+t)}$$

are shown in Figure 2. It is clear that a Gompertz curve is a very good fit.

![Figure 2: Aggregate incidence of Alzheimer's disease: point estimates and 95% confidence intervals. Source: Jorm & Jolley (1998).](https://www.cambridge.org/core/terms).
Data on the incidence of AD among the very elderly (> 90 years) are sparse, so estimates at these ages have wide confidence intervals and the trend is uncertain. The meta-analysis by Gao et al. (1998) found that the rate of increase in $\mu_{x+t}^{AD}$ slowed down with age, but other studies found no evidence of this (Hebert et al., 1995; Jorm & Jolley, 1998; Letenneur et al., 1994). We have simply extrapolated the Gompertz formula above to all ages; the effect of this assumption will depend on the particular application, or type of insurance, and this should be investigated when the model is used (see, for example, Macdonald & Pritchard (1999)).

Many studies have found men and women to be at the same risk of AD (Kokmen et al., 1993; Nilsson, 1984; Ott et al., 1998; Rocca et al., 1998) and, when differences have been reported (Gao et al., 1998; Jorm & Jolley, 1998; Letenneur et al., 1994), women were found to be at greater risk only at very old ages. Some experiments (not described here) in applying the model to AD-related long-term care insurance costs using different rates of AD for men and women showed that it made little difference, and here we have used the aggregate rate (equation (2)).

4.4. Time from Onset of Alzheimer’s Disease to Institutionalisation or Death

The available data do not allow us to analyse $\mu_{x+t}^{23}$, $\mu_{x+t}^{24}$ or $\mu_{x+t}^{34}$ by genotype.

Table 1 summarises the literature on time to the first of institutionalisation or death ('first event') for AD patients. Some studies give times from entry to the study rather than from onset, which is usually not observed directly. A striking feature is that few lives die before becoming institutionalised. This may seem surprising as AD patients have generally been reported to suffer higher mortality than healthy lives (see Section 4.5). However, AD’s debilitating effects are not sudden, and we may expect patients to be in receipt of informal care between onset and institutionalisation, which might lead $\mu_{x+t}^{24}$ to be relatively light.

We used the data from the study by Jost & Grossberg (1995). Although it is not the largest study, it does have advantages:
(a) it is a brain bank study, so all AD cases were confirmed by autopsy (the only reliable method of diagnosis);
(b) there were no censored cases; and
(c) the time from onset to institutionalisation is estimated.
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TABLE 1
MEAN AND MEDIAN TIMES TO INSTITUTIONALISATION (INST’n) OR FIRST EVENT FOR AD PATIENTS

<table>
<thead>
<tr>
<th>Reference</th>
<th>Age at Onset</th>
<th>Time (years) to Inst’n</th>
<th>% for which 1st event is death</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berg et al. (1988)</td>
<td>71.4 (1)</td>
<td>4.3 (1)</td>
<td>7.1%</td>
</tr>
<tr>
<td>Heyman et al. (1997)</td>
<td>72.0 (2)</td>
<td>3.1 (2)</td>
<td>13.1%</td>
</tr>
<tr>
<td>Jost et al. (1995)</td>
<td>75.1 (3)</td>
<td>4.3 (1)</td>
<td>15.0%</td>
</tr>
<tr>
<td>Severson et al. (1994)</td>
<td>79.4 (1)</td>
<td>2.5 (2) (4)</td>
<td>10.0%</td>
</tr>
</tbody>
</table>

(1) Mean.
(2) Median.
(3) Mean age at onset of AD, if institutionalised, estimated as (mean age at institutionalisation – mean time to institutionalisation).
(4) Median time from onset estimated as 5.6 years.

Since we cannot distinguish genotypes here, we will just write $\mu_{x+t}^{23}$ and $\mu_{x+t}^{24}$ instead of $\mu_{x+t}^{23}$ and $\mu_{x+t}^{24}$, respectively. Guided by these data we derive moment estimates of $\mu_{x+t}^{23}$ (the force of institutionalisation) and $\mu_{x+t}^{24}$ (the force of mortality of an AD patient prior to institutionalisation). We define below the usual indicator functions ($I_j$) and sample path functions ($N_{jk}$) in respect of a single life (see Macdonald (1996b)):

$$I_j(t) = \begin{cases} 
1 & \text{if life is in state } j \text{ at time } t \\
0 & \text{otherwise}
\end{cases}$$

$$dN_{jk}(t) = \begin{cases} 
1 & \text{if life transfers from state } j \text{ to state } k \text{ at time } t \\
0 & \text{otherwise}
\end{cases}$$

$$N_{jk}(T) = \int_0^T dN_{jk}(t) = \text{No. of transfers from state } j \text{ to state } k$$

Also let $P_{xy}$ be the probability that a life in state $j$ at age $x$ is in state $j$ at age $y$. Then equation (3) below is the mean age at onset of AD, given that the life was eventually institutionalised with AD (as in Jost & Grossberg (1995)):
equation (4) is the mean time from onset of AD to institutionalisation:

\[
E \left[ \int_x^\omega I_2(t) dt \left| N_{23}(\omega - x) = 1 \text{ and } I_1(x) = 1 \right. \right] = \\
\frac{\int_x^\omega \mu_{tt}^{12} P_{11}^{11} \{ \int_t^\omega (s - t) \mu_{ss}^{23} P_{2s}^{22} ds \} dt}{\int_x^\omega \mu_{tt}^{12} P_{11}^{11} \{ \int_t^\omega \mu_{ss}^{23} P_{2s}^{22} ds \} dt},
\]

and equation (5) is the probability that an AD patient dies before becoming institutionalised. The upper age bound, denoted \(\omega\), is taken to be 120 years:

\[
P \left[ N_{24}(\omega - x) = 1 \left| N_{12}(\omega - x) = 1 \text{ and } I_1(x) = 1 \right. \right] = \\
\frac{\int_x^\omega \mu_{tt}^{12} P_{11}^{11} \{ \int_t^\omega \mu_{ss}^{24} P_{2s}^{22} ds \} dt}{\int_x^\omega \mu_{tt}^{12} P_{11}^{11} dt}.
\]

Setting equations (3), (4) and (5) equal to their estimated values from Table 1, we obtain 3 equations, which can be solved for at most 3 unknown parameters. The parametric forms we chose were as follows:

(a) \(\mu_{x+t}^{12} = A + \mu_{x+t}^{AD}\), where \(\mu_{x+t}^{AD}\) is given by equation (2). This Makeham term adjusts the incidence of AD to a level that gives the same mean age at onset (for AD patients who become institutionalised).

(b) \(\mu_{x+t}^{23} = D\). We felt that the data did not support anything more elaborate than a constant intensity.

(c) \(\mu_{x+t}^{24} = PM_{14+t}\). That is, the mortality of an AD patient before becoming institutionalised is a proportion of baseline mortality.

(d) \(\mu_{x+t}^{14}\), baseline mortality, was taken as AM80 mortality, using the Gompertz approximation given by equation (1). Although it is appropriate to allow for future improvements in mortality in applications, it is not appropriate to do so in estimation based on past data. The values of \(D\) and \(P\) do not depend strongly on the baseline mortality.

Solving these equations numerically yields the solutions:

\[
A = 0.02025038 \quad D = 0.18895779 \quad P = 0.33502488.
\]

The transition intensities \(\mu_{x+t}^{23}\) and \(\mu_{x+t}^{24}\) are summarised in Table 3.

The Makeham term, \(A\), is a nuisance parameter used to adjust the incidence of AD so that the mean age at onset in the model is the same as that in the data. Its only purpose here is to improve the estimation of the other terms, as the survival of a cohort of AD patients is strongly related to their mean age at onset. It does not furnish an estimate of the incidence of AD in the whole population, which was described in Section 4.3.

4.5. Mortality of Lives with Alzheimer’s Disease

AD patients have been found to suffer higher mortality than the general population (Barclay et al., 1985(b); Bonaiuto et al., 1995; Bracco et al., 1994;
Burns et al., 1991; van Dijk et al., 1991; Evans et al., 1991; Heyman et al., 1996; Mölsä et al., 1986; Treves et al., 1986). However, there is little agreement on the magnitude of the increase, or its dependence on age at onset, duration since onset, sex, race, level of education, marital status, level of cognitive impairment, familial/non-familial AD and level of behavioural impairment. The main factors we need to consider are:

(a) The magnitude of the increase in mortality for AD lives. The mortality of lives with AD has been investigated using different methodologies. For example, Evans et al. (1991), estimated the relative risk of death for AD patients as 1.44 (95% confidence interval 1.05-1.96) times that of the unaffected. Others have suggested that AD has only a small impact on mortality: Barclay et al. (1985a) claimed that well-tended individuals may have life expectancy close to normal, and Sayetta et al. (1986) found that survival did not depend on disease acquisition.

(b) The effect of age at onset on relative mortality. The mortality of patients with AD increases with age (Bonaiuto et al. 1995; Burns et al., 1991). Most studies into survival times have found no relation between age at entry into the study and relative survival (Barclay et al., 1985b; Bracco et al., 1994; Heyman et al., 1996; Stern et al., 1995; Mölsä et al., 1986), except that Barclay et al. (1985b) found that younger lives had shorter relative survival times. Diesfeldt et al. (1986), investigating survival from onset of AD, found that AD patients with onset before age 76 had reduced survival times, but not those with later onset. Comparing the two methods of investigation, Walsh et al. (1990) found that older age at onset affected survival adversely, whereas older age at entry into the study did not; a possible explanation was that older patients have symptoms for a shorter time before presentation. Although no definitive relationship between age at onset and relative survival emerges, it is clear that:

1. survival with AD depends on age; and
2. if age at onset affects relative mortality, the relationship is only weak, but possibly stronger at younger ages.

In terms of the model in Figure 1, this suggests that mortality in state i3 (institutionalised from AD) could be modelled by the addition of a Makeham term to the normal force of mortality; the latter is age dependent, and the Makeham term will be less significant at older ages.

(c) The effect of the duration of AD on relative survival. Perhaps surprisingly, the duration of AD has not been found to be associated with increased mortality (Barclay et al., 1985a; Bracco et al., 1994; Burns et al., 1991; Diesfeldt et al., 1986; Heyman et al., 1996; Sayetta et al., 1986; Walsh et al., 1990). That is, AD patients with long duration of symptoms do not suffer higher mortality than patients, of the same age, with short duration of symptoms. In terms of the model, this means that the mortality of lives in states 2 and 3 (onset of AD and institutionalised from AD) does not depend on the time spent in these states. This is especially convenient, as it allows us to work in a Markov framework.
(d) *The effect of gender on relative survival with AD.* Many researchers have found that the differences in survival between men and women with AD can be explained by the usual mortality differential between men and women (Beard et al., 1994; Bonaiuto et al., 1995; Bracco et al., 1994; Burns et al., 1991; Heyman et al., 1996; Walsh et al., 1990), though Barclay et al. (1985a), did find greater differences. In terms of modelling, allowing for the normal differences in mortality between genders should be sufficient.

Table 2 summarises the literature on survival with AD. Since we cannot distinguish genotypes here, we will just write \( \mu_{x+t}^{34} \) instead of \( \mu_{x+t}^{34} \). As in the previous section, we can write down the mean age at onset (see equation (6)) and the mean survival time (see equation (7)) in the model of Figure 1:

\[
E \left[ x + \int_x^\omega I_1(t)dt \right| N_{12}(\omega - x) = 1 \text{ and } I_1(x) = 1 ] = \frac{\int_x^\omega (t - x)\mu_1^{12} P_{x+t}^{11}dt}{\int_x^\omega \mu_1^{12} P_{x+t}^{11}dt}
\]

\[
E \left[ \int_x^\omega I_2(t) + I_3(t)dt \right| N_{12}(\omega - x) = 1 \text{ and } I_1(x) = 1 ] = \frac{\int_x^\omega \mu_1^{12} P_{x+t}^{11} \left\{ \int_t^\omega (s - t)(\mu_2^{23} + \mu_3^{24}) P_{st}^{22}ds + \int_t^\omega \mu_3^{23} P_{st}^{23} \int_s^\omega (r - s)\mu_3^{24} P_{sr}^{33}dr ds \right\} dt}{\int_x^\omega \mu_1^{12} P_{x+t}^{11}dt}
\]

**Table 2**

**Summary statistics on survival times of AD patients**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Mean (Median) Age at Onset</th>
<th>Mean (Median) Survival Time</th>
<th>Addition to ( \mu_{x+t}^{34} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barclay et al. (1985a)</td>
<td>(73.3) yrs</td>
<td>(8.1) yrs</td>
<td>0.15829</td>
</tr>
<tr>
<td>Bracco et al. (1994)</td>
<td>(72.4) yrs</td>
<td>7.3 yrs</td>
<td>0.25259</td>
</tr>
<tr>
<td>Diesfeldt et al. (1986)</td>
<td>75.6 yrs</td>
<td>7.2 yrs</td>
<td>0.21056</td>
</tr>
<tr>
<td>Heyman et al. (1996)</td>
<td>(69.2) yrs</td>
<td>(9.7) yrs</td>
<td>0.10993</td>
</tr>
<tr>
<td>Jost et al. (1995)</td>
<td>75.1 yrs</td>
<td>8.11 yrs</td>
<td>0.13345</td>
</tr>
<tr>
<td>Kokmen et al. (1988)</td>
<td>80.4 yrs</td>
<td>6.2 yrs</td>
<td>0.26420</td>
</tr>
<tr>
<td>Treves et al. (1986)</td>
<td>73.9 yrs</td>
<td>(9.3) yrs</td>
<td>0.08135</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>0.17291</td>
</tr>
</tbody>
</table>
Setting equations (6) and (7) equal to their estimated values in Table 2, and noting that we have estimates of \( \mu_{x+1}^{23} \) and \( \mu_{x+1}^{24} \) from the previous section, we obtain 2 equations, which can be solved for at most 2 unknown parameters. The parametric forms we used are as follows:

(a) \( \mu_{x+1}^{12} = A + \mu_{x+1}^{AD} \), where \( \mu_{x+1}^{AD} \) is given by equation (2). This is just the addition of a Makeham term to the force of incidence of AD, shifting the latter to a level that gives the estimated age at onset.

(b) \( \mu_{x+1}^{34} = K + AM^{80} \mu_{x+1} \). This is a Makeham term as discussed in (d) above.

The estimated values of \( K \) for each of the references cited are given in the last column of Table 2. They range from about 0.08 to 0.27, with an average of 0.173. The Makeham term \( A \) is, again, only included to improve the estimation of the other terms (see the end of the previous section).

4.6. Summary of the Transition Intensities for the AD Model

For clarity, we summarise the transition intensities estimated here. They all have the form:

\[
\mu_{x+t}^{ij} = A + DBe^{C(x+t)}
\]

and the calculated values are given in Table 3. Three values are given for \( \mu_{x+1}^{34} \), an upper bound, mean value and lower bound to enable a check of how sensitive the results are, in any particular investigation, to this term.

<table>
<thead>
<tr>
<th>Transition Intensity</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu_{x+1}^{24} )</td>
<td>( A )</td>
</tr>
<tr>
<td>( \mu_{x+1}^{23} )</td>
<td>(0.33502)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu_{x+1}^{34} ) (Lower bound)</td>
<td>0.08</td>
</tr>
<tr>
<td>( \mu_{x+1}^{34} ) (Mean)</td>
<td>0.17291</td>
</tr>
<tr>
<td>( \mu_{x+1}^{34} ) (Upper bound)</td>
<td>0.27</td>
</tr>
<tr>
<td>( B \times 10^{-5} )</td>
<td>9.4116</td>
</tr>
<tr>
<td>( C \times 10^{-2} )</td>
<td>8.4554</td>
</tr>
<tr>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td></td>
</tr>
<tr>
<td>( D )</td>
<td></td>
</tr>
<tr>
<td>( B \times 10^{-5} )</td>
<td>9.4116</td>
</tr>
<tr>
<td>( C \times 10^{-2} )</td>
<td>8.4554</td>
</tr>
<tr>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. ESTIMATION OF TRANSITION INTENSITIES DEPENDING ON APOE GENOTYPE

5.1. Population Frequencies of the ApoE Genotypes

Table 4 shows the population frequencies of the ApoE genotypes estimated in several studies. Others are Corder et al. (1994, 1995), Gomez-Isla et al. (1996), Lehtovirta et al. (1996), Liddell et al. (1994), Lopez et al. (1998), Nalbantoglu et al. (1994), Poirier et al. (1993), Roses (1995) and Tsai et al. (1994).

Some features are clear: the $\varepsilon3/\varepsilon4$ genotype is not uncommon (about 21%) while the $\varepsilon2/\varepsilon4$ and $\varepsilon4/\varepsilon4$ genotypes are quite uncommon (about 3% and 1% respectively). We might expect to find lower proportions of ‘dangerous’ genotypes at older ages, because these lives suffer a higher rate of AD onset, but the two age-related studies (Bickeboller et al. (1997) and Corder et al. (1995)) gave conflicting results. However, there is reasonable agreement on the gene frequencies at around ages 60-70, which is what we need for our modelling.

Farrer et al. (1997) is a meta-analysis, combining the results of 40 other studies, including 6,264 Caucasian subjects. As it is the largest study, and differentiates by ethnic group, gender and ascertainment methods, and as the ApoE $\varepsilon4$ allele was found with the same frequency in respect of AD diagnosed at autopsy and clinically diagnosed probable AD, we use its estimated gene frequencies, namely: $\varepsilon2/\varepsilon2$ 0.008; $\varepsilon2/\varepsilon3$ 0.127; $\varepsilon2/\varepsilon4$ 0.026; $\varepsilon3/\varepsilon3$ 0.609; $\varepsilon3/\varepsilon4$ 0.213; $\varepsilon4/\varepsilon4$ 0.018. The sharp-eyed will notice that these sum to 1.001, because of roundings used in Farrer et al. (1997), but we have left this small discrepancy unadjusted.

5.2. Genetic Risk of Alzheimer’s Disease

When we have a heterogeneous population, it is often convenient to think of a given intensity in each sub-population as a multiple (not necessarily constant) of a ‘baseline’ intensity, either in one of the sub-populations or in an aggregated ‘average’ population. Similarly, if $p_1$ and $p_2$ are the probabilities of an event in populations 1 and 2 respectively, the relative risk in population 2 (with respect to population 1) is $p_2/p_1$. A related quantity is the odds ratio: the odds in populations 1 and 2, respectively, are $p_1/(1-p_1)$ and $p_2/(1-p_2)$, and the odds ratio is:

$$\frac{p_2(1-p_1)}{p_1(1-p_2)}.$$ (9)

When intensities are small, the odds ratio is a good approximation to the relative risk. In many studies, the published results are either relative risks or odds ratios.
### TABLE 4

**ESTIMATED POPULATION FREQUENCY OF APOE GENOTYPES**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Country / Ethnicity</th>
<th>No. of Lives</th>
<th>Sex</th>
<th>Age Group</th>
<th>Allele Frequency</th>
<th>Genotype Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \varepsilon_2 )</td>
<td>( \varepsilon_3 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( \varepsilon_2/\varepsilon_2 )</td>
<td>( \varepsilon_2/\varepsilon_3 )</td>
</tr>
<tr>
<td>Farrer et al. (1997)</td>
<td>Caucasian</td>
<td>6,262</td>
<td>M &amp; F</td>
<td>All</td>
<td>0.084</td>
<td>0.779</td>
</tr>
<tr>
<td></td>
<td>Afr-Amer</td>
<td>240</td>
<td>M &amp; F</td>
<td>All</td>
<td>0.083</td>
<td>0.727</td>
</tr>
<tr>
<td></td>
<td>Hispanic</td>
<td>267</td>
<td>M &amp; F</td>
<td>All</td>
<td>0.067</td>
<td>0.823</td>
</tr>
<tr>
<td></td>
<td>Japanese</td>
<td>1,977</td>
<td>M &amp; F</td>
<td>All</td>
<td>0.042</td>
<td>0.869</td>
</tr>
<tr>
<td>Bickebøller et al. (1997)</td>
<td>France</td>
<td>1,030</td>
<td>M &amp; F</td>
<td>All</td>
<td>0.085</td>
<td>0.770</td>
</tr>
<tr>
<td></td>
<td></td>
<td>316</td>
<td>M</td>
<td>All</td>
<td>0.070</td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>M</td>
<td>&lt; 60</td>
<td>0.050</td>
<td>0.800</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93</td>
<td>M</td>
<td>60-69</td>
<td>0.070</td>
<td>0.845</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80</td>
<td>M</td>
<td>70-79</td>
<td>0.060</td>
<td>0.840</td>
</tr>
<tr>
<td></td>
<td></td>
<td>103</td>
<td>M</td>
<td>( \geq 80 )</td>
<td>0.081</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td></td>
<td>714</td>
<td>F</td>
<td>All</td>
<td>0.090</td>
<td>0.750</td>
</tr>
<tr>
<td></td>
<td></td>
<td>47</td>
<td>F</td>
<td>&lt; 60</td>
<td>0.075</td>
<td>0.735</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>F</td>
<td>60-69</td>
<td>0.075</td>
<td>0.730</td>
</tr>
<tr>
<td></td>
<td></td>
<td>143</td>
<td>F</td>
<td>70-79</td>
<td>0.065</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td></td>
<td>449</td>
<td>F</td>
<td>( \geq 80 )</td>
<td>0.095</td>
<td>0.750</td>
</tr>
<tr>
<td>van Duijn et al. (1995)</td>
<td>Netherlands</td>
<td>532</td>
<td>M &amp; F</td>
<td>&lt; 65</td>
<td>0.103</td>
<td>0.731</td>
</tr>
<tr>
<td></td>
<td></td>
<td>228</td>
<td>M</td>
<td>&lt; 65</td>
<td>0.105</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td></td>
<td>304</td>
<td>F</td>
<td>&lt; 65</td>
<td>0.100</td>
<td>0.745</td>
</tr>
<tr>
<td>Evans et al. (1997)</td>
<td>E. Boston</td>
<td>490</td>
<td>M &amp; F</td>
<td>( \geq 65 )</td>
<td>0.062</td>
<td>0.854</td>
</tr>
<tr>
<td>Jarvik et al. (1996)</td>
<td>not given</td>
<td>310</td>
<td>M &amp; F</td>
<td>48-98</td>
<td>0.098</td>
<td>0.750</td>
</tr>
<tr>
<td></td>
<td></td>
<td>117</td>
<td>M</td>
<td>48-98</td>
<td>0.068</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td></td>
<td>193</td>
<td>F</td>
<td>48-98</td>
<td>0.117</td>
<td>0.725</td>
</tr>
<tr>
<td>Lambert et al. (1998)</td>
<td>not given</td>
<td>308</td>
<td>M &amp; F</td>
<td>not given</td>
<td>0.081</td>
<td>0.805</td>
</tr>
<tr>
<td>Levy-Lahad et al. (1996)</td>
<td>not given</td>
<td>304</td>
<td>M &amp; F</td>
<td>not given</td>
<td>0.100</td>
<td>0.765</td>
</tr>
<tr>
<td>Lucotte et al. (1997)</td>
<td>France</td>
<td>248</td>
<td>M &amp; F</td>
<td>( \geq 65 )</td>
<td>0.069</td>
<td>0.804</td>
</tr>
</tbody>
</table>
Few studies report prospectively the incidence of AD by genotype. Two that do are Evans et al. (1997) and Slooter et al. (1998). Both have quite small study populations, and neither provides age specific estimates of AD risk, so they are not appropriate for our purposes.

Table 5 gives the Odds Ratios (ORs) of AD and 95% confidence intervals from a number of genetic studies. The 'reference' populations (also shown in the table) were either the ε3/ε3 genotype or the three non-ε4 genotypes combined. The estimated ORs vary considerably across studies. For example, estimates of the OR for the ε3/ε4 genotype (relative to the ε3/ε3 genotype) range from 1.8% to 3.7%, and for the ε4/ε4 genotype, from 6.2% to 30.7%. Some of the variation may be explained by the differences between the studies themselves. In particular, differences may arise from: the method of ascertainment of patients, the countries of study, the method of diagnosis of AD, the age structure of the samples, the reference/risk genotypes, and whether they are cross-sectional or prospective studies. We make the following observations:

(a) The study by Lopez et al. (1998) suggests that the risk of AD associated with the ApoE ε4 allele may be different in different countries.
(b) In support of the above, Mayeux et al. (1998) found that the association between ApoE and AD may depend on ethnic group and, in particular, may not be present in black populations.
(c) Despite the differences between studies: the presence of one or two ε4 alleles is consistently reported to be significantly associated with AD; and homozygotes are generally reported to have higher risk of onset of AD than heterozygotes.
(d) The weakest associations between ApoE and AD were reported in the two prospective studies, those by Evans et al. (1997) and Slooter et al. (1998). This is as expected for the reasons given in Section 4.1.

For our purposes, the genetic risk of AD at different ages is important. Few studies have considered this; the odds ratios from two that have are given in Table 6. Bickeboller et al. (1997) is based on hospital admissions, and Corder et al. (1994) on autopsy cases; both use ε3/ε3 as the reference population. Although some ORs are missing, because of small sample sizes, the trends are fairly clear:

(a) The odds of AD among the higher risk genotypes (ε3/ε4 and ε4/ε4) fall with age. This may be expected as higher risk genotypes will succumb to AD more rapidly, reducing the proportion of such genotypes within the population.
(b) Conversely, the protection conferred by the lower risk genotype (ε2/ε3) seems to weaken with age, possibly as this genotype becomes more common in the remaining population.
### TABLE 5

**Aggregated odds ratios of AD for the ApoE ε4 allele**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Ascertainment Scheme (1)</th>
<th>Reference Genotype (2)</th>
<th>Genotype (2)</th>
<th>Odds Ratio Mean</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frisoni <em>et al.</em> (1995)</td>
<td>C</td>
<td>-/-</td>
<td>ε4/-</td>
<td>6.6</td>
<td>2.2-19.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>17.9</td>
<td>4.5-70.5</td>
</tr>
<tr>
<td>Jarvik <em>et al.</em> (1996)</td>
<td>C</td>
<td>ε3/ε3</td>
<td>ε2/ε3</td>
<td>0.4</td>
<td>0.2-0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε2/ε4</td>
<td>1.4</td>
<td>0.6-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε3/ε4</td>
<td>3.1</td>
<td>2-4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>30.7</td>
<td>7-131</td>
</tr>
<tr>
<td>Kuusisto <em>et al.</em> (1994)</td>
<td>P</td>
<td>-/-</td>
<td>ε4/-</td>
<td>2.7</td>
<td>1.4-5.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>9.1</td>
<td>3.5-23.4</td>
</tr>
<tr>
<td>Lehtovirta <em>et al.</em> (1995)</td>
<td>C</td>
<td>-/-</td>
<td>ε4/-</td>
<td>5.1</td>
<td>2.4-11.1</td>
</tr>
<tr>
<td>Liddell <em>et al.</em> (1994)</td>
<td>C</td>
<td>-/-</td>
<td>ε4/-</td>
<td>2.2</td>
<td>1.1-4.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>10.7</td>
<td>2.3-48.8</td>
</tr>
<tr>
<td>Lopez <em>et al.</em> (1998)</td>
<td>C</td>
<td>-/-</td>
<td>ε4/- &amp; ε4/ε4</td>
<td>2.34 (3)</td>
<td>1.03-5.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/- &amp; ε4/ε4</td>
<td>3.64 (4)</td>
<td>1.78-7.69</td>
</tr>
<tr>
<td>Mayeux <em>et al.</em> (1993)</td>
<td>P</td>
<td>-/-</td>
<td>ε4/-</td>
<td>4.2 (5)</td>
<td>1.8-9.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>17.9 (5)</td>
<td>4.6-69.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/- &amp; ε4/ε4</td>
<td>15.3 (6)</td>
<td>3.0-78.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/- &amp; ε4/ε4</td>
<td>0.7 (7)</td>
<td>0.1-6.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/- &amp; ε4/ε4</td>
<td>4.5 (8)</td>
<td>0.7-27.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>30.1</td>
<td>10.7-84.4</td>
</tr>
<tr>
<td>Nalbantoglu <em>et al.</em> (1994)</td>
<td>A</td>
<td>-/-</td>
<td>ε4/- &amp; ε4/ε4</td>
<td>15.5</td>
<td>6.2-38.5</td>
</tr>
<tr>
<td>Slooeter <em>et al.</em> (1998)</td>
<td>P</td>
<td>ε3/ε3</td>
<td>ε2/ε3</td>
<td>0.4</td>
<td>0.1-1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε2/ε4</td>
<td>1.3</td>
<td>0.2-8.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε3/ε4</td>
<td>1.8</td>
<td>1.0-3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/ε4</td>
<td>6.2</td>
<td>1.4-28.2</td>
</tr>
<tr>
<td>Tsai <em>et al.</em> (1994)</td>
<td>C</td>
<td>-/-</td>
<td>ε4/- &amp; ε4/ε4</td>
<td>4.6</td>
<td>1.9-12.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ε4/-</td>
<td>3.6</td>
<td>1.5-9.8</td>
</tr>
</tbody>
</table>

(1) Ascertainment Scheme: C indicates clinic/hospital; P, population/community; and A, autopsy/brainbank.
(2) Dash (-) represents ε2 or ε3 alleles.
(3) Study population – Gerona, Spain.
(4) Study population – Pittsburgh, USA.
(5) Mixture of White, Black and Hispanic ethnic groups.
(6) White ethnic group only.
(7) Black ethnic group only.
(8) Hispanic ethnic group only.
TABLE 6
ODDS RATIOS OF AD BY GENOTYPE AND AGE

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Genotype</th>
<th>Odds Ratio</th>
<th>95% CI</th>
<th>Age Group</th>
<th>Genotype</th>
<th>Odds Ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-69</td>
<td>e2/e3</td>
<td>0.3</td>
<td>0.0-2.3</td>
<td>60-66</td>
<td>e3/e3</td>
<td>0.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e2/e4</td>
<td>-</td>
<td>-</td>
<td></td>
<td>e2/e4</td>
<td>1.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e3/e4</td>
<td>3.1</td>
<td>1.4-6.9</td>
<td></td>
<td>e3/e4</td>
<td>11.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e4/e4</td>
<td>29.1</td>
<td>3.6-239.5</td>
<td></td>
<td>e4/e4</td>
<td>123.8</td>
<td>-</td>
</tr>
<tr>
<td>70-79</td>
<td>e2/e3</td>
<td>0.4</td>
<td>0.1-2.3</td>
<td>67-74</td>
<td>e2/e3</td>
<td>0.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e2/e4</td>
<td>-</td>
<td>-</td>
<td></td>
<td>e2/e4</td>
<td>1.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e3/e4</td>
<td>3.2</td>
<td>1.5-6.6</td>
<td></td>
<td>e3/e4</td>
<td>4.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e4/e4</td>
<td>-</td>
<td>-</td>
<td></td>
<td>e4/e4</td>
<td>20.8</td>
<td>-</td>
</tr>
<tr>
<td>80+</td>
<td>e2/e3</td>
<td>0.3</td>
<td>0.0-2.6</td>
<td>75-92</td>
<td>e2/e3</td>
<td>0.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e2/e4</td>
<td>-</td>
<td>-</td>
<td></td>
<td>e2/e4</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e3/e4</td>
<td>1.3</td>
<td>0.5-3.4</td>
<td></td>
<td>e3/e4</td>
<td>3.2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e4/e4</td>
<td>-</td>
<td>-</td>
<td></td>
<td>e4/e4</td>
<td>10.0</td>
<td>-</td>
</tr>
<tr>
<td>60+</td>
<td>e2/e3</td>
<td>0.4</td>
<td>0.1-0.9</td>
<td>60+</td>
<td>e2/e3</td>
<td>0.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e2/e4</td>
<td>1.6</td>
<td>0.5-5.5</td>
<td></td>
<td>e2/e4</td>
<td>1.1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e3/e4</td>
<td>2.2</td>
<td>1.5-3.5</td>
<td></td>
<td>e3/e4</td>
<td>4.4</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e4/e4</td>
<td>11.2</td>
<td>4.0-31.6</td>
<td></td>
<td>e4/e4</td>
<td>19.3</td>
<td>-</td>
</tr>
</tbody>
</table>

These trends are supported by the meta-analysis by Farrer et al. (1997), and as it is from this study that we take our estimates of the ApoE genotype risks, we cite some relevant details:

(a) The aggregate relative odds from Farrer et al. (1997) (relative to the ε3/ε3 genotype) are shown in Figure 3.

(b) The genotype risks of AD were not significantly different in respect of Caucasian males and females, except in the case of the ε3/ε4 genotype, for which women had a significantly higher risk of AD. The relative odds of AD by ApoE for Caucasian men and women are shown in Figures 4 and 5. (The authors kindly provided us with the numerical values of the odds ratios; confidence intervals were not available.)

(c) The genotypes ε2/ε2 and ε2/ε3 were combined as there were very few ε2/ε2 genotypes, and the risks associated with the two genotypes appeared to be similar.

(d) Note that the risks associated with the ApoE ε4 allele were considerably higher than those found in the two population-based studies by Evans et al., (1997) and Slooter et al., (1998).
FIGURE 3: Odds ratios (ORs) of AD relative to ε3/ε3 genotype for males and females combined. Source: Farrer et al. (1997).

FIGURE 4: Odds ratios (ORs) of AD relative to ε3/ε3 genotype for ε3/ε4 and ε4/ε4 genotypes. Source: Farrer et al. (1997).
For use in our model, these odds ratios have to be converted into relative risks. More precisely, we have to find a plausible set of age- and genotype-dependent transition intensities that are consistent with the odds ratios and together are consistent with the aggregate incidence of AD. There is no unique solution to this problem. The method we used was to model the incidence of AD for the $i$th genotype as:

$$\mu^{AD}_{x+t} = r_1 f_{x+t}^{i} \mu^{AD}_{x+t}$$  \hspace{1cm} (10)$$

where:

(a) $\mu^{AD}_{x+t}$ is the aggregate incidence rate of AD (from Section 4.3);
(b) $f_{x+t}^{i}$ is a parametric function representing the risk relative to the aggregate incidence rate, where we take $f_{x+t}^{3} = 1$ in the case of the $\varepsilon3/\varepsilon3$ genotype; and
(c) $r_1$ is a constant chosen so that the aggregate incidence of AD based on the modelled intensities is consistent with the aggregate incidence $\mu^{AD}_{x+t}$.

We did this for males and females separately and combined. We confined our attention to ages 60 and over, in order to get a better fit in the age range of interest in applications. The form of the ORs, either rising to a peak and then falling, or gently declining, suggested a similar pattern of relative risks,
and we found the following family of functions satisfactory (note that constant relative risks, or proportional hazards, result in odds ratios with exponential growth):

$$f_{x+t}^i = E e^{-F((x+t)-k_1)^2-G((x+t)-k_2) + H}.$$  \hspace{1cm} (11)

Actuaries will recognize this as a GM(1,3) function, familiar in the graduation of life tables (Forfar, McCutcheon & Wilkie, 1988), although as described below either $F$ or $G$ is set to zero. We found this flexible enough to give a good approximation to the ORs, and also suitable for extrapolating beyond age 90. The fitting procedure was as follows:

(a) by considering the form of the OR, we set either $F = 0$ (giving an exponential function) or $G = 0$ (giving a bell-curve function), and set $H$ equal to 0 or 1;
(b) the best value of $k_1$ or $k_2$ was found, to the nearest integer, by inspection;
(c) the resulting ORs were calculated from the model in Figure 1 using the intensities from previous sections; and
(d) the remaining coefficients (either $E$ and $F$, or $E$ and $G$) were fitted by least squares.

For the calculations in (c) above we used the following parameters:

(a) $\mu_{x+t}^{14} = 0.65 \times A_{R0}^{M} \mu_{x+t}$ for males and $\mu_{x+t}^{14} = 0.65 \times A_{R0}^{F} \mu_{x+t}$ for females

and in aggregate, where $A_{R0}^{M} \mu_{x+t}$ and $A_{R0}^{F} \mu_{x+t}$ are given by equation 1.

(b) $\mu_{x+t}^{23} = 0.189$, calculated in Section 4.4.

(c) $\mu_{x+t}^{24} = 0.335 \times \mu_{x+t}^{14}$ calculated in Section 4.4.

(d) $\mu_{x+t}^{34} = 0.173 + \mu_{x+t}^{14}$, the mean value calculated in Section 4.5.

The fitted parameters are given in Table 7. Figure 6 shows that the modelled ORs closely reproduce the estimates from Farrer et al. (1997) (see Figure 3; only the aggregate ORs are shown, and the modelled ORs start at age 61 because we start with unaffected lives at age 60).

To determine the parameter $r_1$, we calculated the aggregate incidence of AD in the whole model, and fitted this to $\mu_{x+t}^{AD}$ by least squares. If $iP_{x+t}^{11}$ is the probability that a life with genotype $i$, healthy at age $x$, is unaffected by AD at age $x+t$, and if $p_{x}^{i}$ is the population frequency of the $i$th genotype at age $x$ then the aggregate incidence of AD is:

$$\text{Aggregate incidence of AD at age } (x + t) = r_1 \left\{ \sum_{i=1}^{5} P_{x}^{i} P_{x+t}^{11} \mu_{x+t}^{AD} \right\}$$  \hspace{1cm} (12)
### TABLE 7
PARAMETERS FOR THE RELATIVE RISK OF AD FOR MALES, FEMALES AND IN AGGREGATE, BY GENOTYPE

<table>
<thead>
<tr>
<th>Gender</th>
<th>Genotype</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$E$</td>
</tr>
<tr>
<td>Both</td>
<td>$e_4/e_4$</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>$e_3/e_4$</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_4$</td>
<td>2.87</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_2$ &amp; $e_2/e_3$</td>
<td>0.754</td>
</tr>
<tr>
<td>Female</td>
<td>$e_4/e_4$</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>$e_3/e_4$</td>
<td>3.68</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_4$</td>
<td>4.21</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_2$ &amp; $e_2/e_3$</td>
<td>0.675</td>
</tr>
<tr>
<td>Male</td>
<td>$e_4/e_4$</td>
<td>8.94</td>
</tr>
<tr>
<td></td>
<td>$e_3/e_4$</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_4$</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>$e_2/e_2$ &amp; $e_2/e_3$</td>
<td>0.434</td>
</tr>
</tbody>
</table>

**Figure 6:** Odds ratios (ORs) of AD relative to $e_3/e_3$ genotype from Farrer et al. (1997), compared with ORs computed using modelled relative risk functions.
We took $x = 60$, and for the $p^j_x$ we used the gene frequencies of the Caucasian control populations in Farrer et al. (1997), which were given in Section 5.1. The incidence of AD, $\mu^{AD}_{x+t}$, was taken as that estimated in equation 2 and the occupancy probabilities, $P_x^{11}$, were calculated by solving Kolmogorov's forward equations numerically using a Runge-Kutta algorithm with step size 0.0005 years (Conte & De Boor, 1972).

The values of $r_1$ are given in Table 7. The adjustment to the overall level only had a marginal effect on the modelled ORs for the individual genotypes.

The relative risk functions for males and females are given in Figures 7 and 8. For females, the $\epsilon_4/\epsilon_4$, $\epsilon_3/\epsilon_4$ and $\epsilon_2/\epsilon_4$ genotypes are unambiguously high-risk; the relative risks exceed 1.0 at all ages. For males, only the $\epsilon_4/\epsilon_4$ genotype confers higher risks at all ages. The $\epsilon_2$ allele appears to be protective, so the $\epsilon_2/\epsilon_2$ and $\epsilon_2/\epsilon_3$ genotypes are low-risk, while the $\epsilon_3/\epsilon_4$ and $\epsilon_2/\epsilon_4$ genotypes are initially at higher risk but are at lower risk from about age 75. The protection apparently given by the $\epsilon_2$ allele in males means that the $\epsilon_3/\epsilon_3$ genotype confers slightly higher than average risk; this is why, in Table 7, $r_1 > 1$ for males. It must be remembered that data in respect of males are relatively sparse, and data in respect of very old males even sparser, so these effects should be treated with caution; we can have more confidence in the relative risks in respect of females.

![Figure 7: Modelled risk of AD, relative to the $\epsilon_3/\epsilon_3$ genotype, for $\epsilon_4/\epsilon_4$ and $\epsilon_3/\epsilon_4$ genotypes. Based on odds ratios from Farrer et al. (1997).](https://www.cambridge.org/core/terms,
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These risk estimates probably overstate the true population risks, perhaps quite substantially, as they are from clinic- and autopsy-based studies, which investigate precisely the subjects that are affected or already known to be at risk. To allow for this possibility we will also consider models assuming that the true relative risks are a proportion $m < 1$ of those estimated above. We do this by adjusting equation (10) so that for genotype $i$:

$$\mu_{X+t}^{(i)} = r_m \{ (f_{X+t}^i - 1) m + 1 \} \mu_{X+t}^{AD}$$

(13)

where $f_{X+t}^i$ is as above, and $r_m$ is chosen as above so that the aggregate incidence of AD in the model is consistent with $\mu_{X+t}^{AD}$. Values of $r_{0.5}$ and $r_{0.25}$ are shown in Table 8.

<table>
<thead>
<tr>
<th>TABLE 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_m$ FOR $m = 1, 0.5$ AND $0.25$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>$r_1$</th>
<th>$r_{0.5}$</th>
<th>$r_{0.25}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both</td>
<td>0.93</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>Female</td>
<td>0.88</td>
<td>0.94</td>
<td>0.97</td>
</tr>
<tr>
<td>Male</td>
<td>1.27</td>
<td>1.11</td>
<td>1.05</td>
</tr>
</tbody>
</table>
Figure 9 shows that the aggregate incidence of AD in the genetic model for both sexes combined is quite close to $\mu_{x+i}^{AD}$. It also shows that increasing the level of relative risk tends to overstate the incidence of AD at younger ages, and to understate it at older ages; the reason is that higher relative risks deplete the high-risk groups more quickly, leaving a relatively healthier population at older ages.

![Graph showing incidence of AD](image)

**Figure 9:** Comparison of estimated population incidence of AD $\mu_{x+i}^{AD}$ with the aggregated incidence of AD for different levels of relative risk, males and females combined.

Decreasing the level of relative risks for high-risk genotypes means increasing the relative risks for low-risk genotypes. Using a lower value of $r_m$ will diminish any effects of the (possibly anomalous) feature, noted above, that the $\varepsilon 3/\varepsilon 4$ genotype is low-risk for males.

### 5.3. Comment on Model Selection

We chose a simple model for the relative risks (equations (10) and (11)). We did consider alternatives, in particular cubic polynomials and Gamma functions, but these gave poorer fits, and were less suitable for extrapolation (cubics to older ages and Gamma functions to younger ages). Also, it is easily seen that if an OR is specified as a function of time, and the transition
intensity in the reference population is given, the transition intensity in the second population is determined (as the solution to an ODE); Figure 6, therefore, gives good support for our choice of model. Further refinement seemed somewhat spurious, given the data we were using, and in view of the major sensitivity analysis needed in respect of the dominant parameter \( m \).

6. Results

6.1. Occupancy Probabilities

Figures 10 and 11 show occupancy probabilities up to age 90 for females healthy at age 60, with high \((m = 1)\) and low \((m = 0.25)\) relative risks, respectively. Each shows:

(a) Occupancy probabilities in respect of each genotype (with \( \epsilon_2/\epsilon_2 \) and \( \epsilon_2/\epsilon_3 \) combined).

(b) Occupancy probabilities calculated by aggregating all the genotypes in the model. In the notation of equation (12) the probability of being in state \( j \) \((j = 1, 2, 3, 4)\) at age \( 60 + t \) is \( \sum_{i=1}^{5} \mu_{60}^i \mu_{60+t} \), where the sum is over all genotypes. These are labelled ‘Aggregated Genotypes’.

(c) Occupancy probabilities based on the aggregate incidence of AD, \( \mu_{x+t}^{AD} \). These are labelled ‘Aggregate Model’.

With high relative risks \((m = 1)\), the effect of the \( \epsilon_4/\epsilon_4 \) allele is clear; AD cases rise to a peak in the early 70s, by which time over 10% of the original cohort are in one of the AD states, and then fall away. A similar but smaller effect can be seen for the \( \epsilon_3/\epsilon_4 \) genotype. With low relative risks \((m = 0.25)\) these features are all diminished; in particular the peaks in the early 70s disappear.

We omit the corresponding figures for males; the differences are as we would expect, given the modelled relative risks.

For males and females with low relative risks (Figure 11) the aggregated results from the genetic model are very close to the results from the aggregate (population) model. For females with high relative risks, the rate of onset of AD seems to be too low at younger ages and too high at older ages.

6.2. Prevalence Rates

Also of interest are prevalence rates, namely the proportion of those alive at every age who are in each of the three live states. Figures 12 and 13 show these, for females, including, for convenience, the two AD states combined. We omit the corresponding figures for males.

The most striking feature is the prevalence of AD in respect of the \( \epsilon_4/\epsilon_4 \) genotype under high relative risks (Figure 12); it increases almost linearly. Again, for males and females the aggregated results from the genetic model are quite close to those from the aggregate model. Moreover, they fall within the range of prevalence rates actually observed. Breteler et al. (1992)
cited the following rates: 47.2% at ages 85 and over (Evans et al., 1989); 31.7% at ages 85 and over (Pfeffer et al., 1987); and 28.0% at ages 90 and over (O’Connor et al., 1989); some other studies gave lower figures.

### 6.3. Gene Frequencies at Higher Ages

We have assumed that the gene frequencies given by Farrer et al. (1997) are appropriate for age 60. They will change with age, as higher-risk genotypes die more quickly. We must estimate these if we wish to consider entrants (to a study, or into insurance) at ages over 60. Table 9 shows estimates of the gene frequencies in respect of lives unaffected by AD at ages 65, 70 and 75. Using the notation of equation (12), these are given by:

\[
p_{60+t}^{i} = \frac{p_{60}^{i} p_{60,t}^{11}}{\sum_{j=1}^{5} p_{60}^{j} p_{60,t}^{11}} .
\]  

(14)

These are not the gene frequencies in respect of the whole population; lives alive but who have AD are omitted (as is appropriate for insurance applications). Nor are they the gene frequencies in respect of the healthy population; lives with disabilities other than AD are included.

Gene frequencies in the whole population at older ages can also be estimated, as:

\[
\frac{p_{60}^{i} (p_{60,t}^{11} + p_{60,t}^{12} + p_{60,t}^{13})}{\sum_{j=1}^{5} p_{60}^{j} (p_{60,t}^{11} + p_{60,t}^{12} + p_{60,t}^{13})}
\]

(15)

but these are not so relevant for insurance applications.
Figure 10: Occupancy probabilities for females, healthy at age 60, high relative risks ($m = 1$).

Figure 11: Occupancy probabilities for females, healthy at age 60, low relative risks ($m = 0.25$).
Figure 12: Prevalence rate of Alzheimer's disease for females healthy at age 60, high relative risks ($m = 1$).

Figure 13: Prevalence rate of Alzheimer's disease for females healthy at age 60, low relative risks ($m = 0.25$).
TABLE 9

FREQUENCIES OF APOE GENOTYPES AMONG LIVES FREE OF ALZHEIMER'S DISEASE AT AGES 65, 70 AND 75, ESTIMATED BY SOLVING THE KOLMOGOROV EQUATIONS FORWARD FROM AGE 60

<table>
<thead>
<tr>
<th>Gender</th>
<th>Proportion of relative risk, m</th>
<th>Age</th>
<th>Gene Frequencies in AD-free population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>65</td>
<td>e4/e4</td>
</tr>
<tr>
<td>M &amp; F</td>
<td>1.00</td>
<td>65</td>
<td>0.0168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0151</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0133</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>65</td>
<td>0.0174</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0154</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>65</td>
<td>0.0177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0172</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0166</td>
</tr>
<tr>
<td>F</td>
<td>1.00</td>
<td>65</td>
<td>0.0171</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0159</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0145</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>65</td>
<td>0.0175</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>65</td>
<td>0.0177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0174</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0169</td>
</tr>
<tr>
<td>M</td>
<td>1.00</td>
<td>65</td>
<td>0.0169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0153</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0138</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>65</td>
<td>0.0175</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>65</td>
<td>0.0177</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.0174</td>
</tr>
<tr>
<td></td>
<td></td>
<td>75</td>
<td>0.0170</td>
</tr>
</tbody>
</table>
7. Conclusions

7.1. The Model

We have specified and calibrated a simple continuous-time Markov model of AD allowing for the variability of the ApoE gene, suitable for use in insurance and other applications, which will be the subject of further studies (for example, Macdonald & Pritchard (1999)). Much uncertainty remains:
(a) No single study yet exists that would allow all the intensities in the model to be estimated simultaneously. The estimation is based on a number of different studies, some quite small, of different populations, with different research protocols and methods of analysis, and very likely different definitions of ‘onset of AD’ and ‘institutionalisation’.
(b) The relative risks of the ApoE genotypes are based on case-based studies, not prospective population studies, and the risks associated with the ε4 allele are almost certain to be lower than those estimated to date. We have been unable to do more than to show what effect this might have.

Nevertheless, certain features of our model ought to be robust. Whatever reduction in relative risks we have used, we have adjusted the genotype-specific incidence rates of AD so that the aggregated (population) incidence rates are close to those actually observed. The latter is one of the few reasonably reliable benchmarks available. Further, our model produces prevalence rates of AD that fall within the range of those observed in many studies.

As well as the intensities, we have estimated the ApoE gene frequencies at ages up to 75, in respect of lives unaffected by AD at these ages. These are needed in (for example) insurance applications.

7.2. Discussion

(a) The model specification is dictated entirely by the events studied in the medical and epidemiological literature, and not by the events that might be of interest in any particular application. If it is the case that actuarial models might, in future, need to incorporate more medical detail, it would be very useful to try to collaborate with medical and other researchers.
(b) The published conclusions of medical papers are usually in the form of summary statistics (means, medians, odds ratios and confidence intervals) and if age-related outcomes are shown they are usually in the form of graphs. These are not ideal for actuarial use. AD is a major condition, much studied, but we have had to make some crude assumptions in order to calibrate the model from published data only. There must be many medical data sets that could furnish age-related
estimates of incidence rates, if only they could be re-analysed. Again, closer collaboration between actuaries and other researchers would be valuable.

(c) Another common type of medical statistic is prevalence rates. The difference between prevalence rates and incidence rates is exactly the difference between the Manchester Unity approach to modelling Permanent Health Insurance, and the multiple-state model approach. Prevalence rates are often easier to estimate, as they can be based on census-type surveys, but it would be helpful if the greater versatility of incidence rates (transition intensities) was more widely appreciated.

(d) As a consequence of fitting the intensities using published summary statistics, it is impossible to estimate even crude confidence intervals for them. In any application, therefore, sensitivity analysis is especially important.

(e) Several epidemiological authors have suggested the use of individual patient data rather than summary or published data, partly to avoid publication bias in meta-analyses. Useful references are Piantadosi (1997), Green, Benedetti & Crowley (1997) and Friedman, Furberg & DeMets (1998).

(f) It is now about six years since the rôle of the ApoE gene in AD was confirmed. Since then, the gene has been intensively studied, to the point that meta-analyses including thousands of lives have been published. Even so, little is known about population risk, and data are very scarce in places, so that:

1. we have had to reduce relative risks rather arbitrarily to allow for the selectiveness of case-based studies; and
2. the relative risks for males are suspect, with the ε2 allele conferring such strong protection that carriers of the ε4 allele are not necessarily at higher risk overall.

If this is typical, it seems likely that the time between the identification of a gene disorder, and the assessment of its impact on insurance, will be of the order of ten years.

(g) Despite the fact that AD is a much-studied condition, many studies reach conflicting conclusions. When setting up an actuarial model, it is necessary to consider the body of medical research in its entirety (hence the large number of references). Inevitably, some studies must be chosen as the basis of the model, but to confine one’s attention only to these risks overlooking important features or sources of variation, and could impair the credibility of the results in the eyes of medical experts.

(h) ApoE is a relatively simple gene to consider, since it has only three relevant alleles, hence six genotypes. Other genes are more complex; for example, the BRCA1 gene (predisposing to breast and ovarian cancer) has several hundred known mutations, some of which have only been observed in a single family.

(i) We cannot stress too strongly the speed at which human genetics is developing. This work started in late 1997, and since then the volume of
papers on AD and the ApoE gene has increased greatly, as the references show. It is very likely that assessments of the impact of specific genetic tests on insurance will have to be revisited quite frequently, if they are to remain credible.

Points (a) to (c) above suggest ways in which medical data might be made more useful for actuarial models, but there is no a priori reason why medical studies should be planned with that in mind. However, actuarial models derived from insurance practice, capable of dealing with fairly general payments while in different states or on transition between different states, could make a useful contribution to health economics, and it would be helpful to pursue collaborations from that point of view.
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