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Abstract

Continuous-time Markov chains are a widely used modelling tool. Applications include
DNA sequence evolution, ion channel gating behaviour, and mathematical finance. We
consider the problem of calculating properties of summary statistics (e.g. mean time
spent in a state, mean number of jumps between two states, and the distribution of the
total number of jumps) for discretely observed continuous-time Markov chains. Three
alternative methods for calculating properties of summary statistics are described and the
pros and cons of the methods are discussed. The methods are based on (i) an eigenvalue
decomposition of the rate matrix, (ii) the uniformization method, and (iii) integrals of
matrix exponentials. In particular, we develop a framework that allows for analyses of
rather general summary statistics using the uniformization method.
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1. Motivation and background

We review and extend three ways of calculating conditional properties of summary statistics
of a continuous-time Markov chain (CTMC). The conditioning is with respect to the starting
point x(0) and the ending point x(7") of a process x(¢) considered in the interval 0 < ¢ < T.
Typical summary statistics are either the time D,, spent in a state « or the number of transitions
Nyp from state o to state B. Since, generally, for a statistic H, we have

E[H1(x(T) =b) | x(0) =
E[H | x(0) =a, x(T) =b] = [p(x((xT() )= b |)x|(g)(=) a) =

we formulate our results through terms of the form E[H 1(x(T) = b) | x(0) = a]. The first
approach to calculating the conditional properties is through an eigenvalue decomposition of
the rate matrix of the process, and will only be mentioned briefly (Section 2). The second
approach (Section 3), based on the uniformization method, will be treated in more detail, and in
particular we derive new formulae for various covariance terms. The uniformization method is
the most general of the three methods as it allows for calculation of moments and distributions
of rather general summary statistics. The third approach (Section 4) seems to be less known and
is based on Van Loan’s (1978) method of calculating integrals involving the matrix exponential.
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In this introductory section we describe a few applications where conditional properties of
summary statistics are needed. First, we review the very important problem of estimating the
transition rates of a CTMC from observations at a finite set of time points using the expectation-
maximization (EM) algorithm (Subsection 1.1). We identify five endpoint-conditioned mean
values needed in the EM algorithm. Second, we consider summary statistics arising from the
use of CTMCs in molecular biology (Subsection 1.2).

1.1. Summary statistics needed in the EM algorithm
We consider a CTMC x(¢) with states {1, 2, ..., m} defined by a rate matrix Q = (g;;),

where g;; = — ) j»i 9ij- When the process is observed at discrete time points 0 = 5o <
§] < §» < --- < s = t only, maximization of the likelihood function is often done via the
EM algorithm. Let y = (x(so), x(s1), ..., x(sx)) be the actual observations. As we describe

below, the expectation step of the algorithm gives rise to endpoint-conditioned mean values.
Furthermore, for finding the asymptotic variance of the maximum likelihood estimates, we
need endpoint-conditioned second-order moments.

The full log-likelihood function ¢(Q) based on continuous observations in the interval 0 <
t < t is given by (see, e.g. Guttorp (1995, Chapter 3.7))

QO {x(0): 0 <t <tHh == Du(0, T)qaa + Y Nop(0, T) 10g gup, (1)
a=I a#£p

where Dy, (0, 7) is the time spent in state o and Ngg (0, 7) is the number of jumps from state « to
state 8. The EM algorithm (see Dempster et al. (1977)) is an iterative procedure consisting of
an expectation step (E-step) and a maximization step (M-step). In the E-step of the algorithm
we calculate G(Q; Qo) = Eg,[£(Q) | y], and in the M-step a new parameter value Q; is
obtained as the value that maximizes G(Q; Qo). The algorithm converges to a local maximum
of the data likelihood £(Q; y). The simple structure of the full log likelihood (1) implies that
the M-step is easy.

Let A(0, 7) be either Dy (0, T) or Ngg (0, 7). In the E-step we must calculate E[A(0, ) | y].
Since A is an additive statistic, A(0, ) = Zf‘: 1 A(si—1, 5;), and because of the Markov prop-
erty, we have

k
E[A, 7) | Y1 =) E[A(si—1, 8 | x(si-1), x(s0)].

i=1

Thus, the EM algorithm requires the calculation of endpoint-conditioned mean values.

For calculating the asymptotic variance of the maximum likelihood estimates, we also need
second-order moments of the form E[A(0, )A(0, 7) | v], where again A(0, t) and A0, 7)
are additive statistics of the form Dy, (0, 7) or Nug (0, 7) (see, e.g. Hobolth and Jensen (2005)).
Once more, because of the additive structure and the Markov property, we end up with endpoint-
conditioned, second-order moments of the form E[A(s;_1, si)A(si,l, si) | x(si—1), x(si)].

Summarizing, inference in a CTMC via the EM algorithm requires the calculation of the
following endpoint-conditioned mean values:

E[Do1(x(T) = D) | x(0) = al, (2a)
E[Nogl(x(T) = b) | x(0) = al, (2b)
E[Dy Dgl(x(T) = b) | x(0) = al, (20)
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E[NogNys1(x(T) = b) | x(0) = a], (2d)
E[Nog Dy 1(x(T) = b) | x(0) = al, (2¢)

where Dy = Dy (0, T) and Nog = Ngg(0, T). All the abovementioned mean values have
integral representations which are linear combinations of the following terms (see, e.g. Hobolth
and Jensen (2005)):

T
I(a,b,a,p) = / Puo(t) Pgp(T — 1) dt, 3)
0

T pt
I(a,b,a,B,y,8) = / f Puq(u) Pgy (t — u) Psp(T — t) du dt, 4)
0 0

where Pyg(t) = (exp(Q1?))qp is the transition probability. In particular, we note that the mean
value (2a) of the time spent in state « is given by I (a, b, o, ) and the mean value (2b) of the
number of jumps from state « to state 8 is given by gus1(a, b, ., B).

Further discussion of transition rate estimation based on incomplete observations can be
found in Metzner et al. (2007) and the references therein. Bladt and Sgrensen (2009) described
an application in mathematical finance. They considered the problem of estimating transition
rates between credit ratings from observations at discrete points (e.g. weekly observations).
Holmes and Rubin (2002), Hobolth and Jensen (2005), and Kosiol et al. (2007) used the EM
algorithm for analysis of DNA sequence data. The DNA sequences were observed at present
day and related by a phylogenetic tree. CTMCs are not exclusively an important modelling tool
in mathematical finance and molecular evolution; for example, Ball and Milne (2005) described
how insights into the gating mechanism of a single ion channel can be obtained by modelling
the system using a CTMC on a finite state space.

1.2. Further summary statistics used in applications of CTMCs

Let R denote a set of transitions of interest, and let Np = Z(a, B)eR Ny be the number of
such transitions. Minin and Suchard (2008) described how the distribution of N is of interest
in evolutionary developmental biology. They considered in particular a CTMC along a small
evolutionary tree with observations at the tips of the tree. For the case of a two-state Markov
chain, they derived closed-form expressions for P(Ng = k, x(T) = b) | x(0) = a). For
the general case, they considered moments of Nr. As an example, they considered the mean
number of transitions and transversions within a small multiple alignment of DNA sequences.
Note that the moments of N can be found through the moments of Nyg, (@, B) € R. Asastep
in their analysis, Minin and Suchard (2008) expressed the moment generating function of Ng
as a matrix exponential. More generally, the joint Laplace transform and moment generating
function of all the Dys and Ngs are given as a matrix exponential in Bladt et al. (2002).

In an evolutionary setting Siepel er al. (2006) also considered the distribution P(Np = &,
x(T) = b) | x(0) = a) for the case where R is the set of all transitions. These authors used
the statistic Ng to identify lineages in a phylogenetic tree that are under selection in a specific
genomic region.

2. The eigenvalue decomposition method

The transition matrix P(¢) is given by the matrix exponential P(¢) = exp(Qt). If QO
is diagonalizable with real eigenvalues Ay, ..., A,, we have 0 = UAU ~!1 where A =
diag(Aq, ..., Ay) is a diagonal matrix with the eigenvalues on the diagonal. In this case the
integrals in (3) and (4) can be evaluated easily. In particular, P(t) = U exp(At)U 1 and we
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obtain
T
I, b,a, ﬁ)=/ Paa(1) Psy(T — 1) dt
0

T
= f (U exp(ADU ™) aa (U exp(A(T — 1)U~ ") gy dt
0
T
0

= UaU,' Y UgU; / e Mt =04 gz,
i j

The last integral is easy to evaluate in the case of real eigenvalues.

These formulae were given in Holmes and Rubin (2002) for (3) and Hobolth and
Jensen (2005) for (4), and correspond to the formulae in Minin and Suchard (2008) for the
statistic Ng using the fact that N = Z(a’ BeR Ngg. A reversible process always admits an
eigenvalue decomposition with real eigenvalues.

Hobolth and Jensen (2005) also considered the case where some of the eigenvalues are
complex numbers and illustrated the results for the case of four states, corresponding to the four
possible nucleotides {A, G, C, T}. Klosterman et al. (2006) in their supplementary material
gave a general description of the eigenvalue decomposition method in the case of complex
eigenvalues. When the rate matrix Q is no longer diagonalizable, it is possible to use a Jordan
decomposition. However, in this case the calculations for evaluating the integrals in (3) and (4)
become more involved.

3. The uniformization method

The uniformization method was originally introduced as a way of calculating P(t) =
exp(Qt) (see Jensen (1953)). Let u = max;(—g;;), and define the discrete-time Markov
chain (DTMC) transition matrix R = Q/u + I. Then

exp(0) = exp(u(R — D) = 3 R"%e_’” = 3" R" Pois(n: un),
n=0 ’ n=0

where Pois(n; 1) is the probability from a Poisson distribution with mean A. More fundamen-
tally, the uniformization method gives rise to an alternative description of the process itself.
Let zg, z1,... be a Markov chain with transition matrix R. Independent of the chain, let
0=Ty <T1 < Tp < --- be the times of a Poisson process with rate . Next, we define
{x(t), t = 0}, by setting x(¢) = zj in the time interval Ty < t < Tyy1. It is clear that the
construction is equivalent to a CTMC with rates uR;; = g;j, j # i. For more details on the
equivalence between a CTMC and a DTMC subordinated to a Poisson process, we refer the
reader to Ross (1983, Section 5.8).

Consider now a statistic H defined on {x(¢), 0 <t < T}, which can be written as a function
of the number of Poisson events J, the times 0 = Ty < T1 < --- < Ty < T, and the states
20, 21, - - - » 2J- To study the properties of H, we condition on the value of J, and use the facts
that the times are the ordered values of uniformly distributed times and that the states are from
a Markov chain with transition matrix R. Also, conditioned on J = n, we generally use a
recursion in n to evaluate the properties of H. As an illustration, consider the original use of
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the uniformization method

P(T)=b|x(0) =a) =) P =b | 20 = a)Pois(n: uT)
n=0

= Z(R")abPois(n; uT), (5)
n=0

where R” can be calculated by the recursion R"*! = (R™)R.

What kind of general statistic H do we want to consider? The class of statistics must contain
the time spent in a state Dy =Z{=O 1(zi = a)(Tj4+1 — T;), where Ty 41 = T, as well as the
number of transitions between two states Nyg = > i1 L(zi—1, zi) = (@, B)). These two cases
are covered by a general statistic of the form

J
H =y(20)f(T)) + Y ¢i1,2) f(Tig1 — i), 6)
i=1
where f(t) = t and ¢(z1,22) = ¥(22) = 1(z2 = ) for Dy, and f = 1, ¥ (z) = 0, and
¢ (z1,22) = 1((z1, 22) = (o, B)) for Nyg. Note also that the general form of H in (6) need not
be an additive statistic.

3.1. Computing mean values using uniformization

We want to find the mean of a general statistic E{H 1(x(T) = b) | x(0) = a] with H defined
in (6). We are particularly interested in two special cases: (i) where H = D, and (ii) where
H = Nyg. In Theorem 1 below we treat the general case, and in Corollaries 1 and 2 below
we consider the two special cases. Theorem 1 shows how the uniformization method allows a
division of the conditional mean problem into three components that are each easy to handle.
The components are concerned with properties of the number of jumps 7, the interarrival times
T;+1 — T;, and the discrete Markov chain (zg, ..., z,).

First we introduce some notation. Let M (n) be the m x m matrix with entries

M(n,a,b) = E[l(zn =b) (w(zw +) 6@, m)
i=1

20 = a} )

andlet¢ = (¢ (a, b)). Also, let diag(y/) be a diagonal matrix with entries ¥ (j), j =1, ..., m.
For two matrices A and B, we let A * B be the matrix with entries given by the product of the
corresponding entries of A and B. Finally, we define §(n, T, f) = E[f(T W,)], where W,, is
a beta-distributed random variable with parameters (1, n).

Theorem 1. (General statistic.) Let H be the general statistic defined in (6). Then we have
o
E[HI(x(T)=b) | x(0) =a] = ZS(n, T, /YM(n, a, b)Pois(n; uT). (8)

n=0

The matrix M (n) is determined by the recursion

M@n)=Mmn—-DR+R" @*R), n=>1, 9)
with starting value M (0) = diag(y). The solution of the recursion is
n—1
M(n) = diag(y)R" + > R'(¢p x R)R"'~F. (10)
=0
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Proof. The properties of the interarrival times W; = T; — T;_1, conditioned on J = n and
with Ty = 0 and T,,+1 = T, can be studied as follows. Let Wy, ..., W, 41 be independent,
exponentially distributed variables with mean 1/, and let S,4+1 = Z?:ll W; be the sum of
these variables. Then the conditional distribution of the vector 71, T» — T1, ..., T,+1 — T,
given J = n is the same as the conditional distribution of Wi, Wy, ..., W,y given that
Sp+1 = T. In particular, we note that (Wy, ..., W,4+1)/T conditional on S, 11 = T follows
a Dirichlet distribution with parameter (1, ..., 1). Consequently, the marginal distribution of
W; /T conditional on S,+1 = T is a beta distribution with parameter (1, n).

We now use the uniformization method:

E[H1(x(T) =b) | x(0) = a, J =n]

= E[(I/I(Zo)f(WO + Z¢(Zi—1,zz’)f(Wi+1)>1(zn =)
i=1

ZO:ai|

0 =4, Sn+l = T}

=4(n, T, f)E[l(zn = b)(wzo) +Y G, m)
i=1
=6, T, fYM(n,a,b).

Here
M (0, a, b) = E[Y(z0)1(z0 = b) | z0 = a] = ¥ (a)1(a = D),

and, for n > 1, we obtain the following recursion upon dividing the mean value according to
the value of z,,_1:
20 = ai|

M(n,a,b) =E |:1(Zn = b) <¢(zo) +Y G-, a))

i=1

_ ZE[1(Zn — ) 1(znr = ©)
c=1

n—1

x (df(zo) +Y) PGz + Pt z,,)>

i=1

ZO:ai|

=Y M@—1,a,0)Rep+ Y (R ach(c, D) Rep.

c=1 c=1

In matrix form this recursion has the form (9), and it is easy to see that the solution is given by
(10).

To use solution (8) for the case H = Dy, or H = Nyg, we must specify §(n, T, f) and the
matrix M (n). Let the matrix with a 1 in the («, 8)th entry and Os elsewhere be denoted by
Ula, B).

Corollary 1. Inthecase H = Dy wehavep = U(a, @), diag(¥) = U(o, @), andé(n, T, f) =
T/(n + 1). Solution (10) for M (n) becomes

n
M, a,b) =Y (R")aaRly, (1)
=0
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and the mean value (8) is

E[Dy1(x(T) = b) | x(0) = a] = Z [Z(RZ)W(R"*)ab}Pois(n; nT).

n=0 £=0

Corollary 2. In the case H = Nyg we have ¢ = U (a, B), diag(¥y) =0, and é(n, T, f) = 1.
Solution (10) for M (n) becomes

M(n,a,b) = Z(R”*e)wRaﬁRgbl, (12)
and the mean value (8) is
E[Nys1(x(T) = b) | x(0) = a] = Z[Z(R" YaaR aﬁR"— :|P0is(n; wT).

We note in passing that the mean value in (8) for the case H = Dy or H = Ngyg can be
obtained from the integral representations (3) and (4) on inserting the original uniformization
result (5) for P(¢). As an example, we have

E[Do1(x(T) = b) | x(0) = a]

=1I(a,b,a,a)
f [Z(R )aa(“.t) ][Z(Rf)a T =0y (TJ ) e_“(T_’)]dt
0 !
T _ur (T
_ R R/ o uT
Z(;]ZO( DaaRDas Gy G

T [w e _ur ()"
=Zom[gmf>aa<k %h]e “TT'

This derivation, however, cannot be generalized to the most general form of H in (6) as we do
not have an integral representation in the general case.

For the case where ¢ (z1, z2) = ¥ (z2) and f = 1, arecursion equivalent to (9) can be found
in Narayana and Neuts (1992). The explicit forms (11) and (12) for M (n) can be found in Bladt
and Sgrensen (2005).

3.2. Computing covariances using uniformization

In this subsection we consider two statistics H and H of the form (6), and we calculate
E[H H 1(x(T) = b) | x(0) = a]. We are particularly interested in the cases (2c)— (2e), where
H and H are the times spent in a state and/or the numbers of jumps from one state to another.
First, we introduce some more notation. Define

S, T, f, /Y =E[f(TX)f(TX)] and &, T, f, f) = ELf(TX)f(TY)],

where (X, Y, 1 — X —Y) follows a Dirichlet distribution with parameter (1, 1, n — 1). We note
that §; depends on X only and that the marginal distribution of X is a beta distribution with
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parameters (1, n). Define the two matrices M1 (n) and L(n) as

Mi(n,a,b) = E[l(zn =b) (wzo)&(zo) +) ¢Gio1. )i, z,-)>

i=1
Z():ai|,

and define L (n) similarly to L(n) with ¢ replaced by q; Note that M;(n), L(n), and L(n) have
the same structure as M (n) defined in (7), and, therefore, satisfy similar recursions and admit
the same form of explicit solutions as in Theorem 1. Finally, define the matrix M3 (n) as

20 ZZG}

and

L(n,a,b) = E[l(zn =b) Y ¢Gi-1,2)
i=1

Ma(n,a,b) = E[l(zn =b) (w(zw D dGi-1, )+ Y (20) Y ¢Gi1,20)
i=1 i=1
20 = a:|.

+ ) ¢<z,»1,z,->¢3<z,-1,z,»))
{i,j:i#j}

Theorem 2. (Products of general statistics.) Let H and H be two general statistics of the form

(6). Then we have

E[HH1(x(T) = b) | x(0) = a]
> ~ ~
= Z[Sl(’l» T, f, fIMi(n,a,b) +82(n, T, f, f)Ma(n, a, b)|Pois(n; uT).
n=0
The matrix M1 (n) satisfies the recursion
Mi(n) = Mi(n — )R+ R""'(¢p ¢ % R)
with starting values M1(0) = diag(y 1/~/). The solution is

n—1

Mi(n) = diag(yy)R" + Y R' (¢ R)R"™'.

=0
The matrices L(n) and I:gn) satisfy similar recursions and solutions with Y replaced by 0
and ¢ ¢ replaced by ¢ or ¢. The matrix M>(n) satisfies the recursion
My(n) = Ma(n — 1)R + diag(¥)R" (¢ * R) + diag(¥)R" ' (¢ x R)
+L(n—1(@*R)+Ln—1)(¢*R).

The solution to the latter recursion can be written as

n—1 n—1

Ma(n) = diag(y) > R (¢ R)R"™'~" + diag(y) D~ R (¢ + R)R"'~*
=0 =0
n—2n—-2—¢

+ Z Z RY(¢ * R)YR*(¢ * R) + (¢ x R)R* (¢ x R)]R" 2775,

£=0 s=0
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Proof. Conditional on the number of jumps n, we can divide the product of H and H
according to terms where the interarrival times are the same or different:

HH = y(20)% (20) f (W) F WD) + Y ¥ (o)1, 20) f WD) f(Wig1)

i=1

+ Y V@b @io1. ) FWD) f(Wigr)

i=1

+) Gt 20)0Gi-1. ) f Wii1) fF(Wigr)

i=1

+ Y P b1 2D F W) FW ).
{i,j:i#j}

Taking means with respect to (Wy, ..., W,41) conditioned on Wy + --- + W,41 = T and
conditioning on zp = a, we obtain

E[HH1(x(T) =b) | x(0) =a, J = n]
=81, T, f, IMi(n,a,b) + 8:(n, T, f. f)Ma(n, a, b).

The derivation of the recursion for M (n) is as in the proof of Theorem 1 for M (n) with v
replaced by WIZ and with ¢ replaced by ¢ * é.

To establish the recursion for M;(n), we proceed as in the proof of Theorem 1, dividing the
mean value according to the value of z,,_1. This gives, after some manipulations,

Ma(n,a,b) =Y [Ma(n = 1,a,)Rep + (R" acl¥r (@ (c, b) + ¥ (@) (c, b)Rep
c=1

+L(n—1,a,¢)¢p(c,b)Rep + L(n — 1,a, c)d(c, b)Rep).

The starting value of the recursion is M>(0) = 0. The recursions for L(n) and i(n) are derived
as for M(n) in the proof of Theorem 1. The solutions of the latter recursions correspond to
the solution of the recursion for M (n). Using these, it can be shown that the solution of the
recursion for M»(n) is as stated in the theorem.

From the properties of the beta and Dirichlet distributions we obtain the following corollary.

Corollary 3. In the case where both H and H correspond to either the times spent in a state
or the numbers of jumps between two states the covariance term can be found from Theorem 2
on using

1 ff=7=1

T . ~ ~
81(n,T,f,f)= mz iff(t)y=tand f=1or f =1and f(t) =t,
2T

GIDe D iff@) = f@ =t
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and

1 iff=r=1,
T . ~ -
5(n, T, f, f) = mz iff(t)y=tand f=1or f =1and f(t) =1,
T

Gihasy HHo=ro=t

For the case where ¢ (z1, z2) = ¥ (z2), f =1, ¢~> = ¢, and f = f, arecursion equivalent to
the recursion for M5 (n) can be found in Narayana and Neuts (1992). Generally, the formulae of
this section appear to be new. Bladt and Sgrensen (2009) used numerical differentiation (with
respect to the entries of the rate matrix Q) to find the covariance terms of this section.

3.3. Computing distributions using uniformization

In this subsection we use uniformization to derive the distribution of the number of state
changes and the time spent in states using uniformization.

Siepel et al. (2006) used uniformization to derive the distribution of the total number of sub-
stitutions N = Zijzl 1(zi—1 # zi). Other statistics of interest are the number of substitutions
Nog = Z,J: 1 1((zi=1, zi) = (o, B)) between two different states o and 8, and the number of
visits Ny = ZIJ: 1 1(zi—1 = ) to a state a. In this section we consider a general count statistic

J
Nu =v¥(Go) + ) ¢Gi-1,2), (13)
i=1
where entries in both ¢ and v can be O or 1 only. We let P(k, n) be the m x m matrix with
entries

Hkmmbﬁﬂ<w&w+§:Maqﬂn=hzn=b

i=1

20 = a). (14)

Thus, P(k, n, a, b) is the probability of recording k counts of interest when the Markov chain
starts in state a and must be in state b at time n. Note that

P(0,0) = diag(1 —¢¥) and P(1,0) = diag(y),
and that P(k,n) =0 fork > n + 1.

Theorem 3. Let Ny be given as in (13) where entries in both ¢ and v can be O or 1 only. We
have

P(Ng =k, x(T)=b | x(0) =a) = ZP(k, n,a, b)Pois(n; ut),
n=0

where, forn > 1 and 1 <k <n + 1, the matrix P(k, n) is given by the recursion
Pk,n) =Pk —1,n —1)(R*x¢)+Plk,n — )(R* (1 — ¢)).
Proof. The uniformization method gives

P(Ng =k, x(T)=b | x(0) =a) = ZP(k, n,a, b)Pois(n; ut),
n=0

where P(k, n) is defined in (14).
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The recursion for P(k, n, a, b) is derived by dividing according to the value of z,,_1, i.e.

Pk,n,a,b)
amd)

20 = a>¢(c, D)R¢p

ZP<¢(ZO) +Y ¢Gin )=k i =c z=b
i=1

1

o
Il

I
M=

n—1
P(K”(Zo) +Y PG =k—1.z1=c

1 i=1

C:

m n—1
+ ZP(W@ +Y ¢z =k zi=c
c=1

i=1

20 = a)(l —¢(c, b))Rep

=Y Pk—1.n—1,a,0)¢(c.b)Rep + »_P(k,n —1,a,c)(1 = p(c, b)) Rep,

c=1 c=1

on using the fact that ¢ (c, b) is either 1 or 0.

Let us illustrate the result of the theorem for the case considered in Siepel et al. (2006).
Thus, we consider the total number of substitutions, N = ZiJ=1 1(zj—1 # z;). For this case,
P(0,0) = diag(1, 1, ..., 1), P(1,0) = 0, and the recursion is given by

Pk,n,a,b) = Z Ptk—1,n—1,a,c)Rcp + P(k,n — 1,a, b)Rpp.
{c: c#b}

The interpretation of the recursion is quite clear. We divide the probability according to the last
jump being from a state c to the state b, and the two terms in the recursion correspond to the
last jump being a real substitution (¢ 7# b) or a virtual substitution (¢ = b).

In the case of the number of transitions from state « to state 8 given by the statistic Nyg we
obtain the starting values P(k,0,a,b) =0fork > 0. Forn > land 1 <k <n + 1, we have
the recursion

Pk—1,n—1,a,@)Rep+ »  Pk,n—1,a,c)Rp ifb=8p,

P(k,n,a,b)y =1 m {c: c#a}

ZP(k,n—l,a,c)Rc;, itb £ B.
c=1
Again, the interpretation is quite clear. The probability is calculated according to the last jump
being from a state c. If the ending state b is different from g then the jump is never from « to
B; this is the last case. If the ending state is » = § then the jump is from « to 8 when ¢ = B.
These considerations justify the first case.

As a final application of the uniformization method, we consider a sum of interarrival times
like, for example, the time spentin a state o, Dy = Zgjzo 1(zi = a)(Tj+1 — T;). Such a statistic
has a mixed distribution with point probabilities at O and 7', and has a continuous distribution
between these two points. The trick to handle this statistic is that, conditional on J = n, the
distribution depends on the number of terms in the sum only. Furthermore, the distribution of
the number of terms is given through P(k, n) from Theorem 3. In the theorem below we treat
a general statistic of the form

J
Dy =y )T+ Y ¢Gi-1,2)(Tig1 — T, (15)

i=1
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where both ¢ and i can be 0 and 1 only. We let f(¢; a, b) be the conditional density of Dy
given x(0) = a on the set x(T) = b:

t
P(O<DH<t,x(T)=b|x(0)=a)=/ f(y;a,b)dy, t<T.
0

In the theorem below we let fg(u; A1, A2) be the beta density given by

(A1 +A2) W11 — gyl
DT (2)

Theorem 4. The distribution of Dy in (15) is given by

fBu; Ap, o) =

P(Dyg =0, x(T)=>b | x(0) =a) = ZP(O, n,a, b)Pois(n; uT),
n=0

o0
P(Dyg =T, x(T)=0b | x(0) =a) = ZP(n + 1,n,a, b)Pois(n; uT),
n=0

o0 n
1 t
faaby=3 )" 7]’3(7; ko —k+ 1) P(k, n, a, byPois(n; uT),

n=1 k=1
where P(k,n, a, b) is given in Theorem 3.

Proof. Let Ny = ¥ (z0) + ZIJ: | #(zi—1, zi). Using the uniformization method, we condi-
tion on J = n. For Dy to be 0, we must have Ny = 0, and the probability of this is given by
P(0, n, a, b). Similarly, for Dy to be T, we must have Ny = n + 1, and the probability of this
is given by P(n + 1,n,a,b). For 0 < Ng = k < (n + 1), the density of Dg is the density
of ZI;=1 W; given that Z;’i} W; = T. In this conditional distribution (1/T) Z];':] W; has a
beta distribution with parameters (k, n — k + 1). This then gives the formula for f(¢; a, b) on
using the fact that the conditional probability of Ny = k is P(k, n, a, D).

4. Integrals of matrix exponentials

For the time spent in a state Dy, or the number of jumps between two states Nyg, the first two
moments can be calculated from the integral representations (3) and (4). These representations
and an eigenvalue decomposition of the rate matrix were used in Section 2. When an eigenvalue
decomposition is not available we derived in Section 3 alternative expressions based on the
uniformization method. There is, however, a third approach to the calculation of integrals of
matrix exponentials as those in (3) and (4). The purpose of this section is to draw attention
to the theory developed in Van Loan (1978) for calculating such integrals. We describe the
method of Van Loan (1978) in its most simple form.

Consider the problem of evaluating the integral

T
f Q=D B0t g (16)
0

where B is a matrix of the same dimension as Q. The special case with B = U(«, ) gives
the integral in (3). For evaluating this integral, Van Loan (1978) introduced a matrix A, with a

dimension twice that of Q:
_|e B
A= [ 0 Q] .
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The structure of A implies that the matrix exponential must be of the form

Al [F(r) G(r)
0 F(@)

} with F(0)=1 and G(0) = 0.

Using the fact that de?/dr = Ae”’, we obtain the equation
|:F/(t) G/(t):| _ |:Q B] |:F(t) G(t)i|
0 F@| |0 QL0 Fo|
We thus have two differential equations to solve. A homogeneous linear differential equation
F'(t) = QF() with F0)=1
(the solution is F(t) = e?"), and an inhomogeneous linear differential equation
G'(t)=QG(t)+ BF(t) with G(0)=0.

The inhomogeneous linear differential equation has the solution

t t
G@t) = / e"™MCBF(x)dx = / el=90 Be 0¥ (.
0 0

Thus, integral (16) is the upper-right corner in e”’.

A number of approaches exist for evaluating e’ and are implemented in software packages;
see Moler and Van Loan (2003) for a review. Calculating the matrix exponential e4’ therefore
provides a very direct way of calculating the desired integral representation. The only caveat
is the accuracy of the matrix exponential utility provided by the software.

To handle integral (4), we can use the part of Van Loan’s methodology concerning integrals
of the type

T pt
/ / QT B eQU—1) p,a0u gy dy.
0 0

This integral is given by the upper-right corner of e4’ with

QO By O
0 0 B
0o 0 Q0

The reader is encouraged to consult Van Loan (1978) for the proof.

5. Discussion

We have presented three approaches for calculating expectations of summary statistics for
endpoint-conditioned continuous-time Markov chains. The eigenvalue decomposition method
and Van Loan’s method both take the integral representations (3) and (4) as a starting point. The
integral representations (3) and (4) cover the most important summary statistics (time spent in a
state and number of jumps from one state to another). However, in general, a summary statistic
H of the form (6) does not necessarily admit an integral representation. In Section 3 we provided
a framework for calculating properties of general summary statistics. The framework is based
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on the uniformization method, and, as shown in Theorem 1, the calculation is decomposed into
three simple parts that are each easy to handle.

All three methods of calculating properties of summary statistics are in principle easy to
implement, but they all have their limitations. The method based on an eigenvalue decom-
position becomes rather involved if the eigenvalues are not real. (However, we would like to
emphasize that a reversible substitution process always admits real eigenvalues.) Van Loan’s
method seems very attractive but requires access to a reliable matrix exponentiation software
package. Uniformization is the most general method, but requires that an infinite sum is
truncated. A discussion of truncation error can be found in Narayana and Neuts (1992) and
Grassmann (1993).
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