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This text provides a self-contained introduction to applications ofloop repre­
sentations and knot theory in particle physics and quantum gravity. 

Loop representations (and the related topic of knot theory) are of con­
siderable current interest because they provide a unified arena for the study of 
the gauge invariant quantization of Yang-Mills theories and gravity, and sug­
gest a promising approach to the eventual unification of the four fundamental 
forces. This text begins with a review of calculus in loop space and the funda­
mentals ofloop representations. It then goes on to describe loop representa­
tions in Maxwell theory and Yang-Mills theories as well as lattice techniques. 
Applications in quantum gravity are then discussed in detail. Following chap­
ters move on to consider knot theories, the braid algebra and extended loop rep­
resentations in quantum gravity. A final chapter assesses the current status of 
the theory and points out possible directions for future research. 

This self-contained introduction will be of interest to graduate stu­
dents and researchers in theoretical physics and applied mathematics. 

This title, first published in 2021, has been reissued as an Open
Access publication on Cambridge Core.
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Foreword 

For about twenty years after its invention, quantum electrodynamics re­
mained an isolated success in the sense that the underlying ideas seemed 
to apply only to the electromagnetic force. In particular, its techniques 
did not seem to be useful in dealing with weak and strong interactions. 
These interactions seemed to lie outside the scope of the framework of 
local quantum field theory and there was a wide-spread belief that the 
best way to handle them would be via a more general, abstract S-matrix 
theory. All this changed dramatically with the discovery that non-Abelian 
gauge theories were renormalizable. Once the power of the gauge princi­
ple was fully recognized, local quantum field theory returned to the scene 
and, by now, dominates our thinking. Quantum gauge theories provide 
not only the most natural but also the only viable candidates we have for 
the description of electroweak and strong forces. 

The basic dynamical variables in these theories are represented by 
non-Abelian connections. Since all the gauge invariant information in 
a connection is contained in the Wilson loops variables (i.e., traces of 
holonomies), it is natural to try to briIlg them to the forefront. This is 
precisely what is done in the lattice approaches which are the most suc­
cessful tools we have to probe the non-perturbative features of quantum 
gauge theories. In the continuum, there have also been several attempts 
to formulate the theory in terms of Wilson loops. In the perturbative 
approach, it is known that Wilson loop "Schwinger functions" are finite 
to all orders after renormalization. This is a strong indication that they 
may be also mathematically meaningful in a non-perturbative treatment 
of the continuum theory. Since these are functions on an appropriate 
space of loops, one can derive differential equations they satisfy on that 
loop space. The hope is that once a complete set of equations is obtained, 
physical "boundary conditions" will lead to unique solutions which in turn 
will determine the theory. Thus, the space of loops offers a natural arena 
for the quantum theories of connections. 

XUl 
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XIV Foreword 

In the last few years, this relation between connections and loops has 
acquired another dimension. In these developments, the emphasis is on 
the Hamiltonian formulation. It turns out that there is a remarkable 
mathematical interplay between measures on the spaces of connections 
and functions on the loop space, which gives rise to a generalization of 
the Fourier transform, called the loop transform. This transform can be 
defined rigorously. As a result, quantum states can be regarded either 
as gauge invariant functions of connections or as suitable functions of 
loops. The loop picture suggests new strategies for defining operators 
and provides a number of new insights. 

Quite surprisingly, it turns out that these insights are especially useful 
while dealing with a force that one does not, normally, associate with 
theories of connections: gravity. General relativity is usually thought 
of as a theory of metrics and, therefore, quite removed from theories of 
other interactions. One can, however, think of it also as a dynamical the­
ory of connections. This idea is not new. Indeed, such a reformulation 
was obtained already by Einstein and Schrodinger. In their new version, 
the Levi Civita connection is regarded as the basic variable; metric is a 
secondary, derived object. The problem was that the equations of the 
theory became more complicated. It turns out, however, that if one uses 
chiral connections in place of Levi Civita, the equations actually simplify. 
With this observation, general relativity moves closer to theories govern­
ing other fundamental forces. As in other theories, one can now represent 
states of quantum gravity as functions of (chiral) connections or, via loop 
transform, of loops. Thus, the loop representation offers a unified arena 
for the quantum description of all four fundamental interactions. In the 
case of general relativity, further structures arise because physical states 
are required to be invariant under the action of diffeomorphisms. In the 
loop representation, they depend not on individual loops but also on the 
(generalized) knot to which the loop belongs. There is thus an unexpected 
interplay between loops, knots, gauge fields and gravity. 

This monograph is devoted to this interplay. The authors are eminently 
qualified to unfold this saga as they are among the leaders in the field. 
Indeed, many of the developments that I have alluded to are due to them 
and their close colleagues. They provide not only a comprehensive sum­
mary of the entire subject, but, in the last few chapters, also a glimpse 
of two frontier areas of active research. Graduate students would find 
this unified treatment of a large subject extremely useful. More advanced 
researchers would be able to appreciate the fascinating confluence of ideas 
from particle physics general relativity and contemporary mathematics. 

University Park, 1996 Abhay Ashtekar 
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Preface 

Loops have been used as a tool to study classical and quantum Yang-Mills 
theory since the work of Mandelstam in the early 1960s. They have led 
to many insights concerning the non-perturbative dynamics of the theory 
including the issue of confinement and the lattice formulation. Since the 
inception of the Asthekar new variables, loop techniques have also found 
important applications in quantum gravity. Due to the diffeomorphism 
invariance of the theory they have led to surprising connections with knot 
theory and topological field theories. 

The intention in this book is to present several of these results in a com­
mon framework and language. In particular it is an attempt to combine 
ideas developed some time ago in the context of Yang-Mills theories with 
the recent applications in quantum gravity. It should be emphasized that 
our treatment of Yang-Mills theories only covers a small part of all results 
obtained with loops: that which seems of most relevance for applications 
in gravity. 

This book should allow people from outside the field to gain access in a 
pedagogical way to the current state of the art. Moreover, it allows experts 
within this wide field with heterogeneous backgrounds to learn about 
specific results outside their main area of expertise and as a reference 
volume. It should be well suited as an introductory guide for graduate 
students who want to get started in the subject. 

Subjects in this area are being developed at two different levels: one 
more "mathematical", related to constructive quantum field theory and 
the other more "physical" in which several subtleties are ignored in order 
to gain rapid insight into the theory. This book will largely concentrate 
on this latter approach. We will present in some detail the mathematics 
underlying loops but only at the level needed for a physicist to operate 
with the resulting formalism. 

Due to the rapid development of these ideas in recent times we wrote 

xv 
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XVI Preface 

this book with expediency in mind in order to offer it to the public as 
soon as possible. We ask readers to forgive any notational and conven­
tions errors that might have arisen in this process. In spite of our efforts 
to deliver the book expediently, during the time it took to write it the 
field has already evolved. Although we have kept the manuscript updated, 
some aspects of the presentation may not be completely in line with cur­
rent thinking. For instance, the recently pinpointed convergence issues 
of extended loops and their possible solutions are only briefly mentioned. 
The rapid development over the last few months of a measure theory in 
infinite-dimensional spaces and its impact on a rigorous definition of a 
loop representation is only briefly discussed in chapter 3 and its implica­
tions for later chapters are ignored. A similar remark applies to the recent 
developments concerning the solution of the Mandelstam constraints in 
terms of spin network states and the possibility of having a basis of in­
dependent loop states. We have tried to present a current outlook from 
our perspective in chapter 12, including very recent references to work in 
progress. 

Many people have contributed to make this book possible. We cannot 
attempt to exhaustively list all the colleagues from which we have bene­
fited through discussions and interactions. We like to thank the colleagues 
with which we have had a closer interaction and whose ideas have cer­
tainly left an imprint on this book: Abhay Ashtekar, Bernd Briigmann, 
Cayetano Di Bartolo, Jorge Griego, Jerzy Lewandowski, Jose Mourao, 
Carlo Rovelli, Lee Smolin and Antoni Trias. We also wish to thank Ab­
hay Ashtekar, John Baez, John Baker, Jose Mourao, Peter Peldan, Carlo 
Rovelli, Thorsten Schwander, Jose Antonio Zapata and especially Bernd 
Briigmann and Jerzy Lewandowski for many useful comments about the 
manuscript. 

This work was supported in part by grants NSF-INT-94-06269, NSF­
PHY-94-06269, NSF-PHY93-96246, NSF-PHY-92-07225, by an Alfred P. 
Sloan fellowship to JP and by research funds of the University of Utah, 
The Pennsylvania State University, the Eberly Family research fund, the 
PSU Office for Minority Faculty Development, Conicyt and PEDECIBA. 

State College, 1996 Rodolfo Gambini, Jorge Pullin 
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1 
Holonomies and the 

group of loops 

1.1 Introduction 

In this chapter we will introduce holonomies and some associated con­
cepts which will be important in the description of gauge theories to be 
presented in the following chapters. We will describe the group of loops 
and its infinitesimal generators, which will turn out to be a fundamental 
tool in describing gauge theories in the loop language. 

Connections and the associated concept of parallel transport play a 
key role in locally invariant field theories like Yang-Mills and general 
relativity. All the fundamental forces in nature that we know of may 
be described in terms of such fields. A connection allows us to compare 
points in neighboring fibers (vectors or group elements depending on the 
description of the particular theory) in an invariant form. If we know how 
to parallel transport an object along a curve, we can define the derivative 
of this object in the direction of the curve. On the other hand, given a 
notion of covariant derivative, one can immediately introduce a notion of 
parallel transport along any curve. 

For an arbitrary closed curve, the result of a parallel transport in general 
depends on the choice of the curve. To each closed curve 'Y in the base 
manifold with origin at some point 0 the parallel transport will associate 
an element H of the Lie group G associated to the fiber bundle. The 
parallel transported element of the fiber is obtained from the original one 
by the action of the group element H. The path dependent object Hb) 
is usually called the holonomy. It has been considered in various contexts 
in physics and given different names. For instance, it is known as the 
Wu- Yang phase factor in particle physics. 

Curvature is related to the failure of an element of the fiber to return 
to its original value when parallel transported along a small closed curve. 
When evaluated on an infinitesimal closed curve with basepoint 0, the 

1 
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2 1 Holonomies and the group of loops 

holonomy has the same information as the curvature at o. Knowledge of 
the holonomy for any closed curve with a base point 0 allows one, un­
der very general hypotheses, to reconstruct the connection at any point 
of the base manifold up to a gauge transformation. An important fact 
about holonomies is their invariance under the set of gauge transforma­
tions which act trivially at the base point. We will later show that this 
will imply that the physical configurations of any gauge theory can be 
faithfully and uniquely (up to transformations at the base point) repre­
sented by their holonomies. They can therefore be used to encode all the 
kinematical information about the theory in question. 

Since the early 1960s several descriptions of gauge theories in terms of 
holonomies have been considered. They seem to be particularly well suited 
to study the non-perturbative features at the quantum level. In recent 
years interest in the non-local descriptions of gauge theories has been 
greatly increased by the introduction of a new set of canonical variables 
that allow one to describe the phase space of general relativity in a manner 
that resembles an SU(2) Yang-Mills theory. In fact, holonomies may well 
provide a common geometrical framework for all the fundamental forces 
in nature 

A generalization of the notion of holonomy may be defined intrinsically 
without any reference to connections. It will turn out that this point of 
view has more than a purely mathematical interest and is the origin of im­
portant results that are relevant to the physical applications. Holonomies 
can be viewed as homomorphisms from a group structure defined in terms 
of equivalence classes of closed curves onto a Lie group G. Each equiva­
lence class of closed curves is what we will technically call a loop and the 
group structure defined by them is called the group of loops. 

The group of loops is the basic underlying structure of all the non-local 
formulations of gauge theories in terms of holonomies. In particular, 
when quantizing the theory, wavefunctions in the "loop representation" 
are really functions dependent on the elements of the group of loops*. This 
is the physical reason why it is important to understand the structure 
of the group of loops, since it is the "arena" where the quantum loop 
representation takes place. 

In spite of the fact that the group of loops is not a Lie group, it is pos­
sible to define infinitesimal generators for it. When they are represented 
in the space of functions of loops, they give rise to differential operators 
in loop space. Some of these operators have appeared in various physical 
contexts and have been given diverse names such as "area derivative", 

• In this context the group of loops is usually referred to as "loop space" and we will loosely 
use this terminology when it does not give rise to ambiguities. Notice that it is not related 
to the "loop groups" in the main mathematical literature. 
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1.2 The group of loops 3 

"keyboard derivative", "loop derivative". In most of these presentations 
the group properties of loops were largely ignored and this resulted in var­
ious inconsistencies. In the approach we follow in this chapter all these 
operators arise simply and consistently as representations of the infinites­
imal generators of the group of loops. 

In many presentations, loop space is formulated with parametrized 
curves. In this context differential operators are usually written in terms 
of functional derivatives. The group structure of loops is hidden by these 
formulations and it is easy to overlook it, again leading to inconsistencies. 
In this book we will deal with unparametrized loops which allow for a 
cleaner formulation, only resorting to parametrizations for some particu­
lar results. 

This chapter is structured in the following way. In section 1.2 we de­
fine the group of loops and discuss its topology and its action on open 
paths. In section 1.3 we introduce the infinitesimal generators ofthe group 
and their differential representation. We also introduce differential oper­
ators acting on open paths. In section 1.3.3 we introduce the connection 
derivative, its relation to the loop derivative and to usual notions of gauge 
theory. In section 1.3.4 we discuss the contact and functional derivatives 
in loop space and their relations with diffeomorphisms. In section 1.4 we 
introduce the idea of representations of the group of loops in a Lie group 
and we retrieve the classical kinematics of gauge theories. We end with a 
summary of the ideas developed in this chapter. 

1.2 The group of loops 

We start by considering a set of parametrized curves on a manifold M 
that are continuous and piecewise smooth. A curve p is a map 

(1.1) 

smooth in each closed interval lSi, Si+1] and continuous in the whole do­
main. There is a natural composition of parametrized curves. Given two 
piecewise smooth curves Pi and P2 such that the end point of Pi is the 
same as the beginning point of P2, we denote by Pi 0 P2 the curve: 

{ Pi(2s), for S E [0,1/2] 
Pi 0 p2(S) = P2(2(s - 1/2)) for S E [1/2,1]. (1.2) 

The curve traversed in the opposite orientation ("opposite curve") is 
given by 

p-i(S) := p(l - s). (1.3) 

In what follows, we will mainly be interested in unparametrized curves. 
We will therefore define an equivalence relation by identifying the curve 
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4 1 Holonomies and the group of loops 

p and p 0 ¢ for all orientation preserving differentiable reparametrizations 
¢ : [0, 1] ~ [0,1]. It is important to note that the composition of un­
parametrized curves is well defined and independent of the members of 
the equivalence classes used in their definition. 

We will now consider closed curves [, m, ... , that is, curves which start 
and end at the same point o. We denote by Lo the set of all these closed 
curves. The set Lo is a semi-group under the composition law (I, m) ~ 
10m. The identity element ("null curve") is defined to be the constant 
curve i (s) = 0 for any s and any parametrization. However, we do not 
have a group structure, since the opposite curve 1-1 is not a group inverse 
in the sense that 10 [-1 # i. 

Holonomies are associated with the parallel transport around closed 
curves. In the case of a trivial bundle the connection is given by a Lie­
algebra-valued one form Aa on M. The parallel transport around a closed 
curve I E Lo is a map from the fiber over 0 to itself given by the path 
ordered exponential (for the definition of path ordered exponential see 
reference [1]), 

(1.4) 

In the general case of a principal fiber bundle P(M, G) with group G 
over M the holonomy map is defined as follows. We choose a point 0 in 
the fiber over 0 and by using the connection A we lift the closed curve I 
in M to a curve [ in P such that the beginning point is 

[(0) = 0 (1.5) 

and the end point is given by 

[(1) = i(O)HA(l), (1.6) 

which defines HA(I). The holonomy HA is an element of the group G and 
the product denotes the right action of G. The main property of HA is 

(1.7) 

A change in the choice of the point on the fiber over 0 replacing 0 for 
0' = og induces the transformation 

(1.8) 

In order to transform the set Lo into a group, we need to introduce a 
further equivalence relation. The rationale for this relation is to try to 
identify all closed curves leading to the the same holonomy for all smooth 
connections, since curves with the same holonomy carry the same infor­
mation towards building the physical quantities of the theory. The classes 
of equivalence under this relation are what we will from now on call loops 
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1.2 The group of loops 5 

and we will denote them with Greek letters, to distinguish them from the 
individual curves which form the equivalence classes. Several definitions 
of this equivalence relation have been proposed. Each of them sheds some 
light on the group structure so we will take a minute to consider them in 
some detail. 

Definition 1 
Let 

(1.9) 

be the holonomy map of a connection A defined on a bundle P(M, G). 
Two curves l, m E Lo are equivalent [2] [4] 1 '" m iff 

HA(l) = HA(m) (1.10) 

for every bundle P(M, G) and smooth connection A. 

Definition 2 
We start by defining loops which are equivalent to the identity. A closed 

curve 1 is called a tree[5] or thin [6] if there exists a homotopy of 1 to the 
null curve in which the image of the homotopy is included in the image 
of 1. This kind of curves does not "enclose any area" of M. Two closed 
curves l, mE Lo are equivalent I '" m iff 1 0 m-I is thin. Obviously a thin 
curve is equivalent to the null curve. 

Definition 3 [7] 
Given the closed curves I and m and three open curves PI, P2 and q 

such that 

I = PI 0 P2 
m = PI 0 q 0 q-I 0 P2 

then I '" m. 

(1.11) 
(1.12) 

There is a fourth definition, due to Chen [7], that requires the use of 
a set of objects (Chen integrals, which we will call "loop multitangents") 
that we will define in chapter 2, but we will not discuss it here. 

It can be shown that definitions 2 and 3 are equivalent. Moreover, 
it is also immediate to notice that two curves equivalent under defini­
tions 2 or 3 are also equivalent under definition 1. The reciprocal is not 
obvious. Partial results can be found in reference [7] and a complete 
proof for piecewise analytic curves has been presented by Ashtekar and 
Lewandowski [40]. 

With any of these definitions one can show that the composition be­
tween loops is well defined and is again a loop. In other words if a == [I] 
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1 Holonomies and the group of loops 

p' 

o 

-1 pop 

o 

Fig. 1.1. Curves p and p' differ by a tree. The composition of a curve and its 
inverse is a tree. 

and {3 == [m] then a 0 {3 = [1 0 m] where by [] we denote the equiva­
lence classes. From now on we will denote loops with greek letters, to 
distinguish them from curves t . 

Notice that with the equivalence relation defined, it makes sense to 
define an inverse of a loop. Since the composition of a curve with its 
opposite yields a tree (see figure 1.1) it is natural, given a loop a, to 
define its inverse a-I by a 0 a-I = t where t is the set of closed curves 
equivalent to the null curve (thin loops or trees). a-I is the set of curves 
opposite to the elements of a. 

We will denote the set of loops basepointed at 0 by Co. Under the 
composition law given by 0 this set is a non-Abelian group, which is 
called the group of loops. 

A well known result [5] is that any homomorphism, 

(1.13) 

where G is a Lie group, defines a holonomy associated with a "general­
ized" connection. By generalized we mean that the connection will not, 
in general, be a smooth function (for instance it could be distributional or 
worse). One can, by imposing extra smoothness conditions [6, 4] on the 
homomorphism, ensure that a differentiable principal fiber bundle and a 
connection are defined such that H is the holonomy of this connection. 
Recall that under a homomorphism, the composition law of the group of 
loops is mapped onto the composition law of the Lie group G, 

H(a 0 {3} = H(a}H({3}, (1.14) 

t Notice that in this book we will use the word loop in a very precise sense, denoting the 
holonomic-equivalent classes of curves. Other equivalences can be considered. The idea 
of a group of loops has appeared in other unrelated contexts [42]. For this reason some 
authors have proposed calling the holonomic equivalence classes "hoops" to avoid confusion 
[3]. 
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1.3 Infinitesimal generators of the group of loops 7 

and that inverses are mapped to each other, 

H(o:-l) = (H(o:))-l. (1.15) 

We will come back to this property in section 1.4 when we discuss the 
infinitesimal generators and their relations to the physical quantities. 

From now on we will routinely use functions of loops, such as the holon­
omy that we just introduced. Obviously, not any function of curves qual­
ifies as a function of loops. An immediate example of this would be to 
consider the length of a curve, which takes different values on the different 
curves that form the equivalence class defining a loop. 

It is useful to introduce a notion of continuity in loop space, since we 
will be frequently using functions defined on this space. We will define 
two loops 0: and f3 to be close, in the sense that 0: in a neighborhood Uf (f3) 
if there exist at least two parametrized curves a (s) E 0: and b( s) E f3 such 
that a(s) E Uf(b(s)) with the usual topology of curves in the manifold+. 
With this topology, the group of loops is a topological group. 

It is convenient for future use to introduce an equivalence relation for 
open curves similar to the one we introduced for closed curves. We will 
call the equivalence classes of open curves "paths". Given two open curves 
p~ and q~ from the basepoint to a point x in the manifold, we will define 
these curves to be equivalent iff p~q-l~ is a tree§. We will denote paths 
with Greek letters as we do for loops, but indicating the origin and end 
points, as in o:~. Given two different paths starting and ending at the 
same points, it is immediate to see that the composition of one with the 
opposite of the other is a loop. Analogously one can compose loops with 
paths to produce new paths with the same end points. Furthermore, the 
notion of topology introduced for loops can immediately be generalized to 
paths. However, paths cannot be structured into a group, since it is not 
possible to compose, in general, two paths to form a new path (the end 
of one of them has to coincide with the beginning of the other in order to 
do this). 

1.3 Infinitesimal generators of the group of loops 

We will now consider a representation of the group of loops given by 
operators acting on continuous functions under the topology introduced 
in the previous section. We will introduce a set of differential operators 

t Lewandowski [4), elaborating on a suggestion by Barrett [6) has introduced a topology 
defined in terms of homotopies of loops. The group of loops endowed with this topology 
is a topological Haussdorff group. 

§ From now on we will interchangeably use the notations q-l ~ and q~ to designate the same 
object, the curve q traversed from x to o. A similar convention will be adopted for paths. 
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8 1 Holonomies and the group of loops 

<>v 

y 

o 

Fig. 1.2. The infinitesimal loop that defines the loop derivative. 

acting on these functions that are related to the infinitesimal generators of 
the group of loops, in terms of which one can construct the elements of the 
group. In later chapters we will show that these operators are related to 
physical quantities of gauge theories. Although the explicit introduction 
of the differential operators will be made in a coordinate chart, we will 
show that the definitions do not depend on the particular chart chosen. 
A more intrinsic definition, also making use of the properties of the group 
of loops has been proposed by Tavares [43]. 

1.3.1 The loop derivative 

Given 'lib) a continuous, complex-valued function of £'0 we want to con­
sider its variation when the loop, is changed by the addition of an in­
finitesimal loop 0, basepointed at a point x connected by a path 7r~ to 
the basepoint of " as shown in figure 1.2. That is, we want to evalu­
ate the change in the function when changing its argument from , to 
7r~ 0 0, 0 7r~ 0 ,. In order to do this we will consider a two-parameter 
family of infinitesimal loops 0, that contain in a particular coordinate 
chart the curve obtained by traversing the vector u a from x a to x a + €1 u a , 

the vector va from x a + €1 u a to x a + €1 u a + €2Va, the vector _ua from 
x a + €1 u a + €2Va to x a + €2Va and the vector -va from x a + €2Va back to 
x a as shown in figure 1.2. We will denote these kinds of curves with the 
notation' ouovou8v. 

, In order not to clutter the notation we will not distinguish between curves and paths here. 
We also drop the fi dependence of each path. The path /iii. == (/iu)-l. 
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1.3 Infinitesimal generators of the group of loops 9 

For a given 1r and -y a loop differentiable function depends only on the 
infinitesimal vectors €1 ua and €2Va. We will assume it has the following 
expansion with respect to them, 

W(1r; 0 8-y 0 1r~ 0 -y) = w(-y) + €IUaQa(1r;)w(-y) + €2Va Pa (1r;)w (-y) 

+!€1€2(UaVb + vaUb)Sab(1r;)W(-y) 

+!fI€2(UaVb - vaUb).6.ab (1r;)W(-y). (1.16) 

where Q, P, S, .6. are differential operators on the space of functions W (-y). 
If €1 or €2 vanishes or if u is collinear with v then 8-y is a tree and all the 
terms of the right-hand side except the first one must vanish. This me~ns 
that Q = P = S = O. Since the antisymmetric combination (uavb - vaub ) 

vanishes, .6. need not be zero. That is, a function is loop differentiable if 
for any path 1r; and vectors u, v, the effect of an infinitesimal deformation 
is completely contained in the path dependent antisymmetric operator 
.6.ab (1r;) , 

(1.17) 

where aab(x) = 2€1€2(U[avbl) is the element of area Of the infinitesimal 
loop 8-y. We will call this operator the loop derivative. 

Notice that we have proved that for an arbitrary function of loop space, 
one does not have contributions from the terms Q, P, S in the expansion 
(1.16). If one considers functions of curves rather than of loops, these 
terms will in general be present. As an example, they are present if one 
considers the function given by the length of the curve. On the other hand, 
not every function of loop space is differentiable. For instance, we will see 
when we consider knot invariants - functionals of loops invariant under 
smooth deformations of the loops - that they are not strictly speaking 
loop differentiable. The reason for this is that sometimes appending an 
infinitesimal loop could enable us to change the topology of the knots and 
therefore to induce finite changes in the values of the functions. 

Loop derivatives of various kinds were considered by several authors. 
The idea was introduced by Mandelstam [8]. Later generalizations can be 
found in the work of Chen [7], Makeenko and Migdal [10, 12], Polyakov 
[44], Gambini and Trias [13, 14, 15], Blencowe [16] and Briigmann and 
Pullin [26]. Other references can be found in Loll [17]. The various 
definitions are not equivalent, and many of them refer to objects that are 
in reality different from the loop derivative we are defining here. One of 
the main differences is that in many treatments the infinitesimal loop, 
instead of being appended at an arbitrary fixed point of the manifold 
defined by a path 1r; as is our case, is appended to a point that lies 
on the loop. Since one is considering functions of arbitrary loops that 
means that the point where the derivative acts has to be redefined when 
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10 1 Holonomies and the group of loops 

considering its value on a new loop. In other words, the domain of the 
function that results when applying these kinds of derivatives is not the 
loop space defined in section 1.2, but the space of loops with a marked 
point. Makeenko and Migdal [12] noticed this fact and this drove them 
to call it "keyboard derivative." 

Notice that this is not the case for the derivative we defined. The 
result of the application of the loop derivative to a function of a loop 
is also a function of a loop. For each arbitrary open path there is a 
different derivative. For these definitions to work it is crucial to have a 
basepoint, which provides a fixed point for any loop on which to attach 
the open path that defines the derivative. These considerations are of 
crucial importance. For instance, we will soon prove that our derivative 
satisfies Bianchi identities, a fact that cannot be proven for derivatives 
that act only on points of the loop. The relevance of the group of loops 
and the path dependence of the loop derivative were first recognized by 
Gambini and Trias [13, 15]. 

At the end of section 1.2 we noted that the elements of the group of 
loops have a natural action on open paths, giving as a result a deformation 
of the path. We can immediately find an example of this fact in terms of 
a differential operator defined by simply extending the definition of the 
loop derivative (1.17) to give for open paths 

w(1r~ 0 fry 0 1r~ 0 'Y~) = (1 + !aab(x)~ab(1r~))W(-y~). (1.18) 

We will take some notational latitude to give the same name to the loop 
derivative acting on paths and on loops. In all cases the context will 
uniquely determine to which derivative we are referring. Notice that this 
extension to open paths is not at all clear for derivatives that depend on 
a point of the loop as is the case of the "keyboard derivative" . 

1.3.2 Properties of the loop derivative 

• Tensor character. By its very definition, (1.17), it is immediate to see 
that the loop derivative has to behave as a tensor under local coordinate 
transformations containing the end point of the path 1r~ for loop differ­
entiable functions. One need just require that the whole expression be 
invariant and notice that the loop derivative is contracted with the tensor 
aab. Therefore by quotient law, it must be a tensor. Notice that the 
loop derivative is really associated with the surface spanned by dua and 
dvb rather than with the individual infinitesimal vectors, being invariant 
under vector transformations that preserve the element of area. 

• Commutation relations. The loop derivatives are non-commutative 
operators. This, as we will see later, is naturally associated with the fact 
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1.3 Infinitesimal generators of the group of loops 11 

Bv 

o 

Fig. 1.3. The two paths used to compute the commutation relation 

that they correspond to the generators of a non-Abelian group. Their 
commutation relations can be computed directly from the geometric prop­
erties of the group of loops in the following way. Consider two infinitesimal 
loops 8"'1, 8"'2 given by 

8"'1 = 7r; 0 8u8v8u8v 0 7r~ and 8"'2 = X~ 0 8q8r8ij8r 0 X~ 

and with area elements 

O'~b = €1€2(UaV b - vaub) and O'~b = €3€4(qarb _ raqb). 

Then we can derive the following relation: 

'I!(8"'1 08"'20 (8."d-1 0 (8"'2)-1 0'Y) = (1 + !O'~b~ab(7r;)) 

(1.19) 

(1.20) 

x(l + !O'r~cd(X~))(1- !O'~I ~e/(7r;))(l- !O'~h~gh(X~))'I!(-y) = 

(1 + 10'~bO'~d[~ab(7r;), ~cd(X~)])'I!('Y). (1.21) 

The first equality follows from the definition of the loop derivative and 
of the loops 8"'i. To prove the second, one expands keeping only terms of 
first order in each €i and neglecting those of order €~. 

We will now define an open path by composing the two paths we have 
been using 

IY J: Y 
X 0 = U"'l 0 Xo· (1.22) 

This allows us to rewrite the loop composed by the first three loops in 
the argument of 'I! in the left-hand side of equation (1.21) as, 

(1.23) 
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12 1 Holonomies and the group of loops 

Therefore, 

w(6171 061720 (6171)-1 0 (6172)-1 0 'Y) = 

(1 + !a~b Aab(x'~))(l - !arAcd(X~))W(-y). (1.24) 

And again expanding in €s and keeping only the first order in each €i 
we get 

(1 + !a~b Aab(X'~))(l - !a~dAcd(X~))W(-y) = 
(1 + laibarAab(7I"~)[Acd(X~)])W(-y), (1.25) 

where in the last expression Aab( 71";)[ Acd(Xg)] represents the action of the 
first loop derivative only on the path dependence of the second derivative. 

All this implies 

[Aab(7I"~), Acd(X~)] = Acd(X~)[Aab(7I"~)], (1.26) 

from which it is immediate to show that 

(1.27) 

These expressions highlight the path dependence of the loop derivative, 
in the sense that they express the variation of the derivative when the path 
is varied. We will see at the end of this subsection how these expressions 
can be naturally interpreted as a group commutator when we prove that 
the loop derivative is a generator of the group of loops. 

This commutation relation can be viewed in a different light by consid­
ering its integral expression. In order to do this, we will introduce a loop 
dependent operator U (a) on the space of functions of loops which has the 
effect of introducing a finite deformation in the argument of the function, 

U(a)w(-y) == w(a 0 'Y). 

The operator has a naturally defined inverse, 

U(a)-l = U(a-1), 

and has a natural composition law, 

U(a)U(,B)W(-y) = U(a o,B)w(-y). 

(1.28) 

(1.29) 

(1.30) 

We now consider the action of the loop derivative eWluated along a de­
formed path, shown in figure 1.4, on a function of loop, and applying the 
definition of loop derivative (1.17) we get 

(1.31) 

where 6'Y is the infinitesimal loop associated with the area element aab. 
We then use the definition of the operator U (1.28) to get 

W(ao7l"~ o6'Y07l"~ oa-1 o'Y) = U(a)(l + !aab Aab(7I"~))U(a)-lw(-y), (1.32) 
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1.3 Infinitesimal generators of the group of loops 13 

x 
a 

a 

Fig. 1.4. The deformed path used to derive the integral expression of the 
commutation relations 

from which we can read off the identity, 

~ab(a 0 7r~) = U(a)~ab(7r~)U(a)-l, (1.33) 

which expresses the transformation property of the loop derivative under 
finite deformations of its path dependence. We will see at the end of this 
chapter that this expression is the reflection in the language of loops of 
the gauge covariance of the field tensor in a gauge theory . 

• Bianchi identities. There is a second set of relations that again can be 
directly obtained from the geometric properties of the group of loops. One 
can readily see that they are a reflection of the usual Bianchi identities 
of Yang-Mills theories. In order to describe them we need to introduce 
a new differential operator, which we will call the end point derivative or 
Mandelstam covariant derivative [8], that acts on functions of open paths. 

Given a function of an open path w(7r;), a local coordinate chart at the 
point x and a vector in that chart ua , we define the Mandelstam derivative 
by considering the change in the function when the path is extended from 
x to x + w by the infinitesimal path 8u shown in figure 1.5 as 

(1.34) 

We denote the new path as 7r;+w. If one performs a coordinate trans­
formation, noting that w a is a vector and applying the quotient law, it 
is immediate to see that Da transforms as a one-form. 

Having introduced this operator, we are now ready to derive the Bianchi 
identity. As usual, the fundamental idea is that "the boundary of a bound­
ary vanishes". In the group of loops language, this can be expressed by 
considering a thin loop t. A representative curve of this loop has the 
shape of a box with sides 8u, 8v and 8w, connected to the origin by the 
path 7r; as shown in figure 1.6. 
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14 1 Holonomies and the group of loops 

x X +£ 

o 

Fig. 1.5. The extended path defining the Mandelstam derivative 

Ow 
x 

OU 

o 

Fig. 1.6. The loop used to derive the Bianchi identity for the loop derivative. 

The curve 6u represents paths that go from a generic point x to x + 101 U 

and similarly for 6v and 6w with increments f2V and f3W respectively. 
Explicitly, 

£ = 7r; 0 6u6v6w6v6w6u 0 7r~ 07r; 0 6u6w6u6w 0 7r~ 

07r; 0 6w6u6v6u6v6w 0 7r~ 0 7r; 0 6w6v6w6v 0 7r~ 

07r; 0 6v6w6u6w6u6v 0 7r~ 0 7r; 0 6v6u6v6u 0 7r~. (1.35) 

Now, since £ is a tree and therefore indistinguishable from the identity 
loop, we have 

'lib) = w(£ 0 -y) V-y. (1.36) 

Noting that the tree is built by six infinitesimal loops (the "faces" of 
the box shown in figure 1.6), each connected to the origin via the path 7r 

and the "sides" of the box, we can rewrite this identity in terms of loop 
derivatives as 
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1.3 Infinitesimal generators of the group of loops 15 

wb) = (1 + i2i3VaWb Llab(7r~+E1U))(1 + i1i3UCWd Llcd(7r~)) 
x (1 + i1i2UeV l Lle/(7r~+E3W))(1 + i3i2W9Vh Ll9h(7r~)) 

x (1 + i3i1WiUj Llij(7r~+E2V))(1 + i2i1vkulLlkl(7r~))wb). (1.37) 

Collecting the terms of first order in each ii, applying the definition of 
the Mandelstam derivative and noting that u, v, W are arbitrary we get 
the final form of the Bianchi identities for the loop derivatives, 

(1.38) 

We will soon see applications of the above derived identities and their 
crucial role in the formulation of gauge theories in terms of loops . 

• The Ricci identity. Consider the action of four Mandelstam covariant 
derivatives along the vectors u, v on a function of an open path w(7r;). 
Keeping the terms of first order in i1i2 in the left-hand side of the next 
expression we get 

(1 + i1uaDa)(1 + i2VbDb)(1- i1uCDc)(1 - i2VdDd)W(7r~) = 

(1 + i1i2Uav b[Da, Db])W(7r~). (1.39) 

The action of the four covariant derivatives is equivalent to appending 
an infinitesimal loop at the end of the path 7r; and therefore can be written 
in terms of the loop derivative, 

(1.40) 

This expression is the loop analogue of the usual expression of the com­
mutator of covariant derivatives in terms of the curvature and we will 
again see its implications for gauge theories at the end of this chapter . 

• The loop derivative as a generator of the group of loops. Let 
us now show that we can, by superposition of loop derivatives, gener­
ate any finite loop homotopic to the identity. We need to introduce a 
parametrization for this proof. Let 'Y(s) be a parametrized curve be­
longing to the equivalence class defining the finite loop 'Y with s E [0,1]. 
Consider a one-parameter family of parametrized loops ",(s, t) interpolat­
ing smoothly between 'Y(s) and the identity loop, such that ",(s, 0) is in 
the equivalence class of the identity loop and ",(s,l) = 'Y(s). Consider 
the curves ",(1, s) (= 'Y(s)) and ",(1 - i, s). The two curves are drawn 
in figure 1.7 and differ by an infinitesimal element of area. The whole 
purpose of our proof will be to cover the infinitesimal area separating the 
two mentioned curves with a "checkerboard" of infinitesimal closed curves 
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16 1 Holonomies and the group of loops 

o 

Fig. 1.7. The construction of a finite loop from the loop derivative. The curves 
lirJi are determined by two elements in the family 1J(t}. 

such that along each of them one can define a loop derivative. One can 
therefore express the curve 'Y{s) as 

'Y{s) = lim 1]{s,1 - 10) 061]1 0 '" 0 61]n, (1.41) 
n ..... oo 

where the 61]i are shown in figure 1.7. Analytically, in terms of differential 
operators on functions of loops we can writell 

W{1]{I)) = W{1]{1 - 10)) 

11 b +10 1'0 ds1)a(1- 10, s)1]' (I - 10, s)~ab{1]{1 - €)~)W{1]{1 - 10)), 

(1.42) 

where 1){t, s) == d1]{t, s)/ds and 1]'{t, s) == d1]{t, s)/dt It is immediate to 
proceed from 1]{1 - 10, s) inwards just by repeating the same construction, 
and so continuing until the final curve is the identity. The end result is 

W{1]{I)) = Texp (101 dt 101 ds1)a{t, s)1],b{t, S)~ab{1]{t)~)W{1]{O))) (1.43) 

where the outer integral is ordered in t (T-ordered). This result is the 
loop version of the non-Abelian Stokes theorem of gauge theories [18] and 
it shows that the loop derivative is a generator of loop space, i.e., it allows 
us to generate any finite loop homotopic to the identity. 

Notice that the expression for the finite element of the group involves a 
superposition of an infinite number of generators associated with different 

II We drop the s dependence of 1/ where it is not relevant. 
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1.3 Infinitesimal generators of the group of loops 17 

paths. This is not the usual situation that one encounters in Lie groups, 
where it is enough to exponentiate one generator to obtain any element 
of the group. This is another indication of the non-Lie character of the 
group of loops. It is a direct consequence of the impossibility of defining 
a non-integer number of powers of 8",. 

Finally, identifying the loop derivative as a generator of the group of 
loops allows us to rewrite in a revealing form the commutation relations 
of the loop derivatives. Applying the definition of the loop derivative, 
equation (1.26) can be cast in the following way 

[~ab(7f~), ~cd(X~)] = lim ~(~Cd(8"'1 0 X~) - ~cd(X~)), (1.44) 
fi--O aa 

which is the usual expression of the commutator in terms of a linear 
combination of elements of the algebra. So we see that the group of loops 
formally obeys commutation relations similar to those of a Lie group. 

1.3.3 Connection derivative 

In section 1.3.1 we introduced the loop derivative. We saw in the previous 
section that this operator has several properties resembling those of the 
curvature or field tensor of a gauge theory. We will now introduce a differ­
ential operator with properties similar to those of the connection or vector 
potential of a gauge theory [14, 15, 4]. This operator appears naturally 
as an intermediate step in the construction of gauge theories from the 
group of loops. Although one could formulate a gauge theory completely 
in terms of the path dependent loop derivative alone, the treatment that 
we will follow will lead us to a more familiar formulation of gauge theories. 

Let us consider a covering of the manifold with overlapping coordinate 

patches. We attach to each coordinate patch pi a path 7fgh going from 
the origin of the loop to a point yb in pi. We also introduce a continuous 
function with support on the points of the chart pi such that it associates 
to each point x on the patch a path 7fxi. Given a vector u at x, the 

Yo 
connection derivative of a continuous function of a loop W ( I) will be 
obtained by considering the deformation of the loop given by the path 

7fgh 0 7fx; 0 8u 0 7f~~w 0 7foi shown in figure 1.8. The path 8u goes from 
Yo Yo 

X to X + w. We will say that the connection derivative 8a exists and is 
well defined if the loop dependent function of the deformed loop admits 
an expansion in terms of w a given by 

(1.45) 
i 

where we have written 7f; to denote the path 7fgo 07fxi and similarly for 
Yo 

its inverse. 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


18 1 Holonomies and the group of loops 

o 

X+EU 
1t 

o 

Fig. 1.8. The path that defines the connection derivative 

The definition of the connection derivative can be immediately extended 
to act on functions of open paths, in a similar way to that used for the 
loop derivative. We will take some 'notational latitude to give the same 
name to the connection derivative acting on functions of paths or loops. 
In all cases the context will uniquely determine to which derivative we 
are referring. 

Notice that the deformation introduced in order to define the connec­
tion derivative could have been generated by application of successive 
loop derivatives, as seen in the non-Abelian Stokes theorem. This implies 
that any function that is loop differentiable should be connection differ­
entiable, and that there is a natural relation between the two derivatives. 
We will now prove the converse relation between the connection and loop 
derivatives. It will be quite reminiscent of the well known relation be­
tween the connection and the curvature (or vector potential and field) 
in a gauge theory. In order to do this, let us start by considering the 
following identity in loop space, 

8, == 7r~ 0 8u8v8u8v 0 7r~ 

= 7rx 0 8u 0 7r0 0 7rX +fU 0 8v o X+€U 0 

o 7r0 0 7r X + dU+€2V 0 8u 0 7r0 7rX +€2V 0 8v 0 7r0 (1.46) x+q U+€2V 0 X+€2V 0 x' 

corresponding to the path shown in figure 1.9. Notice that the first defi­
nition is written in such a way that it has the structure of the paths we 
have used to define loop derivatives, whereas the second has the form of 
the paths used to define connection derivatives. Specifically, it implies 
the following identity between differential operators, 

(1 + EIE2Uavb~ab(7r~))'lFb) = (1 + EIUa8a(x))(1 + E2Vb8b(X + EIU)) 

x(l- EIUC8c (x + EIU + E2v))(I- E2Vd8d(X + E2V))'lFb). (1.47) 
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1.3 Infinitesimal generators of the group of loops 19 

Bu 

Fig. 1.9. The path that defines the relation between connection derivatives and 
loop derivatives. 

We now expand to first order in €1 €2 and get 

(1.48) 

Notice that we have obtained the loop derivative for the path 7r~ given 
i 

by 7r~o 07rxi. This path is uniquely prescribed by the function defining the 
Yo 

connection derivative. The loop derivative defined by (1.48) automatically 
satisfies the Bianchi identities due to the fact that it is obtained by a 
construction in loop space that is totally similar to that used to derive 
the identities themselves. 

The idea of introducing the connection derivative was to provide us 
in the language of loops with a notion of connection or vector potential 
similar to that of gauge theories. However, the connection in a gauge 
theory is gauge dependent. How does this dependence manifest itself in 
the language of loops? It does so through the choice of prescription of 
path used to compute the connection derivative. We will now study this 
in some detail. 

Let us consider a connection derivative at a point x and two prescrip,. 
tions for choosing the path from the origin to x, given by the continuous 
functions 7r~ = f(x) and X~ = g(x), as shown in figure 1.10. 

We again consider two equivalent paths in the group of loops, 

(1.49) 

We also introduce a point dependent operator U(x) constructed from the 
loop dependent deformation operator U(-y) defined in (1.28) and the loop 
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20 1 Holonomies and the group of loops 

8u 

o 

Fig. 1.10. The path dependence of the connection derivative. 

associated with the point x, X~ 0 1r~, by U{x) == U{X~ 0 1r~). This gives 
the identity between operators: 

(I + EUa8~X){x))w(-y) = U{x)(1 + EUa8~7T){x))U-I{x + EU)W(-y). (1.50) 

From which we can immediately compute the change in the connection 
derivative due to a change in the prescription of the path, 

(1.51) 

and we see that it is totally analogous to the transformation law for a 
gauge connection under changes of gauge. 

The usual relation between connections and holonomies in a local chart 
in a gauge theory can also be written in this language. This relation is just 
an expression of the fact that the infinitesimal generators associated with 
connections allow us to construct finite loops. As shown in figure 1.11 
one uses infinitesimal increments generated by the connection derivative 
to build a loop. The expression of this fact in loop space is 

(1.52) 

where 8/i = 1r;i8ui1r~i+Wi' and this relation connects the deformation 
operator with the connection derivative, 

U(-y) = lim {I + (X2 - xI)a8a{xt}) 
k-+oo 

x{l + {X3 - x2)a8a{X2))'" {I + (Xl - xk)a8a{x)). (1.53) 

We can rewrite the above expression as the following path ordered 
exponential, 

(1.54) 

This again is reminiscent of the familiar expression for gauge theories, 
which yields the holonomy in terms of the path ordered exponential of a 
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1.3 Infinitesimal generators of the group of loops 21 

o 

Fig. 1.11. How to generate a finite loop using the infinitesimal generators. 

connection. 

1.3.4 Contact and functional derivatives 

The differential operators that we have introduced up to now are char­
acteristic of the group structure of the group of loops and find no direct 
analogues in the space of parametrized curves. It is worthwhile analyz­
ing whether there is any relation between these operators and the usual 
functional derivative 8/ 8p( s) acting on functionals of parametrized curves 
\lI[p(s)]. The operator in loop space that allows us to make this connec­
tion is the contact derivative Ca(x), which plays an important role in 
diffeomorphism invariant theories, as we will see later. 

We define the contact derivative of a function of loops in terms of the 
expression 

(1.55) 

where 7K is the portion of the loop 7 going from the basepoint to y. 
This operator was first introduced in the chiral formulation of Yang-Mills 
theories in the loop representation by Gambini and Trias [13]. It can be 
considered as the projection of the loop derivative on the tangent to the 
loop 7, 

(1.56) 
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22 1 Holonomies and the group of loops 

This expression involving the tangent to the loop will play a role in the 
ideas of chapter 2. 

An important property of the contact derivative is that it is the gen­
erator of diffeomorphisms on functions of loops. Given the infinitesimal 
diffeomorphism 

(1.57) 

the expression for w(-y~), where 'Y~ is the loop obtained by "dragging 
along" 'Y with the diffeomorphism (1.57), is given by 

w(-y~) = (1 + f f d3xua(x)ca(x)) w(-y) 

= (1 + f £ dybua(y).D.ab(-yg)) w(-y). (1.58) 

To prove that Ca actually is a generator of diffeomorphisms, we will 
show that it satisfies the corresponding algebra, 

[f d3xNa(x)Ca(x), f d3YM a(Y)Ca(Y)] = f d3x.cMN a(x)Ca(x), (1.59) 

where N a , M a are arbitrary vector fields on the three-manifold. 
We will start with an auxiliary calculation that will prove useful in what 

follows. We will evaluate the action of the loop derivative on a contact 
derivative. To this end we construct the following expression, which holds 
due to the very definition of loop derivative, 

(1 + ~acd.D.cd(-y~)) i dyao(y - X).D.ab(-yg)W(-y) := 

[ dyao(y - X).D.ab((O'Yz 0 'Y)~)w(o'Yz 0 'Y)' (1.60) 
16,,(%0,,( 

In this expression, o'Yz is the infinitesimal loop added to 'Y through a path 
from the origin up to the point z. That is, we evaluate the action of an 
infinitesimal deformation of area acd acting on the contact derivative. 

We now expand the right-hand side of (1.60), partitioning the domain of 
integration into the portions after and before the action of the deformation 
and use the definition of the loop derivative to expand W (0'Y 0 'Y), 

l z dya.D.ab(-yg)O(y - x)(1 + ~acd.D.cd(-y~))W(-y) 
+{ uao(z - X).D.ab(-y~) + vao(z + u - X).D.ab(-y~+U) 

-uao(z + u + v - X).D.ab(-y~+u+V) - vao(z + u - X).D.ab(-y~+u+v+U)} 

x (1 + ~acd .D.cd(-y~))W(-y) 

+ 11 dyao(y - X).D.ab((O'Yz 0 'Y)~)(1 + ~acd.D.cd(-y~))W(-y). (1.61) 
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1.3 Infinitesimal generators of the group of loops 23 

The last term in this expression can be rewritten as 

£ dya8(x - y)8(y - z)(1 + to'cd ~cd(-y~) )[~ab(-y~)](1 + to'e f ~ef(-y~) )w(-y) 

(1.62) 
where 8(y - z) is a Heaviside function that orders points along the loop, 
i.e., it is 1 if z precedes y and zero otherwise. We will be able to combine 
the zeroth order contribution of this term with the first term in (1.61). It 
should be noticed that the first loop derivative does not act on everything 
to its right but only on the path inside the second loop derivative ,~, a fact 
that as before we denote by enclosing it in brackets. We now consider the 
expansion of the terms containing the infinitesimally shifted loop. They 
can be expressed with the use of the Mandelstam derivative, 

~ab(-y~+U) = (1 + uCDc)~ab(-y~), 
~ab(-y~+u+V) = (1 + vd Dd)(1 + U C Dc)~ab(-y~), 
8(z + u - x) = (1 + ua8a)8(z - x). 

We now expand (1.61) again 

£ dya8(y - x)~ab(-y~)(1 + to'cd~cd(-y~))W(-y) 

(1.63) 

(1.64) 

(1.65) 

+{ua8(z - X)~ab(-y~) + va(1 + ue8e)8(z - x)(1 + ud Dd)~ab(-y~) 
-ua(1 + V C Dc)8(z - x)(1 + vd Dd)~ab(-y~) - va8(z - X)~ab(-y~)} 

x(1 + to'cd~cd(-y~))W(-y) + t £ dya8(y - x)8(y - z)O'cd 

X~cd(-y~)[~ab(-y~)](1 + to'cd~cd(-y~))W(-y). (1.66) 

Of the terms in braces, it can be readily seen that only contributions 
proportional to uavb are present, neglecting terms of higher order. The 
other terms combine to give the original expression. We can finally read 
off the contribution of the loop derivative, 

~cd(-yz) £ dya8(x - Y)~ab(-y~)W(-y) = 

2(8[c8(z - x)~dlb(-y~) + 8(z - x)D[c~dlb(-y~))W(-y) 

+ £ dya8(y - z)8(y - X)~cd(-y~)[~ab(-Y~)lw(-y) 

+ £ dya8(y - X)~ab(-y~)~cd(-y~)W(-y). (1.67) 

With this calculation in hand, it is straightforward to compute the 
successive action of two diffeomorphisms, 
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24 1 Holonomies and the group of loops 

C(N) C(M) q,(-y)= ! d3wNd(w) £ dzC6(w - Z)~cd(-y~) 

x ! d3xMb(x) £ dya6(y - X)~ab(-y~)q,(-y). (1.68) 

Expanding this expression we get six terms 

f d3w f d3xNd (w)Mb(x) 

X{£ dzC6(w - z)8c6(z - X)~db(-y~)q,(-y) 

-£ dzC6(w - z)8d6(z - X)~cb(-y~)q,(-y) 

+ £ dzC6(w - z)6(z - X)Dc~db(-y~)q,(-y) 

-£ dzC6(w - z)6(z - X)Dd~cb(-y~)q,(-y) 

+ £ dzc £ dya6(w - z)6(y - x)8(y - Z)~cd(-y~)[~ab(-y~)]q,(-y) 

+ £ dzc £ dya6(w - z)6(y - X)~ab(-y~)~cd(-y~)q,(-y)}. (1.69) 

We should now subtract the same terms with the replacement N ~ M. 
Since the calculation is tedious but straightforward we describe in words 
how the terms combine. The fifth and sixth terms, when combined with 
the similar terms coming from the substitution N ~ M cancel taking into 
account the commutation relations for the loop derivatives (1.26). The 
first and third terms combined with the first of the substitution N ~ M 
form a total derivative. The fourth term, combined with the third and 
fourth of the substitution N ~ M cancel due to the Bianchi identities 
of the loop derivatives. Finally, the second terms combine to produce 
exactly C(£jijM), which is the correct result of the calculation. 

We end by pointing out the relation between the contact derivative 
and the usual functional derivative. This can be immediately recognized 
by noticing that we can write J d3xua(x)Ca (x) in terms of parametrized 
curves by 

(1.70) 

where p(s) is one of the parametrized curves in the equivalence class of 
the loop 'Y. The way to see this is to notice that if 'Y is the equivalence 
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1·4 Representations of the group of loops 25 

class of curves [pa(s)], then 'lib') = w[pa(s) + wa(P(s))]. Then, 

Ca(x) = f ds8(x - p(s)) 8pts)a' (1.71) 

which relates the two derivatives. It should be noticed that these two 
derivatives only agree when acting on functions of loops. The expression 
on the right of (1.70) can act on functions of parametrized curves, on 
which the contact derivative is not defined. 

1.4 Representations of the group of loops 

In previous sections we derived several relations between generators of 
the group of loops. These relations were independent of any particular 
representation. We will now study their form in the context of a particular 
representation in terms of a given gauge group. We will see that from them 
emerges the kinematical structure of gauge theories. 

Gauge theories arise as representations (homomorphisms 'It) of the 
group of loops onto some gauge group G, 

'It: Co -t G, (1.72) 

Le., 

(1.73) 

such that H('·Y1)Hb2) = H('Yl 01'2). 
Let us assume we are considering a specific Lie group, for instance 

SU(N), with N 2 -1 generators Xi such that TrXi = 0 and 

(1.74) 

where Ct! are the structure constants of the group in question. We will 
assume that the representation is loop differentiable**. This will enable 
us to obtain the usual local objects associated with the gauge theory 
(curvature and connection) from the loop language. 

Let us compute the action of the connection derivative in this repre­
sentation. We use the same prescriptions as in the previous section 

(1 + w a8a(x))Hb) = H(7r~ 0 8u 0 7r~+£u 01') = H(7r~ 0 8u 0 7r~+£u)Hb). 
(1.75) 

Since the loop 7r;o8uo7r~+£u is close to the identity loop (with the topology 
of loop space) and since H is a continuous, differentiable representation, 

H(7r~ 0 8u 0 7r~+£u) = 1 + iwa Aa(x), (1.76) 

•• If it is not loop differentiable, instead of dealing with holonomies we will have "generalized" 
holonomies, which are not derived from a smooth connection. 
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26 1 Holonomies and the group of loops 

where Aa(x) is an element of the algebra of the group, in our example 
of SU(N). That is, Aa{x) = A~Xi. Therefore, we see that through the 
action of the connection derivative, 

(1.77) 

Following similar steps one obtains the action of the loop derivative, 

(1.78) 

where Fab is an algebra-valued antisymmetric tensor field. 
Remember that 7I"~ is only fixed by the prescription. Changing the 

prescription for 7I"~ is the way to change the gauge. Suppose we change 
the prescription by 7I"~ ~ 7I"/~ = 7I"/~ 0 7I"~ 0 7I"~. We then simply use equation 
(1.33) that in terms of the field reads 

F~b{X) = H(x)Fab(X)H(x)-l, (1.79) 

where H(x) is a shorthand for H(7I"/~ 0 7I"~). 
From equation (1.48) we immediately get the usual relation defining 

the curvature in terms of the potential, 

(1.80) 

Gauge transformations in terms of the connection are immediate from 
equation (1.51), 

Aa(x)' = H(x)Aa(x)H(x)-l - iH(x)8aH(x)-1. (1.81) 

Let us act with the deformation operator U('T}) introduced in section 
1.3.3 on the representation H(,,(), 

U('T})H("() = H('T} 0 'Y) = H('T})H("(). 

Now, applying formula (1.54), 

U('T})H("() = Pexp (i dyaOa(y)) H("(), 

and substituting equation (1.77) and comparing terms we get 

H('T}) = P exp (i i dya Aa(Y)) , 

(1.82) 

(1.83) 

(1.84) 

which shows that the representation we are considering is given in terms 
of the usual expression for the holonomy of the connection Aa. 

Up to now, open paths have not played any relevant physical role. We 
will now show that open paths are naturally related to the inclusion of 
material fields coupled to gauge theories. We will consider matter fields 
that transform under the fundamental representation of the gauge group 
considered in our example, SU (N). 
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1.5 Conclusions 27 

We will describe the matter field at the point x through a path depen­
dent object 'l1(1f;). The natural extension of the representation introduced 
at the beginning of this section to the case of open paths is to consider 
the composition of an open path and a loop, defined by 

(1.85) 

As in other cases, the role of the path choice will be to fix a gauge choice. 
A local description in a fixed gauge is obtained by fixing a family of 
paths, each of which are associated with each point in the manifold. The 
functions 'l1 will now become functions of points labeled by the fixed 
prescription 1f used to determine the paths 'l1 Crr) (x). The prescription is 
given through a continuous function from the points of the manifold into 
the paths f (x) = 1f;. Notice that if we change the prescription for the 
Path 1fX --t 1flx = 1flx 0 1f0 0 1fx we get o 0 0 x 0 

(1.86) 

The Mandelstam derivative Da behaves as the usual covariant derivative 
of a gauge theory. Consider its action on a function of an open path, 

(1 + waDa)'l1(1f;) = 'l1(1f~ o8u) = 'l1(1f~ 0 8u 0 1f~+w 0 1f~+W) 

= (1 + w a8a(x))(1 + Eub8b)'l1(1f~), (1.87) 

expanding in E and keeping terms of first order, we get 

Da'l1(1f~) = 8a'l1(7r) (x) + 8a(x)'l1(1f~). (1.88) 

U sing the relation between the function of a deformed path and the holon­
omy (1.85), we get 

Da'l1(1f~) = 8a'l1(7r) (x) + iAa(x)'l1(7r) (x). (1.89) 

The usual form of the Ricci identity, 

[Da, Dal = iFab, (1.90) 

can be obtained directly from the above expression or by considering the 
representation of equation (1.40). 

1.5 Conclusions 

We have seen how gauge theories arise as representations of the group of 
loops. All the usual kinematical concepts of gauge theories are reflections 
of properties of the group of loops. 

It is important to realize that the identities and properties that we 
proved in this chapter for the loop and connection derivative do not de­
pend on any choice of gauge group to represent the group of loops. In this 
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28 1 Holonomies and the group of loops 

sense one can think of the corresponding generators of the group as asso­
ciated with an "abstract" curvature and connection. It is only when one 
considers a particular representation of the group of loops in terms of a 
gauge group that these quantities adopt the usual meaning of connections 
and curvatures in gauge theories. 

In the next chapter we will introduce more techniques that will put us 
in a better position to deal with loops in the context of quantum theories 
in the loop representation. 
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2 
Loop coordinates and the 
extended group of loops 

2.1 Introduction 

Continuing with the idea of describing gauge theories in terms of loops, 
we will now introduce a set of techniques that will aid us in the descrip­
tion of loops themselves. The idea is to represent loops with a set of ob­
jects that are more amenable to the development of analytical techniques. 
The advantages of this are many: whereas there is limited experience in 
dealing with functions of loops, there is a significant machinery to deal 
with analytic functions. They even present advantages for treatment with 
computer algebra. 

Surprisingly, we will see that the end result goes quite beyond our 
expectations. The quantities we originally introduced to describe loops 
immediately reveal themselves as having great potential to replace loops 
altogether from the formulation and go beyond, allowing the development 
of a reformulation of gauge theories that is entirely new. This formulation 
introduces new perspectives with respect to the loop formulation that 
have not been fully developed yet, though we will see in later chapters 
some applications to gauge theories and gravitation. 

The plan for the chapter is as follows: in section 2.2 we will start by 
introducing a set of tensorial objects that embody all the information 
that is needed from a loop to construct the holonomy and therefore to 
reconstruct any quantity of physical relevance for a gauge theory. In sec­
tion 2.3 we will show how the group of loops is a subgroup of a Lie group 
with an associated Lie algebra, the extended loop group. The generators 
of this Lie group will turn out to be coordinates in the extended loop 
space, which we discuss in section 2.4. In section 2.5 we will study how 
the differential operators introduced in the previous chapter act on the 
loop coordinates. In particular we will study the action of the genera­
tor of diffeomorphisms. In section 2.6 we will discuss how to construct 

29 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


30 2 Loop coordinates and the extended group of loops 

diffeomorphism invariant quantities in terms of loop coordinates and, in 
particular, knot invariants. In the conclusion we will discuss the differ­
ences and similarities between the group structures we have introduced 
and the usual Lie groups. The subject of this chapter has been discussed 
in detail in reference [20], the reader is referred to it for a more technical 
approach. 

2.2 Multitangent fields as description of loops 

As we discussed in the previous chapter, all the gauge invariant informa­
tion present in a gauge field can be retrieved from the holonomy. There­
fore the only information we really need to know from loops is that used 
in the definition of the holonomy, 

HA(-r) = P exp (i £ Aadya). (2.1) 

We can write this definition more explicitly as 

HA(-r) = 1+ f i1 dx~ ... dx~Aal (Xl) ... Aan (Xn)Xal ... an(XI, ... , xn,,), 
n=l 

where the loop dependent objects X are given by 

xa1 ... an(XI, ... ,xn,,) = 

£ dy~n l Yn dY~~ll .. . l Y2 dYr1c5(xn - Yn) ... c5(XI - yd = 

(2.2) 

£ dy~n ... £ dYr1c5(xn - Yn) ... c5(XI - YI)81'(0, YI,···, Yn) (2.3) 

and 81'(0, YI, ... ,Yn) is a generalized Heaviside function that orders the 
points along the contour starting at the origin of the loop, i.e., 

8 ( ) = { 1 if ° < YI < Y2 < ... Yn along the loop 
l' 0, YI, ... , Yn 0 otherwise. (2.4) 

These relations define the X objects of "rank" n. We shall call them 
the multitangents of the loop ,. 

By writing the holonomy in the non-standard form (2.2) we have been 
able to isolate all the loop dependent information in the multi tangents of 
the loop. No more information from the loop is needed in order to com­
pute the holonomy than that present in the multi tangents of all orders. 

In what follows, it will be convenient to introduce the notation 

XJ.ll ... J.ln (-r) == X a1 Xl···an Xn (-r) == X a1 ... an (Xl, ... ,xn,,) , (2.5) 
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2.2 Multitangent fields as description of loops 31 

with f.Li == (aixi), which is more suggestive of the role played by the x 
variables under diffeomorphisms. The X objects transform as multivector 
densities (they behave as a vector density at the point Xi on the index 
ad under the subgroup of coordinate transformations that leaves the base 
point ° fixed. In other words if 

(2.6) 

then 

where J is the Jacobian of the transformation. 
The X s are not really "coordinates" in the sense that they are not 

independent. They are constrained by algebraic and differential relations. 
The algebraic constraints stem from relations satisfied by the general­

ized Heaviside function, 

8,(0,Yl,Y2,Y3) + 8,(0,Y2,Yl,Y3) + 8,(0,Y2,Y3,Yl) = 8,(0,Y2,Y3), 

8,(0, Yl) = 1 , 8,(0, Yl, Y2) + 8,(0, Y2, yd = 1, (2.8) 

which imply the following kind of relations among the X s, 

X/-Ll/-L2 + X/-L2/-Ll = X/-Ll X/-L2, 

And in general, 

X/-L!···/-Lk/-Lk+l ... /-Ln == L XPk(/-Ll/-Ln) = X/-Ll .. ·/-Lk X/-Lk+1 ... /-Ln, 

Pk 

(2.9) 

(2.10) 

where the sum goes over all the permutations of the f.L variables which 
preserve the ordering of the f.Ll, ... , f.Lk and the f.Lk+1, ... , f.Ln among them­
selves. We have introduced the notation of underlined indices to symbolize 
the permutation for future use. 

The differential constraint ensures that the holonomy has the correct 
transformation properties under gauge transformations, and can be read­
ily derived from equation (2.2). It is given by 

~ Xalxl ... aixi ... anXn = 
oxa; z 

(8(Xi - xi-d - 8(Xi - Xi+1) )Xalxl ... ai-1xi-l ai+lXi+l ... anXn. (2.11) 

In this expression, both Xo and Xn+1 represent the base point of the loop. 
An important property of the differential constraint is that any multi­

tensor density Dalxl ... anXn that satisfies it can be put into equation (2.2) 
and the resulting object is a gauge covariant quantity. When restricted to 
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32 2 Loop coordinates and the extended group of loops 

the multitangents of a loop, the resulting object is the holonomy. It is this 
property that exhibits the relevance of this formulation. In it, loops are 
only a particular case. One can, in general, deal with arbitrary multiten­
sor densities and construct gauge invariant objects, for instance by taking 
the trace. The multitensor densities need not have the same distributional 
character as the multitangents associated with a loop. Their divergence 
structure is dictated by the differential constraint, which requires its so­
lutions to be distributional. This will have important consequences later. 
We will call the space of all multitensors that satisfy the differential con­
straints'Do · 

With this construction in hand, one could go further and forget loops 
and holonomies altogether. Since one can represent any gauge covariant 
object using the Ds, one could represent a gauge theory entirely in terms 
of Ds. This has not been done up to present for non-Abelian theories in 
a complete fashion (nor for gravity), but it can be easily worked out for 
an Abelian theory, as we will do in chapter 4. 

When one allows arbitrary multitensors in (2.2) the convergence of the 
series is not guaranteed. There is no easy way to prescribe multitensors 
such that the series converges, so we will assume from now on that we 
work only with multitensors such that the series converges. Even this 
requirement is not enough to produce an object with a gauge invariant 
trace. The differential constraint (2.11) only ensures that if one performs 
a gauge transformation on the trace of the holonomy of a multitensor the 
resulting series has terms that cancel in pairs. For this to imply gauge 
invariance, it has to happen that [222] 

N 

L Ap.1 ... Ap.k [A, A ]p.k Ap.k+1 ... Ap.n X 1'1 ... p.n 

k=l 

(2.12) 

goes to zero as N ---+ 00. A is the parameter of the gauge transformation 
and is therefore an arbitrary function. Notice that the vanishing of (2.12) 
is not guaranteed by the convergence of the holonomy alone. The question 
of selecting an appropriate set of multi tensors in a precise way in order 
to ensure convergence of these expressions is at present not settled, see 
reference [21]. 

2.3 The extended group of loops 

When we introduced the group of loops in the previous chapter, we no­
ticed that no one-parameter subgroup existed (since one could only define 
integer powers of the generators) and therefore it did not form a Lie group. 
In this section we will introduce a Lie group, the "extended loop group" . 
The group of loops will be a subgroup of it. This construction is of in-
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2.3 The extended group of loops 33 

terest in itself, since it is clear that it is a great advantage to have at our 
disposal all the machinery of Lie groups to analyze loops. Among other 
results, by identifying the free parameters of the algebra associated with 
the extended loop group we will be able to solve automatically the homo­
geneous part of the differential and algebraic constraints (2.10), (2.11) of 
section 2.2. With some additional construction, we will have a definition 
for the portion of the multitensor density fields that is unconstrained, i.e., 
that we can freely specify. They can therefore genuinely be called "coor­
dinates" and contain as a subspace the "loop coordinates" or coordinates 
on loop space. We will elaborate more on this concept in section 2.4. Now 
we will proceed to construct the extended loop group. 

2.3.1 The special extended group of loops 

Let us start by considering arbitrary* multitensor densities similar to 
those introduced in section 2.2 and define a quantity E by 

E - (E E/-tl E/-tl ... /-tn ) - (E E-) - , , ... , , ... = , , (2.13) 

where E is a real number and E/-tl, ... ,/-tn (for any n ¥ 0) is an arbitrary 
multivector density field. It can be readily checked that the set of these 
quantities has the structure of a vector space (denoted as £) with the 
usual composition laws of addition and multiplication. 

We will now introduce a product law in £ in the following way: given 
two vectors El and E2, we define El x E2 as the vector with components 

El X E2 = (EIE2' EIE2 + EIE2 + El x E2), 

where El x E2 is given by 

n-l 
(El X E2 )J.tl···/-tn = L Ei1 ... /-ti E~i+l ... /-tn 

i=1 

(2.14) 

(2.15) 

For any value of n, the rank n component of the x-product of elements 
of £ can be expressed as 

n 
(El X E 2)/-tl ... /-tn = L Ei1 ... /-ti E~i+l ... /-tn (2.16) 

i=O 

with the convention 

(2.17) 

• In this chapter we will always discuss real multi tensor fields. It is obvious that the formal­
ism is unchanged if one allows complex fields. In some applications they seem to play an 
important role, as we will see in section 3.4.2 (see also [19]). 
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34 2 Loop coordinates and the extended group of loops 

The product law is associative and distributive with respect to the 
addition of vectors. It has a null element (the null vector) and an identity 
element, given by 

1= (1, 0, ... , 0, ... ) . (2.18) 

An inverse element exists for all vectors with non-vanishing zeroth rank 
component. It is given by 

00 

E-I = E-II + ~)_l)iE-i-I(E - EI)i, (2.19) 
i=l 

such that 

E X E- I = E- I X E = I . (2.20) 

When evaluating the components of E-I it should be noticed that the 
sum involved in (2.19) is actually finite due to the fact that (E - EI) is 
a vector with its zeroth rank component equal to zero. Therefore, 

[Ex.!. xEltLl ... tLn = [(E - EI)i t1 ... tLn = 0 if n < i. (2.21) 

The set of all vectors with non-vanishing zeroth rank component (notice 
the role of E- I in equation (2.20)) forms a group with the x-product as 
composition law. 

The x-product law has an interesting property when restricted to mul­
titangents. In this case it just corresponds to the composition law of 
loops, 

(2.22) 

where X(-y) = (l,XM(-y), ... ,XtLl ... tLn(-y), .. . ). Therefore we see that the 
product law that gave rise to the group of loops is the same product 
law we are generalizing to the case of arbitrary multitensor fields. The 
x-product law can also represent more general compositions than those 
of two loops sharing a common basepoint, such as the composition of 
an open path with a loop at its end, assuming a generalization of the 
definition of multitangents to open paths. 

After all this construction, let us now make contact with the group of 
loops. First, let us restrict attention to multitensors (not necessarily as­
sociated with a loop) that satisfy the constraints (2.10), (2.11). Consider 
the set of vectors X E £ that have their zeroth rank component equal to 
one, X = (1, X). 

The set X is closed under the x-product law. If Xl E X and X2 E X, it 
is clear from the definition of the group product that Xl x X 2 satisfies the 
differential constraint. One can also demonstrate that Xl x X 2 satisfies 
the algebraic constraint. In a similar way one can show that the inverse 
X-I given by (2.19) satisfies the constraints if X does. A detailed proof 
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2.3 The extended group of loops 35 

of these properties can be seen in the appendices of reference [20j. These 
results show that the group structure under the x-composition law is 
preserved by the imposition of the algebraic and differential constraints. 
We call X the Special-extended Loop group (SeL group)t. Note that the 
zeroth rank component of E plays a role analogous to the determinant in 
a group of matrices. For this reason we introduce the name Special when 
selecting E = 1. 

The group of loops is a subgroup of the SeL group since X(r) E X and 
the composition law of the group of loops 0 is mapped via (2.22) to the 
x-product. 

An important question at this point is: is the group SeL just a fancy 
rewriting of the group of loops, or is it actually a more general structure? 
We will show that SeL is actually larger than the group of loops by direct 
construction. Consider the group element xm == Xx .'?1. xX. Note 
that if X gives the multitangent field of certain loop ,,(, xm would be 
the multitangent field of the loop "( swept itself m times. Applying the 
binomial expansion we get, 

m 

Xm == [I + (X - I)jm = 1 + ?: ( 7 ) (X - I)i 
z=l 

(2.23) 

The extension of (2.23) to real values of m is straightforward, being 
defined as 

X A = I + f= ( ~ ) (X - I)i 
z=l 

(2.24) 

with>' real. We usually call this object the analytic extension of X. Note 
that for >. = -1 we recover the expression of the inverse of X. Also 
in this case, due to (2.21) the analytic extension is well defined for all 
elements of X. One can prove that if X is constrained by the differential 
and algebraic identities, its analytic extension also satisfies the constraints 
(again see the appendices of [20]). So, the analytic extension of any X is 
in X. Moreover, we have 

X A x XJL = XA+JL . (2.25) 

We conclude that the set {X A / >. E R and X a given element of X} de­
fines an Abelian one-parameter subgroup of the X group. 

For non-integer values of >., the >.th power of a multitangent is not 
a multitangent. This fact explicitly shows that there exist in X other 
elements besides the loop coordinates. 

t Tavares [43] has also considered this group. His "shuffle product" is associated with the 
algebraic constraint in our terminology. 
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36 2 Loop coordinates and the extended group of loops 

Matrix representations of the SeL group can be generated through a 
natural extension of the holonomy. The extended holonomy associated 
with a non-Abelian connection Aax == Aa{x) is defined as HA{X) = A· X, 
where 

A == (1, iAa1x1 , ... ,in Aanxn' ... ), 

X = (1 X a1x1 X a1x 1 ... anX n ) -, , ... , , ... , 
(2.26) 

(2.27) 

and the dot acts like a generalized Einstein convention including contrac­
tions of the discrete indices ai and integrals over the three-manifold in 
the continuous indices Xi. We have 

00 00 

H (X ) H (X ) = " " i j A A .Xl-'l ... l-'k Xl-'k+1"'l-'i A 1 A 2 L.J L.J 1-'1 .. ·l-'k I-'k+1"'I-', 1 2 
k=O j=k 

= ~ i j A . (,f-.. Xl-'l ... l-'k XI-'k+1 "'l-'i) = H (X x X ) L.J 1-'1 ... 1-', L.J 1 2 A 1 2 , 
j=O k=O 

(2.28) 

where convention (2.17) has been applied over all the indices. The cor­
respondence X -+ HA{X) gives a representation of the SeL group into a 
particular gauge group. In the case of the X group and the connections A 
belonging to the algebra of a unitary group, HA{X) is an element of the 
given unitary group. If one considers multi tensors that do not satisfy the 
algebraic constraint, one still has a group and can construct a representa­
tion by considering As that belong to a unitary gauge algebra. However, 
the corresponding representation will give a holonomy that is not an ele­
ment of the gauge group. It will, in general, be an element of the general 
linear group of the same dimension as the gauge group. This highlights 
the role of the algebraic constraint in this formalism. The differential con­
straint imposed on X ensures that HA{X) is a gauge covariant quantity 
provided that the expressions involved in the proofs converge (see chapter 
12 for some subtleties on this issue). 

We have shown that the analytic extension of any element of the SeL 
group defines a one-parameter subgroup. By studying its properties one 
can find the algebra associated with the SeL group. 

2.3.2 Generators of the BeL group 

Consider the one-parameter subgroup {X A} and suppose that we increase 
). by an infinitesimal amount. We can write 

dXA 
X A+dA = X A X X dA = X A + -- d)' 

d)' 

and taking ). = 0 we get 

X dA = I + F d)', 

(2.29) 

(2.30) 
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2.3 The extended group of loops 37 

where 

dX.>' (00 (_1)i-l .... ) ... 
F == d)" 1>.=0 = 0, t; i X t = (O, F) . (2.31 ) 

Introducing (2.30) in (2.29) we obtain the following differential equation 
for the elements of {X>'} 

dX>' -- = X>' X F = F X X>' 
d)" 

This equation can be iteratively integrated to give 

(2.32) 

>. n ).. k kIlo>' 10>'1 Io>.n >. X = I + L kiF + F n+ x d)..l d)..2 . . . d)..n+! X n+1 
k=l . 0 0 0 

(2.33) 
The process actually stops for any finite rank n component (Fn+! = 

F x ~t ~ x F = 0 in this case). Therefore 

00 )..k 
X>' = 1+ E k! Fk = exp()..F) . (2.34) 

We conclude that the vector F given by (2.31) is the generator of the 
one-parameter subgroup {X>'}. It is evident that the generator satisfies 
the differential constraint. We shall now prove the following fundamental 
property: F satisfies the homogeneous algebraic constraint (Le., the sum 
over permutations defined in equation (2.1O) vanishes). In other words, 
the generator of the one-parameter subgroup {X>'} is the algebraic free 
part of X. 

We know that 

{X>. )J.£l"'l-'kJ.£k+1 ••• J.£n = {X>. )J.£l ••• J.£k (X>. )1-'k+1 ... J.£n (2.35) 

Differentiating with respect to ).. and evaluating for)" = 0 we get 

d (dX>' ) J.£l· .. J.£k 
_ (X>' )J.£1 ... J.£kJ.£k+ 1 ... J.£n = -- IJ.£k+1 ... l-'n 

d)" >.=0 d)" >.=0 

+IJ.£l ... J.£k __ ( 
dX>' )J.£k+1 ... J.£n 

d)" >.=0 
(2.36) 

As 1 :::; k < n, we conclude 

FJ.£l .. ·J.£kJ.£k+1·"J.£n = 0 , 1:::; k < n . (2.37) 

Reciprocally, one can demonstrate that the exponential of any alge­
braically free quantity produces an object that satisfies the algebraic con­
straint. It is important to stress that these results allow us to obtain the 
general solution for the algebraic constraint (equation (2.34) with)" = 1 
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38 2 Loop coordinates and the extended group of loops 

and its inverse (2.31) give the relationship between an object that satisfies 
the algebraic constraint and its algebraic-free part). 

The set of all Fs that satisfy the differential constraint and the homo­
geneous algebraic constraint forms a vector space:F. One can define a 
bilinear operation on :F in the following way, 

(2.38) 

This operation is closed on:F. The vector space :F together with the 
bracket operation (2.38) defines the Lie algebra associated with the SeL 
group. 

2.4 Loop coordinates 

The quantities X that we introduced in section 2.2 are not freely speci­
fiable. That is, in order to be able to construct a gauge covariant object 
via equation (2.1), the Xs had to satisfy the differential and algebraic 
constraints (2.10), (2.11). That they are not freely specifiable is a natural 
thing, since they are elements of a group. That is why it was impor­
tant to find the associated algebra, since its free parameters give us a 
chance to separate the part of the multitangents that we can freely spec­
ify. In the previous section we saw how to construct the set of objects :F. 
These objects had the advantage of being constrained not by the algebraic 
constraint, but by the homogeneous algebraic constraint. This latter con­
straint is very easily solvable, simply by requiring some symmetries on the 
Fs, given by equation (2.37). In terms of the Fs one immediately is able 
to compute a solution to both the differential and algebraic constraints 
making use of equation (2.34), 

X = exp(F). (2.39) 

However, the Fs are far from freely prescribable since they are con­
strained by the differential constraint. The main intention of this section 
is to give a prescription for generating the Fs (and through them the Xs) 
from freely specifiable quantities. In order to do this we will need to in­
troduce some technology to deal with transverse tensors. This technology 
will also be useful for dealing with knot invariants. 

2.4.1 Transverse tensor calculus 

First of all notice that the notion of transversality (divergence equal to 
zero) is well defined for vector densities, since their divergence can be com­
puted without introducing an external metric. For instance, statements 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


2.4 Loop coordinates 39 

such as 

(2.40) 

are well defined for an object like E which is a vector density on the index 
a at the point x. 

Let us introduce the notion of transverse and longitudinal projectors 
in the multivector density space. In order to do this, it is convenient to 
endow the space of transverse vector densities of rank one with a natural 
metric structure. Given two transverse fields vax and wax one can define 
their inner product [22], 

g(V, W) = J d3x Va A~, 
(2.41 ) 

where A~ is a "potential" defined in the following way. Construct a 
two-form Wab = EabcWc. This two-form is curl-free, 8[cW ab] , due to the 
transversality of W a . Then one can define the one-form ("potential") 
A~ by 8[bA~ = Wab. This one-form is defined up to the addition of 
a gradient. This will force us to give ad-hoc prescriptions when dealing 
with expressions in terms of A~. However, the inner product (2.41) is 
well defined in a prescription independent way since the addition of a 
gradient to A~ only contributes a total divergence term. 

The inner product introduced by (2.41) gives rise to a covariant metric 
on the space of transverse vectors, 

g(V, W) = go axby vaxwby, (2.42) 

which can be explicitly written, for instance, in the transverse ( non­
covariant) prescription, 

(2.43) 

as 
1 XC _ yC 

go axby = - 411" Eabc 1 x _ Y 13 (2.44) 

Notice that due to the use of a non-covariant prescription the final ob­
ject has both coordinate and background metric dependence. go is a well 
known object in knot theory, where it plays the role of the kernel of the 
Gauss knot invariant, as we will see in section 2.6. It is the expression in 
a particular prescription of the covariant metric in the space of transverse 
vector densities defined by (2.41). Notice that in what follows we will 
not need to specify a background metric unless we want to give a specific 
prescription. In general, the covariant metric is defined up to gradients 
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40 2 Loop coordinates and the extended group of loops 

that change according to the prescription chosen, 

gaxby = go axby + Pax y,b + Pby x,a . (2.45) 

'Ifansverse and longitudinal projectors may easily be written without 
the use of a background metric in terms of g and its inverse in the trans­
verse space, 

(2.46) 

We define the quantities OT and 0 L (the transverse and longitudinal 
Dirac deltas) as 

s;- ax _ axcz 
VT by = g gczby (2.47) 

and 
s;-ax _s;-ax s;-ax 
v L by = v by - VT by, (2.48) 

where oax by = oabo(x - y). It is straightforward to check that they have 
the desired projection properties, 

OTJ.t P OTP v = OTJ.t v , 

OLJ.tp OLPv = OLJ.t v , 

o L J.t P OTP v = OTJ.t pOL P v = 0 . 

By using the explicit form of the covariant metric one can prove that 

s;- ax ,.j,.ax 
vL by='f' y,b, (2.49) 

where 

~ ¢ ax = -O(x _ y) . aXa y 
(2.50) 

The ambiguity in the definition of the metric induces an ambiguity in 
the decomposition into transverse and longitudinal parts. Each function 
¢ that satisfies (2.50) determines a particular prescription of the decom­
position. It is important to note that the transverse density fields and in 
particular the contravariant metric (2.46) are prescription independent. 
In the particular case in which we choose the transverse metric to be go 

we have 

¢ax 
1 a 1 

(2.51) ---o y 41l" axa I x - y I ' 

o ax 
OT by = 

oax aaab 1 
b +--
Y 41l" I x - y I (2.52) 

A transverse projector acting on the vector space £ of multitensor den­
sities can be immediately introduced through the matrix OT, defined in 
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2.4 Loop coordinates 41 

components as 

(2.53) 

Given any multi vector density E one can construct a multivector den­
sity ET that is transverse or in other words that satisfies the homogeneous 
part of the differential constraint (2.11) by, 

ET=6T ·E. (2.54) 

The set of all ETS forms a linear vector space t:T' The definition of ET 
is not unique, it depends on the prescription used in the definition of the 
projector. 

Since 6T a projector, relation (2.54) is obviously not invertible in gen­
eral. However, it turns out that it can be inverted on a subspace of t: 
given by t: D, the multitensor densities that satisfy the differential con­
straint (2.11). In order to do this, let us start by evaluating 

E /-'l"'/-'n _ 5:/-'1 5:/-'n E V 1 ... Vn 
D - U V1"' U Vn D , (2.55) 

making use of identity (2.48) and the differential constraint and recalling 
that the first rank component of E is transverse, we then get 

ED=a·ET. (2.56) 

The soldering quantities (J' only depend on the function ¢ which char­
acterizes the choice of decomposition in transverse and longitudinal parts, 

with 

ifm=n 
ifm <n 
ifm > n 

(2.57) 

(2.58) 
Again, this definition is not unique and will be prescription dependent. 

However, starting from a given ED one can construct an ET and then 
uniquely reconstruct the original ED by applying a. 

A crucial property is that the quantities a satisfy the differential con­
straint in their upper indices, as can be checked from their definition. 
That is, given an arbitrary transverse multitensor density ET, one can 
construct a solution of the differential constraint by applying equation 
(2.56). 
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42 2 Loop coordinates and the extended group of loops 

The quantities a have definite transversality properties 

oT·a=oT, 

a·oT=a. 

(2.59) 

(2.60) 

Notice that due to these properties we can relax the requirement to 
construct a solution to the differential constraint, i.e., given an arbitrary 
multitensor E, the quantity a·E is a solution of the differential constraint. 

Under a change of the prescription <pf~ ---t <p~~ we get a a[<P2] satisfying 

(2.61) 

The operations OT and a define an isomorphism between vector spaces, 
ED the space of multitensors that solve the differential constraint and ET 
via, 

ET=OT·ED, 

ED = a· ET. 

(2.62) 

(2.63) 

The vector product can be introduced in the vector space ED and, due 
to the isomorphism, it is simply given by 

(2.64) 

This last property will have useful applications in section 2.6 where we 
construct diffeomorphism invariants. 

We are now ready to combine this construction with the ideas of the 
last section to define the loop coordinates. 

2.4.2 Freely specifiable loop coordinates 

We saw in section 2.3.2 that one could generate a solution to the differ­
ential and algebraic constraints X by considering 

X = exp(F) (2.65) 

but for this to hold F had to satisfy the differential constraint and the 
homogeneous algebraic constraint. 

Let us now consider an arbitrary transverse multitensor ET. Applying 
the results of the last subsection, we notice that the quantity a . ET 
satisfies the differential constraint. Unfortunately, it does not satisfy the 
homogeneous algebraic constraint (if it did, we would be done, since it 
would be an element of :F). 

We will remedy this situation now. We define a new matrix, given by 

n-l ( ) 
nl-ll···IJ.n = oIJ.1 ••• IJ.n + ""' n - k (_1)k oIJ.l ••• lJ.klJ.k+l ... lJ.n 

Vl···Vm - Vl···Vm L..J n Vl···Vm , 

k=l 
(2.66) 
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2.4 Loop coordinates 43 

where 

>:/-L1···/-Ln - >: >:/-L1 >:/-Ln 
U Vl ... lJm = Un,m U VI··· U V n . (2.67) 

The matrix n has the following important property: it satisfies the 
homogeneous algebraic constraint in the upper indices. This fact imme­
diately shows that n is a projector. Given an arbitrary vector E, n· E 
is an algebraic-free object. In particular we have F = n . F. 

Let us now introduce the following set of vectors 

(2.68) 

with 

(2.69) 

which written explicitly in components is 

(s )J.l1 ••• J.ln = (J"J.l1 ••• J.ln n01 •.. O / 
/.I1 ••• /.Im 01 ..• 0/ /.I1 ••• /.Im· (2.70) 

These vectors combine the action of (J", which converted an arbitrary 
multitensor into a solution of the differential constraint, and n, which 
projects into the space of solutions of the homogeneous algebraic con­
straint. That is, given an arbitrary multivector density E, projecting it 
with S one obtains an element of F. Simply by exponentiating this ele­
ment, as we saw in section 2.3.2, we obtain a solution of the differential 
and algebraic constraint. That is, we just consider, 

x = exp(S· E), (2.71) 

and the Es are unconstrained! Notice that expression (2.71) is the usual 
relation between elements of a Lie group (X), a basis of generators Sand 
their free parameters (E). 

Expression (2.71) does not really depend on the portion of the Es that 
does not satisfy the homogeneous algebraic and differential constraints 
since the contraction with the Ss is independent of that portion. There­
fore, one will usually concentrate on the set of transverse vectors Y that 
satisfy the homogeneous algebraic constraint, and we will call this set y, 

y: Y=DT'Y and y/-L1 ..• J.lk/-Lk+1···/-Ln = 0 , 1::; k < n . 

(2.72) 
The situation is totally analogous, for instance, to that of the Lorentz 

group. In that case the generators are antisymmetric matrices and there­
fore one usually works with free parameters that are antisymmetric ma­
trices in spite of the fact that any kind of matrix would do. It is just that 
one can only code relevant information in its antisymmetric part. Simi­
larly here, any arbitrary multitensor E would work as a free parameter, 
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44 2 Loop coordinates and the extended group of loops 

but only information coded in the portion that satisfies the homogeneous 
constraints will be relevant for constructing the Xs via equation (2.71), 

x = exp(S· Y). 

The elements of Yare immediately related to those of F by 

Y=8T ·F. 

(2.73) 

(2.74) 

When referring to multitangents rather than arbitrary multitensors we 
can therefore call the objects Y "loop coordinates" or coordinates in loop 
space. Abusing the terminology a bit we will also refer to them in this 
way when we talk about arbitrary multitensor densities not necessarily 
associated with loops. 

Since they are solutions to the homogeneous algebraic and differential 
constraint, the Ss are elements of F and therefore they form a basis for 
the algebra as we suggested above. Details of their construction, the 
proof that they satisfy the algebra and the determination of the structure 
constants of the SeL can be seen in reference [20]. 

2.5 Action of the differential operators 

In the previous chapter we introduced a series of differential operators 
that represented the infinitesimal generators of the group of loops. The 
loop coordinates provide us with an explicit representation in terms of 
which we can explore the action of the differential operators. We will 
not discuss in detail the action of all the differential operators, since as 
we saw, they are related to each other. We will only concentrate on the 
action of the loop derivative and of the contact derivative. The former can 
be used as the starting point to compute any other derivative. The latter 
is related to diffeomorphism invariance and therefore deserves a detailed 
treatment. 

Let us therefore start by computing the action of the loop derivative 
on a multitangent field. By the definition of the loop derivative (1.17), 

(1 + ~aab ~ab( 7l'~) )Xalxl ... anXn (r) == Xalxl ... anXn (7l'~ 0 8u8v8u8v 0 7l'~ 0,), 

(2.75) 
and recalling the relation between the x-product and the composition law 
(2.22), we can write 

x a1 Xl .. ·anXn (7l'~ 0 8u8v8u8v 0 7l'~ 0 ,) = 
(X(7l'~) x X z(8u8v8u8v) X X(7l'~) x X(r))a1xl ... anXn. (2.76) 

Notice that Xz(8u8v8u8v) is a multitangent basepointed at z, which is in 
line with the fact that it is composed with an open path that ends at z. 
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2.5 Action of the differential operators 45 

We therefore need to evaluate X(8u8v8u8iJ) applying the definition of 
the multitangents (2.3). We can do this order by order. We will only 
make explicit the calculation of the first order, 

Xz(8u8v8u8iJ)a1Xl = flUa1 8(Xl - z) + f2V a1 8(Xl + flU - z) 

-flua18(Xl + flU + f2V - z) - f2V a1 8(Xl + f2V - z), (2.77) 

we now expand the Dirac deltas 

(2.78) 

and noticing that all linear terms cancel, we collect terms of order fl f2 to 
get 

(2.79) 

In this last expression aab = 2fl f2U[a vb] as usual and we have intro­
duced the antisymmetrized Kronecker delta 8~i = ~(8~8g - 8b8~) and the 
notation 8,c(x - z) = oc8(x - z). 

With this in mind, similar calculations follow for higher order multi­
tangents. The results are 

b.ab(7r~)XalXl (r) = 8:tC8,c(Xl - z), (2.80) 
b.ab(7r~)XalXla2x2(r) = 8:t28(Xl - Z)8(X2 - z) 

+8:Ec8,c(X2 - Z)Xa1X1 (7r~) + 8:t8,c(Xl - z)xa2X2(7r~ 0,), (2.81) 

and, in general, 

b.ab(7r~)xalXl ... anXn(r) = 
8:t C8,c(Xl - z)Xa2x2 ... anXn(7r~ 0,) 

+8anC8 (x _ z)Xalxl ... an-lXn-l (7rZ) ab ,c n 0 

+8:ta28(Xl - Z)8(X2 - z)Xa3x3 ... anXn (7r~ 0,) 
+8:b-lan8(xn_l - z)8(xn - z)xalxl ... an-2Xn-2(7r~) 

n-2 
+ L 8:~+lC 8,c(Xj+l - z)Xalxl ... ajXj (7r~)Xai+2Xi+2 ... anXn (7r~ 0,) 

j=l 
n-3 
'""' a'+la"+2 + ~ 8a~ J 8(xj+1 - Z)8(Xj+2 - z) 
j=l 

xxalxl ... ajXj (7r~)xai+3Xj+3 ... anXn (7r~ 0,). (2.82) 

In terms of these expressions for the loop derivative one can recon­
struct the action of any other differential operator. We will consider as 
an example the expressions for the contact derivative. 

The expression of the action of the contact derivative on a multitangent 
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46 2 Loop coordinates and the extended group of loops 

is, 

n L t5:t C t5,c(Xj - Z)xalXl ... aj-1Xj-lbzaH1XH1 ... anXn (-y) + 
j=l 
n-l L t5:tH1 t5(Xj - Z)t5(Xj+1 - Z)XalXl ... aj-1Xj-lbzaH2XH2 ... anXn(-y). 

j=l 
(2.83) 

This expression can be written as a linear transformation of the X s. 
This is just an expression of the fact that a "passive" diffeomorphism 
where one deforms the loop is the same as an "active" diffeomorphism 
where one maintains the loop fixed but changes coordinates. Let us take 
a minute to explore this result in detail. We rewrite the expression for 
the contact derivative as 

n 
Ca(z)xalxl ... anXn (,) = L Aaz ajXj byXalxl ... aj-1Xj-lbyaH1Xj+l ... anXn (,) 

with 

j=l 
n-l 

+ ~ B ajXjaj+1Xj+l xalxl ... aj-1Xj-lbyaj+2Xj+2 ... anXn 
~ ~ by , 
j=l 

AazalXlby = t5:tct5,c(Xl - z)t5(y - z), 

Bazalxla2X2by = t5:ta2t5(Xl - Z)t5(X2 - z)t5(y - z), 

(2.84) 

(2.85) 

(2.86) 

where we have used a generalized Einstein convention on the index y. 
Sometimes it will be useful to compute the action of differential oper­

ators on cyclic multitangents, for instance, if one wants to evaluate the 
contact derivative of a Wilson loop, which only depends on the cyclic 
portion of the multitangents, 

(2.87) 

It is given by 
n 

Ca(z)X~lxl ... anXn (-y) = L Caz ajXj byX~lxl ... aj-1Xj-lbyaHlxHl ... anxn (-Y), 
j=l 

(2.88) 
where 

(2.89) 
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2.6 Diffeomorphism invariants and knots 47 

Equation (2.84) can also be rearranged in terms of the linear transfor­
mation matrix C making use of the differential constraint, which was also 
used to derive (2.88). 

These expressions allow us to write the expression for the transforma­
tion law of the multi tangents under an infinitesimal coordinate transfor­
mation xa ~ x,a = Da(x) == xa + Na(x) simply by computing 

(1 + J d3XNa (X)Ca (x)) X/1-l ••• /1-n = AD~~ ... AD~: X II1 ••• lln, (2.90) 

with the coordinate transformation matrices given by 

ay _ 1 aDa(x) ( -I( )) _ aDa(x) ( 
AD bx - J(x) axb 0 x - D y - axb o(D x) - y)), (2.91) 

where J(x) is the Jacobian of the coordinate transformation. 

2.6 Diffeomorphism invariants and knots 

Any vector F belonging to the SeL algebra behaves as a multi vector den­
sity under a diffeomorphism that leaves the basepoint fixed. In matrix 
form the transformation law corresponding to a coordinate transformation 
xa ~ x'a = Da(x) is 

F' =AD . F (2.92) 

where 

A /1-l···/1-n - 1: A /1-1 A /1-n D IIl ... lIm = Un,m D Ill'" D lin' (2.93) 

From here it is immediate just by inspecting equation (2.62) to derive 
the transformation law for the transverse algebraic-free vectors Y, 

y' = OT . F' = CD . Y, (2.94) 

where 

CD ==oT·AD·a. (2.95) 

The diffeomorphism transfor~ation given by (2.92) is just a particular 
example of a more general family of transformations: the automorphisms 
of the algebra. Other automorphisms can be considered, for instance, the 
conjugation F' = X x F X X-I. 

The isomorphism between the vector spaces CD and CT makes CD a 
representation of the diffeomorphism group. This representation emerges 
as the push-forward of the natural action of diffeomorphisms on the space 
of solutions of the differential constraint through the isomorphism of that 
space with the space of transverse vectors CT. 
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48 2 Loop coordinates and the extended group of loops 

The presence of the non-diagonal matrix a in CD makes this representa­
tion highly non-trivial. This is an important result, due to the possibility 
of introducing objects that transform under the adjoint representation 
of the diffeomorphism group. In fact, the isomorphism guarantees the 
following property of the as 

a = AD . a . CD-I. (2.96) 

This relationship clearly shows the role played by the as as the soldering 
quantities between the fundamental representation AD and the adjoint 
representation CD. It is straightforward to see that the subspaces :F and 
y are invariant under diffeomorphisms. 

Our task is to construct quantities invariant under automorphisms. To 
illustrate the procedure to follow, let us consider what is usually done to 
construct invariants of a group, say SU(2). One takes elements of the 
group WWi , where a i are the usual Pauli matrices and Wi free parameters, 
and computes their trace 

(2.97) 

The result is obviously an invariant and it has the form of a metric Gij (in 
this particular case equal to 6ij ), which is invariant under the action ofthe 
automorphisms of the group, contracted with the free parameters of the 
group. Analogously one can take traces of higher order products of ele­
ments and one would end up with invariants of the form Gil ···in Wil ... Win. 

We will generically call the Gs "invariant metrics". 
We will now follow a similar procedure to find invariants under automor­

phisms of the SeL group. Since we showed that diffeomorphisms are just a 
particular case of automorphisms, the result will be diffeomorphism invari­
ant. Consider a covector in the space y, g = (O, gIJ.11£2'···' gl£l ... l£n'···) 

with the following properties: 

g=g·CD, (2.98) 

(2.99) 

With it, we can define a multilinear form from Y x ... x Y into the 
complex numbers, 

In = g. (Yl X ••• X Y n) (2.100) 

that is invariant with respect to all automorphisms described above. The 
invariance property (2.98) ensures that (2.100) is invariant under dif­
feomorphisms, (2.99) ensures invariance under conjugation. Why do we 
require the extra cyclicity property (2.99)? The reader should remember 
that all the multitangent formalism is basepointed, i.e., there is a pre­
ferred point in the manifold as was obvious, for instance, when writing 
the differential constraint (2.11). The diffeomorphisms under which the 
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2.6 Diffeomorphism invariants and knots 49 

constructed quantity would end up being invariant would be those that 
leave the basepoint fixed. This is not what one is usually interested in, 
not even in the case of knot invariants, when the multitensors really are 
multitangents to loops. The cyclicity property ensures that the quantities 
constructed do not depend on any basepoint. 

Unfortunately, we do not have a general technique for constructing the 
invariant tensors 9. Taking traces as in the SU(2) example does not 
work since we want objects not only invariant under conjugacy but also 
under other automorphisms, specifically the ones that represent diffeo­
morphisms and the traces are not invariant under these transformations. 
Some invariant tensors 9 are known and we will discuss them in some 
detail later. 

This formalism appears to be a very powerful technique for construct­
ing invariants associated with three-manifolds. Its implications have not 
been worked out in detail yet, so we will end the generic discussion here. 
However, it is quite clear that this construction can immediately be partic­
ularized to the case in which one is not dealing with arbitrary multitensor 
fields, but with multitangents associated with loops. The resulting in­
variants would be knot invariants. There is an abundant literature on 
the subject and therefore we will find it worthwhile to explore the im­
plications of our formalism in some detail for this case in order to make 
contact with well known results. 

Therefore, we will now consider the quantities 

In(-y) = g. (Y(-y) x ... x Y(-y)), (2.101) 

and it is evident by construction that In ('Y) = In ('Y') if'Y and 'Y' are related 
by a diffeomorphism. 

Let us consider some particular examples of these quantities. Take 
n = 2. In this case, the invariant metric has only one non-vanishing 
component, 

9a 1£1 ••• l£n = 8n,2 91£11£2 , (2.102) 

where 91£11£2 is the metric on the space of order one multitangents, already 
introduced in (2.45). It leads to the following invariant: 

(2.103) 

For a first order multitangent yl£(-y) = XI£(-y)j replacing the definition 
of the X s (2.3) and of 9 (2.44) and performing the integrals over the 
three-manifold explicitly we get 

(2.104) 

The reader may recognize in this expression the Gauss linking number. 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


50 2 Loop coordinates and the extended group of loops 

Since we computed it for only one curve, it is a "self-linking number", 
a quantity which is in general ill-defined and to which we will return in 
chapter 10. 

Although there is not a systematic procedure for constructing the in­
variant metrics, an infinite family of them can be constructed applying 
results from Chern-Simons theories, a class of topological field theories 
that has recently attracted great attention [45J. Using these techniques 
other invariant metrics have been computed in explicit fashion [187, 47], 
but we will postpone their discussion until chapter 10 when we discuss 
Chern-Simons theory in some detail. 

The metrics are prescription dependent objects, as can be readily seen 
from equation (2.98). The knot invariants, however, should be prescrip­
tion independent. In order to see this let us fix some prescription for g, 
gl = gl . I5Tl . Then 

gl . 91 = gl . I5Tl . F = gl . F. (2.105) 

But F = 0'2 .92 , then 

gl .91 = gl . 0'2 .92 = g2 .92 , (2.106) 

where 

(2.107) 

is the invariant tensor in the prescription 2. Using the algebraic-free 
coordinates we have 

(2.108) 

If one is considering a specific representation of the group of loops in 
terms of a gauge group, as we will start to do in the next chapter, func­
tionals of a loop and of multiloops will be related by a series of identities 
called the Mandelstam identities. With these identities one can build and 
relate invariants of links of more than one component. We will return to 
this subject in chapter 10. 

2.7 Conclusions 

In this chapter we introduced a series of analytic techniques for describing 
loops. We exhibited the important role of multitensor densities as rep­
resentations of loops. In fact we noticed that multitensor density fields 
can play a more fundamental role than loops in physics altogether. We 
showed how to represent the group of loops and how to extend it to form 
a Lie group in terms of multitensor fields. We found, by constructing the 
associated Lie algebra and its free parameters, a set of freely prescribable 
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2.7 Conclusions 51 

multitensors that can be used as fundamental objects to describe loops or 
to build a more general framework. We showed how the diffeomorphisms 
are represented in terms of these objects and how to use them to construct 
invariants of three-manifolds and of knots. All these techniques will play 
a fundamental role in chapters 10 and 11 in the applications to quantum 
gravity. They will be especially useful for revealing the relations between 
quantum gravity and topological field theories and will possibly become 
the calculational bridge between the beautiful notions of knot theory and 
the Einstein equations. Of all the mathematical technology that we will 
introduce in chapters 1-3, the extended loop calculus is the most recently 
discovered and its implications are least explored. A great degree of im­
provement in the understanding of these issues is likely to appear in the 
years to come. 
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3 
The loop representation 

3.1 Introduction 

At the beginning of the 1970s gauge theories and in particular Yang­
Mills theories appeared as the fundamental theories that described par­
ticle interactions. Two main perturbative results were established: the 
unification of electromagnetic and weak interactions and the proof of the 
renormalizability of Yang-Mills theory. However, the advent of proposals 
to describe strong interactions in terms of gauge theories - and in par­
ticular the establishment of QeD and the quark model for the hadrons -
required the development of new non-perturbative techniques. Problems 
such as that of confinement, chiral symmetry breaking and the U(I) prob­
lem spawned interest in various non-perturbative alternatives to the usual 
treatment of quantum phenomena in gauge theories. Both at the contin­
uum and lattice levels various attempts were made [44, 48, 12, 49, 50] 
to describe gauge theories in terms of extended objects as Wilson loops 
and holonomies. Some of these treatments started at a classical level [44], 
with the intention of completely reformulating and solving classical gauge 
theories in terms of loops. Other proposals were at the quantum mechan­
icallevelj for instance, trying to find a Schwinger-Dyson formulation in 
order to obtain a generating functional for the Green functions of gauge 
theories using the Wilson loop. Among these latter proposals we find the 
loop representation [5, 34], based on constructing a quantum representa­
tion of Hamiltonian gauge theories in terms of loops. In this context, the 
main advantage of the loop representation was to do away with the first 
class constraint of the theories (the Gauss law), and therefore with the 
redundancy introduced by gauge symmetries. It allowed researchers to 
work directly in the space of physical states. 

The idea that a non-perturbative quantization is possibly the only vi­
able solution to the problems presented by the quantization of general 

52 
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3.1 Introduction 53 

relativity is not new. However, the failure of various attempts based on 
perturbation theory over the last two decades has increased the belief that 
non-perturbative methods may be the only alternative to approach the 
quantization of gravity. In particular, the striking example of 2+1 grav­
ity, which for many years was considered perturbatively as pathological 
as 3+ 1 gravity until it was proven by Witten [46] that it can be exactly 
quantized, has contributed to the belief that perturbative methods in gen­
eral relativity can be quite misleading. Simultaneously, the introduction 
of a new set of variables by Ashtekar [51] that cast general relativity in 
the same language as gauge theories provided the natural framework for 
the introduction of loop techniques as a natural non-perturbative avenue 
for the quantization of Einstein's theory. As the Hamiltonian was the 
most promising scenario for the new variables, the loop representation 
appeared to be the most natural application of loop techniques to the 
problem [38, 39]. Moreover it was apparent from the beginning that the 
use of the loop representation allowed various new insights, in particu­
lar it revealed a new connection between general relativity and geometry, 
but now at a quantum level. Wavefunctions in the loop representation 
appeared in the pioneering work of Rovelli and Smolin as intimately re­
lated with various notions of mathematics, in particular those of the newly 
flourishing branch of knot theory. This connection was highlighted when 
the Jones polynomial was found to play the role of a possible state of 
quantum general relativity [52]. 

In this chapter we will briefly discuss various physical results that we 
will need, in combination with the loop techniques introduced in the first 
two chapters, to introduce the idea of a loop representation. These ideas 
will be used extensively to discuss the applications in subsequent chap­
ters of the book. The level of rigor and depth that we will maintain in 
this chapter is only the one needed to discuss the applications. Many of 
the topics covered in this chapter would, in general, require a book by 
themselves if they were to be discussed in detail. The idea of this chapter 
is therefore to fix notation for the advanced reader and to introduce the 
beginner to these topics in order to allow a first reading of the rest of the 
book. 

The organization of this chapter is as follows. We will start in section 
3.2 with a discussion of the canonical formulation and quantization of field 
theories. The idea is to lay down the formalism that we will use to treat 
both Yang-Mills theories and gravity. In both cases we will be dealing 
with systems with constraints and we will briefly discuss their treatment. 
In section 3.3 we discuss Yang-Mills theories in the canonical formulation 
both at a classical and a quantum mechanical level, highlighting the role 
of the Gauss law. We will then discuss the role of Wilson loops as a basis 
of solutions of the Gauss law and their properties in section 3.4. In section 
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54 3 The loop representation 

3.5 we will discuss, in general, the formulation of the loop representation 
and its implications. We analyze in some detail two possible definitions 
of the loop representation that we will use throughout the book. We will 
end with a summary and discussion in section 3.6 

3.2 Hamiltonian formulation of systems with constraints 

3.2.1 Classical theory 

The subject of constrained Hamiltonian systems was pioneered by Dirac 
[27] in the 1950s and is well established by now. Abundant literature ex­
ists on the subject and treatments vary from elementary to very sophisti­
cated, since the subject is endowed with a rich geometrical structure. The 
intention of this section is just to fix notation and to remind the reader 
briefly of the ideas involved. More extensive treatments can be found in 
[27,28,29,30] and those who want to explore the geometrical framework 
are referred to [31, 32, 33]. 

Physical theories are not usually described in terms of the minimum 
possible number of variables. In general, descriptions are made in terms 
of quantities that present a certain degree of redundancy which results 
in the fact that the system is invariant under certain symmetries. For 
instance, one does not usually describe the free electromagnetic field in 
terms of the two helicity components of the electric field, but rather in 
terms of the vector potential. The resulting formulation is invariant under 
gauge transformations. What will happen in general is that given a set of 
initial data the end result of the evolution will not be unique but will lie 
on a set of equivalent physical configurations related by the symmetries of 
the theory. Systems as simple as the free relativistic particle are usually 
formulated with redundant variables due to the Lorentz symmetry which 
does not specify a unique choice of time. 

We will assume that one has a Hamiltonian system (possibly with an 
infinite number of degrees of freedom), described by a set of canonical 
variables qi and canonical momenta Pi with Poisson bracket relations, 

(3.1) 

When one formulates canonically a system with redundant variables and 
symmetries, the resulting canonical formulation has constraints. The con­
straints are a set of relations <Pm (Pi , qi) = 0, i = 1, ... , m among the 
canonical variables. Some constraints become manifest when one per­
forms the Legendre transform from the Lagrangian formulation. These are 
called "primary" constraints. When one requires that these constraints be 
preserved by evolution, new constraints may appear, called "secondary", 
which in turn have to be preserved by evolution and so on. 
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3.2 Hamiltonian formulation of systems with constraints 55 

There is a further distinction between constraints. A constraint <Pk 
will be said to be of first class if its Poisson bracket with all the other 
constraints is a linear combination of the constraints, 

(3.2) 

Other constraints are called second class. In this book we will only 
discuss first class constraints. This is due to three reasons. First, there 
is a procedure ("Dirac brackets") [27] to convert a set of second class 
constraints to first class ones by redefining the Poisson bracket structure 
of phase space. Second, most formulations of the theories of interest in 
this book such as Yang-Mills theories and general relativity only present 
first class constraints. Third, although certain gauge fixed formulations of 
gauge theories involve second class constraints, the loop formulation does 
not require any gauge fixing, since it is automatically gauge invariant. 

The effect of having constraints in the theory is to restrict the dynamics 
to taking place on a surface r in the phase space r called the "constraint 
surface". The dynamical trajectories on r are not well defined. Each 
dynamical evolution is represented by an infinite family of trajectories 
that are physically equivalent. This is the representation in this picture 
of what is usually called "gauge". The family of trajectories are "gauge 
equivalent". This is due to the fact that there is an ambiguity in extend­
ing quantities from r to r since two quantities that differ by a combina­
tion of constraints are equal on the constraint surface. In particular, the 
Hamiltonian is not well defined and two Hamiltonians differing by linear 
combinations of the constraints will generate two physically equivalent 
gauge related trajectories 

H,...., H' = H + )...m<Pm, (3.3) 

where )...m do not depend on the canonical variables. 
After an infinitesimal amount of time, two equivalent dynamical evo­

lutions which started from the same initial conditions differ by terms 
proportional to the commutators of the dynamical variables with the 
constraints. That is, one can view the commutator of any function of 
phase space with a constraint as a representation on phase space of the 
infinitesimal generator of the symmetry associated with the constraint, 

(3.4) 

Strictly speaking, these symmetries generated by the first class con­
straints of a theory should be called "gauge" symmetries of a theory. For 
the case of usual Yang-Mills theories on trivial fiber bundles the symme­
tries generated by the constraints coincide with the usual idea of gauge 
symmetries. In general, however, this equivalence is only local and global 
inequivalences may give rise to observable physical phenomena. 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


56 3 The loop representation 

Non-vanishing quantities whose Poisson brackets with the constraints 
vanish on the constraint surface are called "observables" of the system, 
since they are the quantities that are invariant under the symmetries 
generated by the constraints. 

3.2.2 Quantum theory 

A procedure for quantizing Hamiltonian systems with first class con­
straints was first proposed by Dirac [27]. Although the original formula­
tion was presented for systems with a finite number of degrees of freedom, 
it is readily generalizable to the case of field theories. The method consists 
basically of five steps. 

• Select an algebra of quantities in the classical theory general enough to 
be able to express any quantity of physical interest in terms of the selected 
quantities. In the simplest examples, one usually takes the canonical 
coordinates with their Poisson relations as such an algebra. 

• Represent this algebra as a set of operators acting on a functional 
space V and promote the Poisson bracket relations to relations between 
commutators of operators. No particular restriction is imposed on the 
functional space at this level. Again, as an example one can choose repre­
sentation on functionals ofthe configuration variables w[q], and represent 
the fundamental operators as qw[q] = qw[q], pw[q] = -in{6 w[q]/6q) and 
their commutation relation as [q,p] = in. (From now on we will choose 
units such that n = 1.) 

• Promote the constraint equations to wave equations acting on the 
space of functions V. This process is, in general, not unique, depending 
on regularizations and factor orderings. Moreover, it should be performed 
in such a way as to promote the classical Poisson brackets of the constraint 
to consistent commutation relations of the wave equations. The space of 
solutions to the wave equations will, in general, be a restriction of V and 
will contain the wavefunctions of physical relevance: we call it V. 

• Determine the evolution as a function of the parameter of evolution 
of the associated classical theory of the states (Schodinger picture) or 
observables (Heisenberg picture) with the use of either the Schrodinger 
equation for the states, 

.aw = ifw 
Z at ' (3.5) 

where if is the Hamiltonian operator, or the Heisemberg equations for the 
observables. Notice that the evolution is unambiguous since in the pre­
vious point we imposed the constraints on the wavefunctionals. That is, 
adding a combination of constraints to the Hamiltonian does not change 
the evolution, since they annihilate the wavefunctionals. 
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3.2 Hamiltonian formulation of systems with constraints 57 

• Introduce an inner product on V such that it becomes a Hilbert space, 
the observables become self-adjoint operators and the wavefunctions of 
physical interest become normalizable. 

With these steps completed one is in position to do physics by taking 
expectation values of physical observables using the inner product on the 
Hilbert space of wavefunctions. Notice that apart from some subtleties, 
this is what most physicists would recognize as the "usual" procedure of 
canonical quantization. However, several points need further comment. 

First of all notice that in the first step we are allowing the use of a 
non-canonical algebra to perform the quantization. This is not, strictly 
speaking, what Dirac originally proposed, since he only considered the 
use of the algebra of canonical quantities. Allowing a non-canonical (and 
possibly overcomplete) algebra is more flexible in the sense that it can 
accommodate dynamical systems which do not naturally have a canonical 
algebra or situations where to use a canonical algebra is not convenient. 
It will be important in the formulation of the loop representation. 

It could happen that when one performs the Legendre transform to de­
termine the Hamiltonian the end result is a quantity that vanishes on the 
constraint surface. That is, the Hamiltonian of the theory is a combina­
tion of constraints. In this case the Schrodinger (or Heisenberg) equations 
simply say that the states (or observables) do not evolve with the clas­
sical parameter of evolution. In this case the notion of "time" in the 
system has to be retrieved in a different way. One possibility is to isolate 
one of the canonical variables as a "time" T and "deparametrize" the 
theory in such a way that the Hamiltonian constraint can be written as 
H == 1fT - ii, where 1fT is the variable canonically conjugate to T ("en­
ergy"). Then one considers ii as a true non-vanishing Hamiltonian and 
T as an evolution variable. The evolution in the "time" T is generated 
with the Hamiltonian ii and its corresponding Schrodinger (or Heisen­
berg) equation. This procedure is generically by no means trivial and 
in many systems it is not known how to perform it in a consistent way. 
Many systems have vanishing Hamiltonians and almost any system can 
be written in such a way that the Hamiltonian vanishes (these are usually 
called "parametrized theories"). Other systems, however, come naturally 
"already parametrized". An example of this behavior, as we shall see, is 
general relativity. Other examples are the relativistic free particle and 
string. A comprehensive discussion of these and other related issues is 
the review article by Kuchar [57]. 

Another thing that can happen is that the theory could have symmetries 
that are not reflected in the appearance of constraints. This is usually the 
case with global symmetries, like "large" gauge transformations or diffeo­
morphisms. We will largely ignore these in this book. In principle, one 
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58 3 The loop representation 

should require that wavefunctions transform as unitary representations of 
the respective symmetry. This can put constraints on the inner product 
one selects, as has been emphasized by Peldan [58]. 

In the method presented above the first three steps contained specific 
proposals. Although in each of them one is faced with many inequivalent 
choices, one can always pick one of them and proceed. A different situa­
tion arises in the last step, where no prescription for the introduction of an 
inner product is made. The Dirac quantization procedure does not spec­
ify how to introduce an inner product and in this sense it is incomplete. 
This situation is particularly complex in systems where one does not have 
extra auxiliary structures that in some sense determine a preferred inner 
product. For instance, in usual field theories on a flat background the 
Poincare invariance uniquely fixes the inner product. However, in the 
gravitational case, for instance, one does not have at hand such a guiding 
principle. There are proposals to extend Dirac's method of quantization 
in such a way as to have a program that chooses an inner product without 
resorting to any additional symmetries or structures. Among these pro­
posals is that of Ashtekar [2] who suggests endowing the phase space with 
a star algebra structure which may be sufficient to fix the inner product. 
The issue of the inner product in non-linear field theories is by no means 
completely understood at present and in our book we will discuss it only 
tangentially. 

3.3 Yang-Mills theories 

Yang-Mills theories have proven to be very useful as descriptions of the 
physics of the elementary particles. An extensive literature has dealt 
with them from various viewpoints and at present there is a good under­
standing of many of their features. It is therefore reasonable to introduce 
Yang-Mills theories at this point to illustrate various concepts we will 
need in the rest of the book, especially in the applications to gravity. In 
particular Yang-Mills theories have proven an adequate ground to develop 
techniques related to loops. Many techniques and results that are only 
conjectured to hold for the gravitational case have actually been proved 
and exhaustively studied for the Yang-Mills case. 

In this section we will introduce the canonical formulation of classical 
and quantum Yang-Mills theories in terms of the traditional variables. In 
particular we will study the meaning of the Gauss law as a constraint and 
generator of the gauge symmetries of the theory. In subsequent sections 
we will review these results in the language of loops. 
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3.3 Yang-Mills theories 59 

3.3.1 Canonical formulation 

Yang-Mills theories are based on an algebra valued connection A,." on a 
flat manifold "'''''v with an action 

S == f d4x£ = -~ f d4xy'ii","">.",vPTr(F ,."vF>.p) , (3.6) 

where F,."v = o,."Av - ovA,." + i[A,.", Av] and [, ] is the commutator in the 
Lie algebra associated with the gauge group. We denote by ..jTj the square 
root of the absolute value of the determinant of the metric. Elements of 
the Lie algebra will be denoted with boldface characters. Sometimes it 
will also be convenient to introduce the notation in components in terms 
of the basis of generators of the Lie algebra, for instance, 

A,." = A~Xi, (3.7) 

where Xi are the generators of the Lie algebra satisfying 

[Xi Xi] = CiiXk 
, k' (3.8) 

where C~ are the structure constants of the group in question. 
We take as background metric '" = diag( -1,1,1,1) and consider as con­

figuration variables Ao and Aa and compute their canonical momenta*, 
1fo and 1fa 

1fo == b~ = 0, 
bAo 

1fa == b~ = y'ii",ab(Ab - obAo + i[Ao, Aa]) = Ea. 
bAa 

(3.9) 

(3.10) 

The momentum conjugate to Ao vanishes. This will be a primary 
constraint. We now perform the Legendre transform to define the Hamil­
tonian density 7t = 2Tr(Ea Aa) - £, 

it = Tr ((EaEb"'ab + i3ai3b"'ab) - y'iiAo(DaEa)) (3.11) 

where Da == oa +i[Aa,] is the gauge covariant derivative. We can now ex­
tend the Hamiltonian including the primary constraint 7t' = 7t+Tr(>'o1i"°), 
where >'0 is a group-valued Lagrange multiplier . 

• In this book we will use an overtilde to denote tensor densities of weight +1, and an 
undertilde for weight -1, a notation that is becoming standard. The only exceptions will 
be the Dirac delta function, which is a +1 density, but which we will denote as 6(x - y) 
to adhere to usual conventions, the square root of the determinant of metrics, since it is 
obvious, and - in an effort to try not to clutter the notation - the multitensor densities 
Xa1 "'1· .. an "'n, since their tensor density character has been abundantly emphasized. 
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60 3 The loop representation 

To compute the equations of motion of this theory we take the Poisson 
brackets of the phase space variables with the Hamiltonian. In particular, 
one observes that the time evolution of 11"0 is given by 

·0 ~il - - -
11" = - ~Ao = DaEa = oaEa + i[Aa, Ea] = o. (3.12) 

This equation guarantees the preservation in time of the primary con­
straint. It is in itself a new (secondary) constraint. It can be checked 
that this constraint is automatically conserved. Moreover, the primary 
and secondary constraints are first class, i.e., 

fP(~), P(A)} = 0, 
{P(~), Q(A)} = 0, 

{Q(A), Q(~)} = Q([A, ~]), 

(3.13) 

(3.14) 

(3.15) 

where we have introduced the notation of "smeared out constraints", 

Q(A) == f d3xADaEa, 

P(~) == f d3x~1I"°. 
(3.16) 

(3.17) 

From now on, every time we refer to a constraint as dependent on a 
parameter we will assume that the parameter has the needed index struc­
ture to be contracted with the constraint and an integration over the 
manifold has been performed. This enables us to avoid dealing with dis­
tributional expressions. Notice the geometric interpretation of the Gauss 
law as a generator of infinitesimal gauge transformations associated with 
the arbitrary group valued function A, 

{Q(A), Aa} = DaA, 
{Q(A), t a} = [A, tal. 

(3.18) 

(3.19) 

With this point of view of the Gauss law as a generator of gauge trans­
formations notice that one can interpret the commutator (3.15) in the 
following way: the commutator of the infinitesimal gauge transformation 
parametrized by A and that parametrized by ~ is an infinitesimal gauge 
transformation parametrized by [A, ~]. The primary constraint simply 
states that the zeroth component of the vector potential can be arbitrar­
ily rescaled, 

(3.20) 

This tells us that Ao and 7r0 could be eliminated from the classical 
theory by appropriate rescalings. This fact will find a counterpart III 

quantum theory. This ends the discussion of the classical theory. 
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3.3 Yang-Mills theories 61 

3.3.2 Quantization 

We will now apply the program of quantization that we introduced in 
section 3.2.2 to the canonical formulation of Yang-Mills theories. We 
start by picking an algebra of classical quantities, in our case simply the 
canonical algebra in terms of the Poisson brackets, 

i -b _ b i {Aa(x}, Ej (y)} - 8a8j 8(x - y}, (3.21) 

{A~(x},7i"J(Y)} = 8}8(x - y}, {3.22} 

with all other brackets vanishing. We also pick a polarization for the 
wavefunctionals w[A, A o] where by A we mean the one form on the spatial 
surface with components Aa 

We now find a representation of the canonical algebra by defining, 

Aa w[A, Ao] = Aa w[A, Ao], 
~a 8 
E w[A, Ao] = -i 8Aa w[A, Ao], 

AoW[A, A o] = Aow[A, Ao], 

*oW[A, A o] = -i 810 w[A, A o]. 

{3.23} 

{3.24} 

(3.25) 

{3.26} 

Notice that up to now we have performed several arbitrary choices, 
which in general would yield inequivalent quantum theories if performed 
in a different way. For example, we could have added the functional 
gradient of an arbitrary function of A to the definition of the conjugate 

Aa 
momenta E and this would yield the same quantum commutator algebra. 

We now promote the constraints to quantum equations and impose 
them on the wavefunctions. The primary constraint can be satisfied im­
mediately, simply by noticing that it requires the wavefunctionals not to 
depend on Ao, 

P(Jl}w[A, Ao] = -i f d3XJl 810 w[A, A o]. (3.27) 

First of all, notice that we have imposed the "smeared out" form of the 
constraint, and we will usually do this. This is equivalent to imposing the 
constraint point by point in the manifold since the equation should hold 
for an arbitrary smearing function Jl. Moreover, it is instructive to view 
the action of the constraint in the following way. Consider the action of 
(1 + i€P{Jl)) on a wavefunction in the limit € -+ 0, 

{I + i€P{Jl))w[A, Ao] = w[A, Ao + €Jl]. {3.28} 

We see that the quantum constraint acts as the infinitesimal generator 
on the wavefunctions of the symmetry that we mentioned in the classical 
theory: that the component Ao of the vector potential could be rescaled 
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62 3 The loop representation 

arbitrarily. From now on we will therefore concentrate on functionals that 
only depend on the spatial part of the connection, w[A]. 

Let us now focus on the Gauss law. We can promote it to a quantum 
operator in the following way, 

(3.29) 

Notice that, in principle, there is a factor ordering ambiguity when 
representing the non-Abelian term of the covariant derivative. The reader 
may check that due to the symmetries of the structure constants of any 
compact group (in particular SU(N)) it is immaterial which ordering is 
picked for the non-Abelian term. 

Let us again study the infinitesimal action of the Gauss law on wave­
functionals, 

(1 + ifQ(A))w[A] = w[A + fDA]. (3.30) 

We see that it acts as an infinitesimal generator of gauge transfor­
mations on the wavefunctionals. It is therefore immediate to solve the 
constraint. One just has to consider wavefunctionals which are gauge 
invariant functions of the connection and they will automatically be an­
nihilated by the Gauss law. 

Notice that the Gauss law, both at a classical and quantum mechan­
ical level, only generates gauge transformations connected to the iden­
tity. "Large" gauge transformations are not included and their presence 
can give rise to observable physical effects. This is a generic feature of 
constrained systems. Constraints usually only generate local gauge sym­
metries. In the case of Yang-Mills theories the presence of large gauge 
transformations gives rise to the 8-vacua, connected with the instanton 
structure of the theory [59]. Similar effects arise for gravity [61]. For both 
Yang-Mills and gravity "large" gauge transformations are responsible for 
the presence of fractional spin states [60]. 

One should now study the evolution of the wavefunctionals (let us adopt 
for the sake of argument the Schrodinger picture). For that we have to 
promote the Hamiltonian of the theory to an operator. This can be accom­
plished with a straightforward factor ordering (though a regularization is 
needed). One can then study the eigenstates and spectra of eigenvalues 
of the theory. In Yang-Mills theories the interpretation of the eigenvalues 
would be the masses of the particle spectra of the theory. This formula­
tion would lead to a non-perturbative solution of Yang-Mills theories if 
one could implement the evolution equation and introduce an inner prod­
uct. The treatment of this problem is involved and there is not a closed 
solution for it in the continuum, although lattice techniques have been 
applied to it. We will return to these issues in chapter 6. 
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3.4 Wilson loops 63 

3.4 Wilson loops 

Observable quantities in gauge theories need to be gauge invariant. Wave­
functions in a quantum representation also need to be gauge invariant. 
It will therefore be very useful to introduce a set of quantities involving 
the connection Aa in terms of which any gauge invariant quantity can be 
written. These objects are called Wilson loops, are gauge invariant un­
der both small and large gauge transforations and are constructed taking 
traces of the holonomy, 

W A ('Y) = Tr [p exp (i i dya Aa ) ] . (3.31) 

The gauge invariance of these quantities follows immediately from the 
properties of the connection and the holonomy that were introduced in 
chapter 1 and the cyclicity of the traces. Because of this, they are observ­
abIes in the canonical sense (they have vanishing Poisson brackets with 
all the constraints of the theory). 

The objects are dependent on a loop and have a non-local dependence 
on the gauge connection. In general they are complex numbers. We can 
write the Wilson loop using the notation of chapter 2 as 

00 

W A('Y) = Tr(J) + I: inTr(Aal (Xl) ... Aan (Xn))Xalxl ... anXn (-y). (3.32) 
n=l 

Observe that the trace Tr(Aal (Xl) ... Aan (xn)) is cyclic in the indices 
alXI ... anxn, and therefore the Wilson loop only depends on the cyclic 
portion of the multitangents. As we mentioned in chapter 2, this removes 
all information about the basepoint of the loop. That is, Wilson loops 
are functions of non-basepointed loops. 

Wilson loops have two fundamental properties, the discussion of which 
will occupy the rest of this section: 

• the Mandelstam identities; 

• the reconstruction property. 

The Mandelstam identities are a set of relations between Wilson loops 
which reflect the structure of the particular gauge group considered. The 
reconstruction property will tell us that given the Wilson loop functions 
evaluated for all possible loops we can reconstruct all the gauge invariant 
information present in the gauge connection. Both properties together 
will imply that Wilson loops constitute an overcomplete basis of solutions 
of the Gauss law constraint. 
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64 3 The loop representation 

3.4.1 The Mandelstam identities 

The Mandelstam identities are the reflection in the language of Wilson 
loops of the particular properties of the gauge group used to define the 
holonomies and of generic properties of traces. In terms of them we 
will see reflected group properties such as unitarity, the dimension of the 
representation and value of the determinant of matricial representations. 
They will allow us to express products of Wilson loops in terms of sums 
of products involving a smaller number of Wilson loops. 

These identities were first introduced by Mandelstam [9] for the 0(3) 
group. Giles [35] extended them for groups GL(N) and Gambini and 
Trias [34] extended them to the case of special and unitary groups. Loll 
[23] discussed the case of certain non-compact groups. 

Let us consider gauge groups that admit fundamental representations 
in terms of N x N matrices, for instance, GL(N), SL(N), U(N), SU(N). 
The Mandelstam identities arise as a consequence of the properties of 
the traces of N x N matrices. There are two kinds of identities, called 
identities of the first and second kinds. 

The Mandelstam identities of the first kind are a simple consequence 
of the cyclic property of the traces, which we mentioned in the previous 
sectiont , 

(3.33) 

These identities hold for any gauge group of any dimension. 
There are various identities of the second kind. The first family are 

a set of non-linear constraints that ensure that W A ( 'Y) is a trace of an 
N x N matrix. They can be obtained in the following way. 

Observe first that in N dimensions any object with N + 1 totally anti­
symmetric indices vanishes, 

8A1 8A2 .• ·8AN+1 - 0 
[Bl B2 BN+l] - . (3.34) 

Then contract this with N + 1 holonomies, 

H("Y1)~~ ... HbN+d!~:~ (3.35) 

where AI, B I , ... ,AN+l, BN+l are matrix indices in the matricial rep­
resentation of the group. The result is an identically vanishing sum of 
products of traces of products of holonomies. From here one can work 
out explicitly the identities for any order. For example, if N = 1, as in a 

t In this section and the following we will omit writing the dependence of the Wilson loop 
on the connection A since the results proven will not depend on the choice of a particular 
connection 
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3.4 Wilson loops 65 

U{l) group, the identity reads 

W{'y!)W(r2) - W(rl 0 ')'2) = o. (3.36) 

There is a compact way of writing this identity for an arbitrary order 
in terms of the quantities MK, depending on K loops and defined by the 
following recurrence relations 

(K + l)MK+1(rl, ... ,')'K+1) = W(rK+l)MK (rl' ... ,')'K) 

- MK(rl 0 ')'K+1, ')'2, ... ,')'K) - ... - MK(rl, ')'2, ... ')'K 0 ')'K +1), (3.37) 

M1(r) = W(r). (3.38) 

In terms of the M s, the identity for an N x N matrix group can be 
written as 

MN+1(rl, ... ,')'N+t} = O. (3.39) 

Notice that for the case of N x N matrices it is also true that 

Md')'l, ... ,')'d = 0 VL > N + 1. (3.40) 

An immediate consequence of the recurrence relation (3.37), obtained 
identifying the loop N + 1 with t (the identity loop), is 

{N + l)MN+1 (rl, ... ,')'N, t) = (W{t) - N)MN{(rl, .. . ,')'N) = 0, (3.41) 

from which we see that 

W{t) = N. (3.42) 

Let us examine another example, for 2 x 2 matrices. One can expand 
the product of three traces in terms of two, 

W(rl)W{')'2)W(r3) = W(rl 0 ')'2)W(r3) + W(r2 0 ')'3)W(rt} 

+W(r3 0 ')'t}W(r2) - W(rl 0 ')'2 0 ')'3) - W(rl 0 ')'3 0 ')'2). (3.43) 

For instance SU(2), SU{l, 1) and other groups that admit fundamental 
representations in terms of 2 x 2 matrices give rise to Wilson loops that 
satisfy the identity (3.43). These groups also admit other identities that 
reflect other properties apart from the 2 x 2 matricial nature of their 
representation. 

Notice that because we are working with non-basepointed loops, the 
composition of two loops ')'1 0 ')'2 in general is not well defined. For the 
remainder of this section whenever a composition of two loops appears, 
we will assume an arbitrary basepoint has been chosen to perform the 
composition. One simply links both loops to the basepoint through arbi­
trary retraced paths. The Mandelstam identities are independent of the 
basepoint chosen to define the composition of the loops. 

Another identity appears for special groups, i.e., groups that admit 
fundamental representations in terms of matrices of unit determinant. As 
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66 3 The loop representation 

was proved in reference [34], for a group with fundamental representation 
in terms of N x N matrices of unit determinant the following identity in 
terms of the M s holds: 

(3.44) 

from which it trivially follows that MN(-Y, ",(, ... ,,,,() = 1. These identities 
allow us, for a special group, to express the product of N Wilson loops in 
terms of that of N -1 by taking "'( = "'(i for some i in equation (3.44). For 
example, for any special 2 x 2 matrix group (such as SU(2), SL(2, C), 
etc), 

(3.45) 

and 

M2(-Y1, "'(2) = ~(W(-YdW("'(2) - W(-Y1 0 "'(2)), (3.46) 

M2(-Y1 o "'(2-1,t) = ~(W(-y1 o "'(21)W(t) - W(-Y1 0"'(21)), (3.47) 

therefore, 

(3.48) 

Finally, we will discuss the Mandelstam identities of the second kind 
that reflect the fact that a group is unitary. That is, if the group admits 
a fundamental representation in terms of unitary N x N matrices, the 
Wilson loops satisfy 

(3.49) 

where * indicates the complex conjugate. 
In general, apart from the Mandelstam identities, Wilson loops satisfy 

a series of inequalities. For instance, for unitary groups, the following 
inequality holds trivially 

IW(-Y) I ~ IW(t)1 = N. (3.50) 

These inequalities contain additional information that is not present in 
the identities we discussed previously. For instance, all the identities we 
have discussed so far are the same for the groups SU(2) and SU(1, 1). It 
is by considering inequalities in terms of the Wilson loops that one can 
determine which of these two groups is being considered. A discussion of 
inequalities and their consequences can be found in reference [23]. 

Let us end by summarizing the Mandelstam identities for the group 
SU(2), which we will use extensively in this book: 

Identity of the first kind, 

(3.51) 
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3.4 Wilson loops 67 

Identity of the second kind, 

W bd W (2) = W b1 0 ,2 -1) + W b1 0 '2)' (3.52) 

From here it is immediate to prove, choosing ,1 = I., 

(3.53) 

and from this and the unitarity property it follows that W (,) is real and 
less than or equal to 2 in absolute value. 

In spite of their simple appearance, successive combinations of the Man­
deIst am identities can lead to very non-trivial relations among Wilson 
loops. In any formulation in which one wants to use the Wilson loops 
as basic variables, these relations imply an additional complication in 
the formulation of the theory, since there is no definite way to deter­
mine which are the freely specifiable functions [24]. In particular there is 
no systematic way of generating the set of all possible relations between 
products of Wilson loops that are derived from the Mandelstam identities 
[24]. An important development in this area is the recognition by Rovelli 
and Smolin that spin networks might be used to characterize a complete 
set of independent products of Wilson loops [146]. We will return to these 
issues when we discuss the loop representation. 

3.4.2 Reconstruction property 

In the previous section we introduced a set of identities satisfied by Wilson 
loops. In this section we will study the opposite question: to what extent 
does a prescribed function of loops, satisfying the Mandelstam identities, 
qualify to become a Wilson loop? In particular, can we reconstruct the 
holonomy given such a function? 

This question is of great importance. From the results of chapter 1 
we have seen that one could use holonomies to describe gauge theories 
since they embody all the gauge invariant information of the connection. 
What we are about to do is to show that all the information present in 
a holonomy can be reconstructed from the Wilson loops. That is, the 
Wilson loops will acquire a status of fundamental variables in themselves 
since we will be able to reconstruct all the gauge invariant information 
of a theory from them. This step will be of fundamental importance 
in following sections where we will formulate a quantum representation 
purely in terms of loops. 

The proof that this can actually be accomplished, i.e., that given a 
function of loops satisfying the Mandelstam constraints one can recon­
struct the gauge invariant information encoded in it is the subject of the 
so called "reconstruction theorems". The idea is the following. Given a 
function Wb), satisfying the Mandelstam constraints (3.33), (3.39) it is 
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68 3 The loop representation 

possible to construct explicitly a set of N x N matrices H-y defined mod­
ulo a similarity transformation, such that their traces are W(r). The first 
such theorem was proved by Giles [35] for the case of U(N). Loll con­
sidered the cases of SU(2) [25]. Ashtekar and Lewandowski [40] refined 
many of the proofs presented early in the literature and introduced sev­
eral generalizations. Here we will discuss a simplified derivation assuming 
the Mandelstam identities for a 2 x 2 matrix group and we will follow 
the presentation of Giles. An elegant, short, alternative derivation of the 
reconstruction property has recently been presented in reference [40]. 

One starts by defining an algebra associated with the group of loops. 
It is constructed in the following way. Take the group of loops £0' Define 
a formal sum and product by a complex number law for elements of £0' 
Construct then an algebra F £0 by appending to the elements of £0 all 
their possible finite complex linear combinations. The product law of the 
algebra will be induced by the composition law of £0' 

We now consider the extension of the notion of Wilson loop to this 
algebra. For those elements of F £0 belonging to £0 it is defined in the 
usual way. For linear combinations of them it is given by 

(3.54) 

Notice that ,1,,2 E £0 and therefore the W (,1,2) are well defined. From 
now on we will use the same notation for elements of F £0 and elements 
of £0' it will be clear from the context to which we are referring. 

This algebra is isomorphic to a complexification of the algebra CD that 
we introduced in chapter 2, obtained by allowing the multitensor densities 
Edxl ... anXn that satisfied the differential constraint to become complex­
valued. 

We want to see if these extended Wilson loops can be obtained as 
traces of "extended" holonomies H(r) in the sense introduced in chapter 
2 (traces of linear combinations of holonomies are allowed). We would 
like to think of H(r) as representations of F £0' Notice that F £0 is 
associated with an infinite-dimensional group (in particular because £0 
is) whereas the vector space of extended holonomies is finite-dimensional 
(they are 2 x 2 matrices in our simplified derivation). Therefore many 
elements of F £0 are represented by the same matrix. We now introduce an 
equivalence relation such that two elements of F £0 are equivalent if they 
lead to the same matrix. We are then able to establish a correspondence 
between equivalence classes of elements of F £0 and the matrices. 

We say that II '" 12 if 

W(rl 0 () = W(r2 0 () \;/ (. (3.55) 

By the definition (3.54) it is obvious that the equivalence relation de­
fined is compatible with the sum and product times a complex number. 
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3.4 Wilson loops 69 

We now prove that it is compatible with the product law of the algebra. 
Suppose 'Yl '" 'Y2 and 111 '" 112. Then 

W(-Yl 0111 0 () = W(-Y2 0111 0 () = W(111 0 ( 0 'Y2) 

= W(112 0 (0 'Y2) = W(-Y2 0112 0 (). (3.56) 

We denote by F Co / K the algebra of equivalence classes of extended 
loops, K being the kernel of the equivalence relation. 

We now use the Mandelstam identity of the second kind (3.39), to 
derive an explicit form for the matrix associated with an equivalence class 
belonging to F Co / K. Let us explicitly consider the identity for the case 
of 2 x 2 matrices already introduced in equation (3.43) (notice that we 
do not, at this stage, know the dimension of the representation and we 
will prove that the representation is (2 x 2) dimensional based on this 
identity), 

W(-YdW(-Y2)W(() = W(-Yl 0 'Y2)W(() + W(-YdW(-Y2 0 () 

+W(-Y2)W(-Yl 0 () - W(-Yl 0 'Y2 0 () - W(-Y2 0 'Yl 0 (). (3.57) 

We will interpret this identity in the following way. Consider two ele­
ments of the algebra 'Yl and 'Y2. The identity should hold for arbitrary (. 
This means that the identity between elements of F Co (3.57) induces an 
identity between equivalence classes given by 

(W(-YdW(-Y2) - W(-Yl 0 'Y2))t - W(-Yd'Y2 - W(-Y2hl 

+'Yl 0 'Y2 + 'Y2 0 'Yl = 0, (3.58) 

where t should be understood as the identity element of F Co. 
We will now use this identity to determine the eigenvalues of a matrix 

associated with the loop 'Y. To this end, we put 'Yl = 'Y2 = 'Y in (3.58) and 
get 

!(W(-y)2 - W(-y2))t - W(-Yh + 'Y2 = O. (3.59) 

This second order relation can be factorized as 

(3.60) 

where Al + A2 = W(-y) and AIA2 = !(W(-y)2 - W(-y2)). If we now want 
to represent 'Y by a matrix, we see that it has at most two different 
eigenvalues. Therefore, this proves that a 2 x 2 representation suffices. 

Let us now assume:!: that for at least one 'Y, which we will call 'Yo, Al i= 
A2. We have therefore established the form of the matrix H('Yo) associated 
with a particular loop 'Yo, and it is in diagonal form. Notice that because 

~ This assumption is not really needed, see Giles [35) for the exceptional case in which no 
such element exists. 
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70 3 The loop representation 

holonomies are defined modulo a single similarity transformation at the 
basepoint, it is impossible to diagonalize the holonomies simultaneously 
for all possible 1's. 

We will now determine the matrix element associated with an arbitrary 
element l' of the algebra. With this aim we define the elements of the 
algebra, 

(3.61) 

(3.62) 

which behave as projectors, ¢1 ¢2 = ¢2¢1 = 0, ¢~ = ¢i, ¢1 + ¢2 = t. 

The reader can check by applying the definition (3.54) that W(¢i) = 1. 
The idea of introducing these elements is that in a matricial representa­
tion they will behave as projectors on the one-dimensional eigenspaces 
associated with each eigenvalue. 

We now apply these projectors. Given an arbitrary element 'fJ of the 
algebra we define its "components" 'fJij by 

(3.63) 

As can be readily seen from their definition and the definition of the 
projectors, these "components" satisfy 

2 

'fJ = L 'fJij, (3.64) 
i,j=l 

2 

('fJl'fJ2)ij = L('fJdik('fJ2hj, 
k=l 

W('fJij) = 8ijW('fJjj). 

(3.65) 

(3.66) 

We will now use these definitions to compute the "diagonal" elements 
of the algebra 'fJii. They are given by 

'fJii = W('fJid¢i (3.67) 

(no sum over i is assumed). Let us prove this for the "11 component", 
the proof being totally analogous for the other component. We apply the 
Mandelstam identity to the following elements of the algebra, ¢2, 'fJ11 and 
an arbitrary element (, 

W(¢2)W('fJ11)W(() = W(¢2 0 'fJ11)W(() + W(¢2)W('fJ11 0 () 

+W('fJ11)W(¢2 0 () - W(¢2 0 'fJ11 0 () - W('fJ11 0 ¢2 0 (), (3.68) 

and observing that ¢2 0 'fJ11 = 0 and W(¢2) = 1, 

W('fJ11)W(() - W('fJ11 0 () - W('fJ11)W(¢2 0 () = 0, (3.69) 
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3.4 Wilson loops 71 

which implies the following relation among equivalence classes (since ( is 
arbitrary) , 

(3.70) 

and therefore this is the expression of the "11 component" of the element 
'fJ. All this language in terms of the elements of the algebra has a natural 
counterpart in terms of the actual components of the representation in 
terms of 2 x 2 matrices H ('fJ). In particular, the diagonal components of 
the matrix are therefore given by 

(3.71) 

The non-diagonal elements are not uniquely determined. Remember 
that to perform the construction we chose a particular 'Yo represented by 
a diagonal matrix. There exist similarity transformations that maintain 
the diagonality of H ('Yo) but change the non-diagonal components of the 
representations of a generic element 'fJ. 

To determine the non-diagonal components, Giles [35] introduces a pro­
cedure based on picking a second specific loop 'fJo and fixing the value of 
some off-diagonal components of its matrix representation. In this way, 
the freedom to perform similarity transformations is frozen. In the 2 x 2 
case, one needs to fix one component, say, H('fJoh2 = 1. The other com­
ponent of this matrix is determined by 

(3.72) 
'I. 

This completes the determination of all the matrix elements of the fixed 
element 'fJo. The matrix elements of an arbitrary element 'fJ are given by 

H('fJhl = W('fJ21 0 'fJo), 

H('fJh2 = W('fJ12 0 'fJo)/ H('fJohl. 

(3.73) 

(3.74) 

With this construction one actually has a representation of the algebra, 

H(r 0 'fJ)ij = L H(r)ikH('fJ)kj, (3.75) 
k 

which can be verified by combining the following expression (which is a 
consequence of equation (3.67)), 

W('fJjj 0 'Yjj) = W('fJjj)W(rjj), (3.76) 

and equations (3.72), (3.74) and (3.73). 
Let us review what has been accomplished so far. We have established 

a procedure to reconstruct a holonomy given a set of quantities that sat­
isfies the Mandelstam identities. In particular, this proves that one can 
reconstruct a holonomy from Wilson loops. The holonomy so constructed 
constitutes a representation of the group of loops the traces of which 
satisfy the Mandelstam identities. 
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72 3 The loop representation 

The representation found only reproduces the Mandelstam identities of 
a general (2 x 2) matrix, the ones we used explicitly in the reconstruction. 
One could extend the method to take into account more specific Mandel­
stam identities (or inequalities). For instance, if one applies the above 
construction to a set of SU(2) Wilson loops satisfying identities (3.48), 
(3.49) one does not necessarily end up with an SU(2) holonomy but with 
a holonomy that satisfies the said identities. This could be accomplished, 
for instance, by an SU (1, 1) holonomy as well. 

An important point to notice is that the reconstructed holonomy from 
an arbitrary set of functions satisfying the Mandelstam identities will 
in general not correspond to a usual smooth connection, but rather to 
a generalized ("distributional") connection. Because of this, when we 
formulate gauge theories purely in terms of loops, as we will do in the 
following sections, the formulation will usually correspond to this kind of 
generalized connections. If one wished to work with genuine connections 
one could do so by requiring extra conditions on the Wilson loops or in 
the case of loop representations on the corresponding wavefunctions. 

Another point is the relation between the formalism introduced for the 
reconstruction theorem and that of the extended loop group introduced 
in chapter 2. As we pointed out at the beginning, the starting algebra 
defined on loops is isomorphic to a complexification of eD, the algebra of 
multitensor densities that satisfy the differential constraint. This helps to 
elucidate the nature of the algebra introduced by Giles, in the sense that it 
includes objects that are more general than loops, as is obvious due to the 
isomorphism with e D. In fact, the reconstruction theorems naturally work 
on eD, allowing us in general to reconstruct the gauge covariant matrix 
associated with any multitensor density Ec;Jxl ... anXn. In particular, one 
gets the generalized holonomies associated with the elements of the SeL 
group. 

3.5 Loop representation 

The results we introduced in the previous section show that Wilson loops 
are an overcomplete basis of solutions of the Gauss law. In other words, 
any gauge invariant function (and therefore any physically interesting 
quantity) can be expressed as a combination of products of Wilson loops. 
It is therefore natural to try to build a quantum representation purely 
in terms of loops. Two different constructions have been introduced that 
allow us to define a quantum representation for gauge theories purely 
in terms of loops. In the first one a transform is defined between the 
connection and loop representations. This procedure allows us to convert 
any gauge invariant operator or wavefunction into a corresponding object 
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3.5 Loop representation 73 

in the loop representation. The second procedure is to introduce at a 
classical level an algebra of quantities parametrized by loops and take 
this algebra as the one to be represented in the first step of the Dirac 
quantization procedure. The resulting quantum representation is the loop 
representation. 

Let us consider an analogy with a finite-dimensional system which clar­
ifies the ideas underlying the loop representation. Suppose one is quantiz­
ing the non-relativistic free particle in one spatial dimension. Classically, 
the system is defined in terms of the canonical coordinates x and p, with 
Poisson brackets {x,p} = 1. Quantum mechanically, we take as the space 
of wavefunctions the functions of x, w(x). We will now construct a new 
representation for the system applying the ideas we will use to construct 
the loop representation. 

Let us start by considering a transform approach, We consider a basis 
of states Wk(X) = exp(ikx), parametrized by a continuous variable k. 
Any wavefunction can be expanded in terms of this basis. We introduce 
a k-representation with wavefunctions w(k) given by the integral 

w(k) == f dxWk(x)w(x). (3.77) 

This equation is just the Fourier transform, and the reader may imme­
diately recognize the k-representation as the ordinary momentum repre­
sentation. The basis of states is an improper basis in the sense that it is 
not normalizable. Any operator in the position representation Ox with a 
specific order in the canonical variables acting on functions W (x) can be 
translated into the k-representation by 

(3.78) 

As an example of the use of the transform, let us consider the transform 
of a set of quantities that we will use in what follows. They are defined 
as TO(k) = exp(ikx) and Tl(k) = pexp(ikx). It is immediate to see that 
one can express any classical quantity in terms of the Ts. They satisfy a 
non-canonical algebra, 

{TO(kd, TO (k2)} = 0, 

{Tl(kd, TO (k2)} = -ik2To(kl + k2), 
{Tl(kd, Tl(k2)} = i(kl - k2)Tl(kl + k2). 

(3.79) 

(3.80) 

(3.81) 

We now introduce a quantum representation of the algebra via the 
Fourier transform 

i'°(kdw(k) = f dx exp( -ikx) exp(ik1x)w(x) = w(k - kd (3.82) 
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74 3 The loop representation 

i'1(k2)W(k) = -i J dx exp( -ikx) d~ (exp(ik2X)W(X)) = kw(k - k2) 

(3.83) 

and it can be seen that the non-canonical classical Poisson algebra is 
reproduced by the quantum commutator algebra. Notice that kl and k2 
are arbitrary parameters. 

It is important to notice that the action of these operators may be 
translated to the action on a space of kets Ik >, 

thus, 

i'Dt(kdlk >= Ik - kl >= exp(-iklX)lk > . 

Therefore, 

i'D(kdlk >= exp(ik1x)lk >= Ik + kl >, 

and analogously we find 

i'1(k2)lk >= exp(ik2x)iJlk >= klk + k2 > . 

(3.84) 

(3.85) 

(3.86) 

(3.87) 

Notice that there is a factor ordering involved in the quantum algebra. 
The resulting ordering in the ket space representation is the opposite than 
the one in the space of wavefunctions. 

Now consider a gauge theory (for instance SU(2)) in three dimensions 
described by canonical coordinates Aa and E a with the usual Poisson 
brackets. Quantum mechanically, we consider wavefunctions of the con­
nection, w[A]. An (overcomplete) basis of states is given by the Wilson 
loops W,[A]. Again, the basis is parametrized by a continuous parameter, 
in this case the loop 'Y. The loop representation is defined in terms of the 
transform, 

wb) == J dAWlb)w[A]. (3.88) 

Again we can transform any operator by using the transform. Notice 
an important difference. In the case of the free particle we chose a basis 
of functions exp( ikx) whereas in the gauge theory case we chose a basis 
of solutions of the Gauss law W A ('Y). That is, by going to the loop repre­
sentation one has automatically solved the Gauss law. Similar situations 
could arise in the case of the free particle (Le., by choosing a basis of 
solutions of the Schrodinger equation) but we will not pursue these here, 
their meaning being quite transparent. Notice another crucial difference: 
while the transform used in the free particle case is a well known Fourier 
transform, the one used for the gauge theory case is only formal. Very 
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3.5 Loop representation 75 

little is known about integration in spaces of connections and the theory 
of measure in this case is not well developed in general (for further devel­
opments see references [36, 40, 66, 67]). We will return to these issues in 
the following sections. Notice that the introduction of the loop transform 
can be thought of as performing an inner product in the connection rep­
resentation between a wavefunction I'll > and elements of a basis < -rl. 
Therefore we can write 

'lib) =< -rlw >= ! DA < -rIA >< AI'll > (3.89) 

through the introduction of the identity 1 = J DAIA >< AI which means 
that having a correct definition of the transform is equivalent to having 
an inner product in the connection representation. 

Finally, it is not strictly true that for an arbitrary gauge group single 
Wilson loops are a basis of gauge invariant functions, but rather one needs 
to consider products of Wilson loops. This can be readily done, and the 
resulting wavefunction is a function of multiloops. We will discuss this in 
section 3.5.3. 

Let us now explore the second approach, i.e., quantizing a non-canonical 
algebra of quantities. Again we consider the free particle and on the 
classical phase space we define the quantities TO(k) = exp(ikx) and 
Tl(k) = pexp(ikx) which satisfy the non-canonical algebra discussed 
above. It is evident that one can express any classical quantity of in­
terest in terms of this algebra. If one has a well defined transform, as is 
the case for the Fourier transform, one could proceed as before and find 
a quantum realization of this non-canonical algebra using the transform. 
It is therefore evident that the quantization that one would achieve coin­
cides with the one that was introduced before via the transform. If one 
does not have a well defined transform at hand one can propose a quan­
tum realization of the algebra and check that one reproduces the classical 
algebra at the quantum commutator level. 

In this particular case we would propose 

i'°(kt}w(k) = w(k - kt}, 

i'1(k2 )w(k) = kw(k - k2 ) 

(3.90) 

(3.91) 

and check that this representation reproduces the non-canonical algebra 
through quantum commutators. Notice that a choice of factor ordering 
must be made in the process. One can find the quantum expression for 
any classical quantity simply by writing the classical expression in terms 
of the Ts and translating with due care for factor orderings. 

Again a very similar construction (at least formally) can be performed 
for a gauge theory. Consider the set of classical quantities 

(3.92) 
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(3.93) 

where W(r) is the Wilson loop and HAC'i;) is the holonomy along the 
loop, from the basepoint 0 to x. These quantities satisfy a closed non­
canonical Poisson algebra and can be promoted to a quantum operator 
algebra. The result would be the loop representation. However, various 
detailed issues have to be discussed and we will postpone their treatment 
until section 3.5.2. 

In spite of the appeal of these simplified analogies, the fact that gauge 
theories are infinite-dimensional systems of a non-Abelian nature implies 
that all the steps described above are considerably more involved. We 
will discuss these points in detail in the following chapters. Here we will 
discuss the definitions. In later chapters of this book the applications of 
the loop representation for gauge theories and general relativity will be 
explored in detail. 

3.5.1 The loop transform 

As we mentioned before, the loop transform involves a functional integral 
in the space of connections modulo gauge transformations. This makes 
it considerably more involved from a technical point of view than the 
transforms among representations of ordinary quantum mechanics which 
we discussed as an analogy. Little is known about integration theory in 
non-linear spaces both from a mathematical and a physical point of view. 

The loop transform was introduced for the treatment of gauge theories 
in the early 1980s by Gambini and Trias [62]. At that time the approach 
was to assume that the transform existed and study a posteriori the phys­
ical implications of its existence. In a sense, a high degree of assurance of 
its existence was obtained through this approach, since it was proven in 
very concrete situations that results obtained via the transform coincided 
with those obtained via more traditional techniques. An important arena 
for this kind of test was the application of loop techniques in the lattice 
[95, 109]. In this case the loop transform is rigorously defined for any 
Yang-Mills theory in terms of the Haar measure of the group. For the 
case of general relativity, the loop transform in terms of Ashtekar variables 
was first introduced by Rovelli and Smolin [39] in again the same spirit. 
Only recently have studies of some mathematical rigor been performed 
on its existence. The main effort in this area is the result of the collabo­
ration of Ashtekar, Isham, Lewandowski, Marolf, Mourao and Thiemann 
[36, 40, 203] and the work by Baez [66]. A particularly readable account 
from the point of view of physicists is given in reference [204], the pattern 
of which we follow in this section. 

In this book we will use the transform as a heuristic tool to derive re-
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suIts. The correctness or otherwise of such results will be judged through 
their consistency both among themselves and with facts known through 
other means, not through the rigor of their derivation via the transform. 
We will discuss in each case in detail which are the arguments and consis­
tency checks that support that result. In·this section, however, we would 
like to give a brief glimpse of some of the mathematical developments that 
are taking place to put the loop transform and the results derived through 
it on a solid mathematical ground. It is yet to be seen if the particular 
results presented in this book will survive in the form presented when a 
rigorous operational definition of the transform is found. 

The key idea that allows the definition of a measure of integration on 
the non-linear space of connections modulo gauge transformations is the 
use of the Wilson loop as a projection operator. This allows the defi­
nition of the so called "cylindrical measures", which reduce the infinite­
dimensional integral to a finite set of integrals over the gauge group. By 
demanding consistency of the various projections one ends with a theory 
of integration in infinite-dimensional spaces. Let us discuss in detail how 
this is accomplished. To investigate the ideas in a simpler context we 
discuss the definition of a measure in an infinite-dimensional but linear 
space, that of a Klein-Gordon field. 

Consider a scalar field ¢ in flat spacetime satisfying the Klein-Gordon 
equation. The classical configuration space of such a theory is the set of all 
smooth field configurations on a spatial manifold that fall off appropriately 
at infinity. Quantum states for the theory are functions on the space 
of classical configurations \I!{¢). One would like to introduce an inner 
product through an expression of the type J Dp. ¢ii!{¢)ip{¢) where the 
integral ranges over the configuration space and our task is to introduce 
a suitable measure J.L to perform the integral. 

In order to do so we need to consider some particular functions on 
the configuration space. Possibly the simplest kind of function we can 
introduce are the functionals F defined by test functions f{x) (the set of 
which is called Schwarz space) of the spatial manifold which we convolute 
with the classical configurations, 

(3.94) 

and we require that f (x) have appropriate regularity and falloff conditions 
such that the integral is well defined. With the above definition of the 
functionals F we are now in a position to introduce the idea of cylindrical 
functions. Consider a finite-dimensional subspace Vn of the Schwarz space 
and a basis of functions in it (el,"" en). Given a classical configuration 
¢(x) we can define its "projection" on the finite-dimensional subspace 
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which yields a set of n numbers, 

(3.95) 

A function of the classical configuration space is called cylindrical with 
respect to Vn if its dependence on the classical configurations is through 
the set of n numbers that we introduced above, for some set of eis. That 
is, g( 4» is cylindrical iff 

(3.96) 

for some function of n real variables G. 
A cylindrical measure J-t is a measure that allows us to integrate cylindri­

cal functions. Each of these measures is defined by an infinite consistent 
family of measures {J-tel ,. .. ,en} each defined on all finite-dimensional spaces 
R n associated with each basis of vectors (el,"" en). With these mea­
sures the integral of a cylindrical function is simply defined as an integral 
onRn , 

(3.97) 

The key issue is that the above expression has to be well defined and 
consistent for any set Vn that one chooses. This restricts considerably the 
choice of the family of measures, imposing a set of consistency conditions. 
First consider the case of a function that is cylindrical with respect to 
two subspaces Vn and V~ that are disjoint. Such functions are necessarily 
constants, so the integrals of such constants with J-tel, ... ,en and J-te~, ... ,e~ 
should be the same, which fixes a normalization condition for the mea­
sures. Next consider a function g(4)) that is cylindrical with respect to two 
subspaces Vn C V~. Such a function has associated with it two functions 
of nand m real variables G(XI, ... , xn) and G'(XI, ... , xm) that define 
it as a cylindrical function with respect to both spaces. Since the basis 
of Vn will be a linear combination of the basis of V~ one can figure out 
the precise relationship between G and G'. Since the integral of G with 
the measures J-tel, ... ,en has to be the same as the integral of G' with the 
measure J-te~ , ... ,e~ this imposes a consistency condition on the elements of 
the family {J-tel, ... ,en}' 

An example of a family of measures that is compatible with the con­
sistency conditions introduced above is given by appropriately chosen 
Gaussian measures on R n. The well known quantum field theory of free 
fields is based on such measures. One can obtain the Fock representa­
tion by taking the Cauchy completion with respect to the inner product 
defined by the measure of the space of cylindrical functions on the clas­
sical configuration space. The hope is that the quantum field theory of 
interacting fields will arise from non-Gaussian cylindrical measures, as 
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has been shown in several particular cases [37]. It is important to notice 
that the above mentioned Cauchy completion leads to a quantum theory 
defined - in the case of field theories - by functions on an enlargement 
of the classical configuration space. This amounts to considering not only 
regular functions of the classical configurations but also distributions. We 
will see in chapter 11 that the consideration of distributional fields in the 
loop transform poses new challenges for the regularization of the theory 
in the loop (and extended) representation. 

How do these constructions apply to gauge theories? For the case of 
Maxwell theory the construction is basically the same as above. The 
reason is that for an Abelian theory the space of connections modulo 
gauge transformations is again a linear space and one simply repeats 
the above construction considering functions of the classical configuration 
space given by the magnetic fields. 

For the non-Abelian case the configuration space is a non-linear space. 
The way around this problem is to exploit the properties of holonomies 
to provide an analogue of the functionals introduced above. Given a fixed 
finite set of independent§ loops /31, ... ,/3n we now say a function g(A) 
of the space of connections modulo gauge transformations is cylindrical 
with respect to this set of loops if and only if it depends on the connection 
through the value of the holonomies associated with the /3is, 

(3.98) 

where G is a function defined on n copies of the gauge group. 
A cylindrical measure is defined in a way analogous to that used before 

as a consistent family of measures J-L(h, ... ,{3n on the nth tensor power of 
the gauge group. Again, there are consistency conditions to be met, 
which are more involved than in the simple example described previously. 
The remarkable fact is that there exist consistent families which define 
measures. An example of this is given by n copies of the Haar measure 
defined on the gauge group. Since this measure is defined without the 
introduction of any background structure it is diffeomorphism invariant. 

We therefore have not only succeeded in introducing in a rigorous way 
a measure on the space of connections modulo gauge transformations 
but the measure is diffeomorphism invariant. It is therefore the kind of 
measures one would expect to be useful for analyzing problems in diffeo­
morphism invariant theories such as quantum gravity. 

As we will see in chapter 7, for quantum gravity there is an additional 
complication in the sense that the gauge group is a complexified version of 

§ By independent loops we mean loops that have at least a segment that is not shared by 
the other loops with at most a finite number of intersections with the other loops. 
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SU(2). It is remarkable that in an unrelated development, Hall [211] in­
troduced a generalization of the Gaussian measure for complexified gauge 
groups. His motivation (the Bargmann representation of the harmonic 
oscillator, see chapter 4) is basically the root of the complex nature of 
the gravitational variables. Therefore by replacing the Haar measure by 
the Hall measure in the discussion above one can have a measure that is 
appropriate for the gravitational case. Development in this area is very 
rapid at present and may allow us to put on a solid ground many results 
that in this book we can only present formally. 

It is yet to be seen if these kinds of measures produce physical theories 
of interest or if they are just mathematical curiosities. However, one can­
not overstress the fact that until recently there were almost no measures 
known in non-linear infinite dimensional spaces and with these develop­
ments one may be able to gain enough experience to define measures that 
yield physical theories of relevance. 

There has been a rapid development of these ideas. In particular rig­
orous definitions of the constraints and states of quantum gravity for the 
Euclidean case (where the theory is real) are currently under study. Many 
of the rigorous results provide a formal setting for the ideas we will discuss 
in chapters 7, 8, 9 and 10 [203]. 

3.5.2 The non-canonical algebra 

There is an alternative procedure for introducing a loop representation 
that avoids having to go through an intermediate representation. The 
way to proceed is to go back to step one of the canonical quantization 
procedure we introduced in section 3.2.2 and pick a different classical 
algebra to quantize. We introduce the following quantities on the classical 
phase space of any gauge theory (or general relativity written in terms of 
Ashtekar's variables), 

Tb) = Tr{HAb)) = W Ab), 
Tab;) = Tr{HAb~)Ea{x)HAb~)), 

Tabb~,"/;) = Tr{HAb~)Ea{x)HAb~)Eb{y)HAb~)), 
where "/~ = "/~ 0 "/; and generically, 

T al ... an (,,/;~, ••• ,,,/;~) =Tr{H A {,,/~1 )Ea l (xI)H A ("/;~) 

... H A b;:-1 )Ean (xn)HA b~J), 

where "/ = ,,/;1 0 ... 0 "/~n . 

(3.99) 

(3.100) 

(3.101) 

(3.102) 

Notice that if the loop has multiple points the quantities depend on 
what sort of partition of the loop one performs and care should be taken 
to keep track of these dependences. 
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We see that the quantities T(')') are our well known Wilson loops and 
the other Ts consist of "breaking up" the holonomy at points Xi, inserting 
an electric field and continuing the holonomy until back at the basepoint. 
It can be checked that these quantities are gauge invariant, i.e., they 
commute with the Gauss law. Generically we will speak of the Ts with k 
electric fields inserted as "Th. The Tks behave as multivector densities 
on the indices al, . .. ,ak at the points of the manifold Xl, ... ,Xk. They 
were first introduced by Gambini and Trias [34] (in their notation they 
were called W s, naturally extending the notation of the Wilson loops, 
although we have favored here the notation that has become standard 
among relativists, introduced by Rovelli and Smolin [38]). 

As we argued before, the Wilson loops contain enough information to 
construct any gauge invariant function of the connection. By introducing 
Ts of higher order the expectation is that one would be able to construct 
any quantity depending on the electric fields, and therefore have an al­
gebra of classical quantities which is sufficiently general to express any 
quantity of physical interest in terms of them. We have already shown 
examples of how to construct quantities of physical interest in terms of 
the Wilson loops, for instance, 

(3.103) 

So we see we can retrieve information about the F~b. One can also 
retrieve information about momentum dependent quantities from the Ts 
of higher order, for instance, a trace of two electric fields, 

(3.104) 

where by liIILy->x we mean the limit in which we shrink the loop to a point 
at X (and consequently the point y tends to x). In terms of the Ashtekar 
new variables for general relativity this trace plays the role of the spatial 
metric. 

We will not by any means prove here that one could reconstruct any 
quantity of physical relevance in terms of these quantities. It suffices to 
realize that most quantities that one is usually interested in can be written 
as limits of the Ts and that therefore they seem to span the classical phase 
space of the theory of interest. 

An interesting point is that the TOs with the TIs close an algebra, the 
"small T algebra". Let us compute it in an explicit fashion for an SU{N) 
Yang-Mills theory. Because the Poisson bracket of Aa with itself is zero 
it is immediate that 

{T{,), T{l1)} = o. (3.105) 

In order to obtain the Poisson bracket of T with TI we compute, start-
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ing from the canonical brackets (3.21), 

{HAb)A B, Ej(x)} = i(Xi)C DHAb;)ACHAb~)D B £ dyao(x - y), 

(3.106) 
where the indices A, B, ... refer to the fundamental representation of 
SU(N) and run from 1 to N, and (Xi)AB' j = 1, ... , N 2 - 1 are the 
generators of the algebra satisfying (3.8). Combining this equation with 
the following identity for the generators of SU(N), 

N 2 -1 

L (Xi)A B(Xi)C D = OC BOA D - ~OA BOC D, (3.107) 
~l N 

we get 

{Tab:), T(71)} = -i (Tb: 071:) - ~Tb)T(71)) X ax (71), (3.108) 

where X ax (71) is the multitangent of order one. Notice that the Poisson 
bracket vanishes if 71 and '"'( do not have a common point. 

Similarly, for two T1,s, 

{Tab:),Tb(71~)} = -i (Tb(71~ 0,",(: o71iJ - ~Tb)Tb(71~)) X ax (71) + 

+i (Tab~ 071~ o'"'(~) - ~T(71)Tab:)) XbYb). (3.109) 

In the general SU(N) case, in the right-hand side of the Poisson brack­
ets we have products of the elements of the non-canonical algebra. It 
is only for the case of SU(2) that we can rearrange these terms as lin­
ear superpositions of elements of the non-canonical algebra. This means 
that if one wants to find a quantum representation, one needs to consider 
a non-canonical algebra incorporating products of the Ts. As a conse­
quence, wavefunctions in the loop representation so constructed will have 
to depend on more than one loop. We will return to these issues in the 
next section. 

For the SU(2) case the algebra can be written in a very compact fashion. 
The Poisson brackets of the T's are a linear combination of T's evaluated 
on loops obtained from the original ones through very simple rules of 
fusion and rerouting through the intersection of the loops. The result 
is zero if the loops do not intersect. The action can be understoon in a 
simple fashion through a graphical representation as shown in figure 3.1. 
The explicit form of the algebra is, 

. 1 

{Tab:), T(71)} = ~ L €Xax (71)Tb °71E ) 

E=-l 

(3.110) 
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Fig. 3.1. The graphical representation of the commutator between Tl and TO. 
The commutator is zero if the "hand" (the point at which one inserted the triad) 
of the loop 'Y does not "grab" the loop 7]. The figure shows the two reroutings 
that arise in the two terms that result from the commutator. 

. 1 

{Ta(r:), Tb(l1:n = -~ L €Xax (l1)Tb(l1: 0 (r:)E 0 11~) 
E=-l 

. 1 

+~ L €xby(l1)Ta(r~ 0 (l1:)E 0,:), (3.111) 
E=-l 

where l1E represents either 11 or 11-1. 
If one wants to consider higher order Ts, one needs Ts of arbitrarily 

large order in order to close the algebra, so strictly speaking it is not 
closed or only closes in a completion. For instance, for the SU(2) case, 
the Poisson brackets are schematically 

(3.112) 

The detailed commutation relations can be seen in reference [38]. 
The need to consider the infinite family of Ts to attain closure is just 

another manifestation of the overcompleteness of the loop basis. Although 
we know that we have "too many" loops, we are forced to include them 
all to span the classical phase space of the theory. It is tempting to try 
to construct a quantum theory by only representing the "small" algebra 
of T and T1. Unfortunately it is not clear if these quantities are enough 
to span the classical phase space of gauge theories. There is a certain 
sense in which they do, though technicalities arise for the case of non­
compact groups[68]. Even if they did in some particular cases, they are 
not very convenient for expressing some quantities of physical relevance, 
such as the Hamiltonian of Yang-Mills theories (and general relativity). 
Therefore from a practical point of view one resorts to the higher Ts to 
express quantities of interest. 

Let us now sketch the quantization of this non-canonical algebra for 
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the SU(2) case. The idea is that we have now completed step one of the 
Dirac quantization procedure introduced in section 3.2.2: we have picked 
a (non-canonical) algebra of classical quantities that (modulo subtleties) 
spans the classical phase space of the theory. We now move on to the 
second step of the quantization program: to find a representation of this 
algebra in terms of operators acting on a space of wavefunctions. We pick 
wavefunctions of loops \II ('Y) and we represent the T operators by 

T{.,,)\II(-y) == \II{." 0 '1) + \II{." 0 '1- 1), 

1 

i'a{.,,){x)\II(-y) == - L txax(-y)\II(-y O."E). 
E=-1 

(3.113) 

(3.114) 

These kinds of expressions face regularization difficulties. They could 
be regularized by considering, for instance, "thickened out" loops and 
defining a regularized Tl operator via a two parameter congruence of 
loops. A discussion of this can be found in references [2, 69]. 

Similar expressions for the quantum representation of the higher order 
Ts can be seen in reference [39]. One can check that these quantum 
operators satisfy quantum commutation relations that in the limit;" ---t 0 
(the Tns have a prefactor of;"n if one does not set;" to one as we have been 
doing) reproduce the classical commutation relations mentioned above. 
All this is discussed in reference [39]. 

The resulting quantum theory is the loop representation that we intro­
duced before. One can check all this - at least heuristically given the 
various ill-defined constructions that are involved - by formally using the 
transform. One can represent the T operators in the connection represen­
tation (using an appropriate factor ordering) and then transform them 
into operators in the loop representation. One immediately finds that 
the representation introduced above corresponds to ordering the electric 
fields to the left in the connection representation. 

Is it preferable to introduce the loop representation via a quantization 
of a non-canonical algebra or via a transform? At this moment this is 
largely a matter of choice. Both definitions, as we have seen, face var­
ious points where ill-defined mathematical operations are rampant. In 
fact, it is not difficult to see that many of these difficulties are somewhat 
connected. The important point that we have shown in this section is 
that there is nothing "strange" about the loop representation. It is a 
quantum representation that can be obtained directly, applying the tra­
ditional Dirac quantization procedure. It is by no means "subordinated" 
to the connection representation and has an existence on the same foot­
ing as any other quantum representation. The main difference between 
the loop representation and other more traditional ones is the use of an 
overcomplete non-canonical set of operators. 
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3.5.3 Wavefunctions in the loop representation 

Now that we have introduced the loop representation, what about the 
wavefunctions in such a representation. Will any function of a loop do as 
a wavefunction or are there other requirements to be met? 

As we discussed in section 3.5.1 wavefunctions in the loop representa­
tion can be thought of as transforms of functionals of connections weighed 
by products of Wilson loops, 

(3.115) 

An immediate property that follows from the fact that the Wilson loops 
appear in the transform as a product is that wavefunctions are symmetric 
under interchange of arguments, 

(3.116) 

Wavefunctions in the loop representation will inherit a series of prop­
erties of Wilson loops. To begin with, they are functions with domain in 
the group of loops £0' Since the Wilson loops are traces of holonomies, 
they are actually functions of conjugacy classes of the group of loops; for 
example, for a function of a single loop, 

(3.117) 

For functions of multiloops a similar expression holds at each entry. It 
is immediate from the previous expression that 

(3.118) 

It is here that the machinery introduced in chapter 1 and 2 will be­
come useful, since we will all the time be operating on functions of the 
group of loops. In previous approaches wavefunctions in the loop rep­
resentation were considered as functionals of parametrized curves with 
additional restrictions and functional derivatives played the role of differ­
ential operators. The consistency of this approach is delicate since one 
must ensure that the application of differential operators preserves the 
conditions imposed on the functional space. These issues are automati­
cally taken care of by considering functions on the group of loops and the 
corresponding differential operators discussed in chapter 1. 

Another important property is that wavefunctions inherit the Mandel­
starn identities among Wilson loops that we discussed in section 3.4.1. 

To begin with, the Mandelstam identities relate products of Wilson 
loops of different orders. In particular for any group of N x N matrices, 
this allows us to express a product of Wilson loops in terms of expressions 
involving at most N factors and consequently to reduce any wavefunction 
to one depending on at most N loops. 
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86 3 The loop representation 

Let us now discuss in detail the implications of the Mandelstam iden­
tities for the case of two-dimensional special groups (such as 8U(2), 
8L(2, C), etc). In this case, the fundamental identity reads 

Wbl,'" ,'Yi,'Yj,'" ,'Yn) = Wbl,'" ,'Yi 0 'Yj,'" ,'Yn) 
+Wbl,'" ,'Yi 0 'Yj\ ... ,'Yn). (3.119) 

An important consequence of this identity is that it will make it possible 
to express any functional of an arbitrary number of loops in terms of a 
functional of a single loop. That is, in these cases one can construct a 
loop representation considering functions of a single loop. 

That wavefunctions depend on a single loop does not imply that they 
are unconstrained, since many identities for wavefunctions of single loops 
can be derived from (3.119). Consider expression (3.119) for the case of 
two entries and put 'Yj = £ and 'Yi =",. Then 

w("" £) = 2W(",), (3.120) 

which implies, considering (3.119) with 'Yi = £, 'Yj = "" that 

w(",) = W(",-I). (3.121) 

Finally applying (3.119) to 

wb 0 ""f3) = w(", 0 'Y,(3) , (3.122) 

we get 

wb 0 ", 0 f3) + wb 0 ", 0 ,8-1) = w(", 0 'Y 0 ,8) + w(", 0 'Y 0 ,8-1). (3.123) 

Given this set of identities one can reconstruct the identities for multi­
loops. 

On a practical note, although these identities are fundamental in the 
sense that any other can be derived from them, they can imply very non­
trivial relations between wavefunctions even at the single loop level. 

Apart from these identities, as we mentioned in section 3.4.1 there are 
inequalities in terms of holonomies that reflect properties of the group (for 
instance that tell us if the group is 8U(2) rather than 8U(1, 1)). At the 
moment the treatment of these inequalities is unclear. For instance, it is 
not established if they imply any restrictions on the wavefunctions. They 
imply restrictions on the quantities that one quantizes. This would not be 
the first time that a quantization was attempted in terms of variables that 
satisfy inequalities. Fotdnstance, usual quantizations of gravity based on 
metric variables have to deal with the fact that the metric of space must 
have a Euclidean signature. Or in a more simplified situation, consider 
the quantization of the hydrogen atom in the position representation in 
spherical coordinates, where the radial variable has to be positive defi­
nite. Dealing with the detailed problems posed by the fact that one is 
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3.6 Conclusions 87 

quantizing in a representation where variables satisfy inequalities requires 
a degree of sophistication of the theory that has not yet been attained. 
For a deeper discussion of the problems of inequalities and quantization 
see reference [41]. 

3.6 Conclusions 

In this chapter we introduced several physical techniques for the analysis 
of gauge theories. In terms of these, many of the notions of loops that 
we introduced in the first two chapters find a natural application. We 
introduced the loop representation and have shown that wavefunctions 
in the loop representation are simply functions of the group of loops. To 
develop in some detail the relationships known at present between the loop 
techniques of chapters one and two and the physical theories of chapter 
three is the subject of the rest of this book. In chapter 4, 5 and 6 of the 
book we will apply these techniques to gauge theories. In chapters 7-11 
we will apply them to general relativity in terms of Ashtekar's variables. 
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4 
Maxwell theory 

In this chapter we will study the quantization of the free Maxwell theory. 
Admittedly, this is a simple problem that certainly could be tackled with 
more economical techniques, and this was historically the case. However, 
it will prove to be a very convenient testing ground to gain intuitive 
feelings for results in the language of loops. It will also highlight the 
fact that the loop techniques actually produce the usual results of more 
familiar quantization techniques and guide us in the interpretation of the 
loop results. 

We will perform the loop quantization in terms of real and Bargmann 
[70] coordinates. The reason for considering the complex Bargmann co­
ordinatization is that it shares many features with the Ashtekar one for 
general relativity. It also provides a concrete realization of the introduc­
tion of an inner product purely as a consequence of reality conditions, a 
feature that is expected to be useful in the gravitational case. 

The Maxwell field was first formulated in the language of loops by 
Gambini and Trias [62]. The vacuum and other properties are discussed 
in reference [63] and multiphoton states are discussed in referece [64]. The 
loop representation in terms of Bargmann coordinates was first discussed 
by Ashtekar and Rovelli [65]. 

The organization ofthis chapter is as follows: in section 4.1 we will first 
detail some convenient results of Abelian loop theory, which will simplify 
the discussion of Maxwell theory and will highlight the role that Abelian 
theories play in the language of loops. In section 4.2 we will discuss the 
classical theory. We will discuss the Fock representation in section 4.3. 
We will then discuss in section 4.4 the quantization of the Maxwell theory 
in terms of real loop variables. We will recover the usual Fock space 
and the photon states in terms of loops, and study the interpretation 
of loop observables in terms of familiar notions of field theory. We will 
introduce an inner product and an interpretation of the wavefunctions in 
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4.1 The Abelian group of loops 89 

terms of loops. In section 4.5 we will summarize the loop quantization 
of Maxwell theory in terms of the Bargmann representation and see how 
this quantization leads, perhaps more naturally, to the same results as the 
previous section. This will also serve as the motivation and background 
for the discussion of the gravitational case. Finally, we will discuss in 
section 4.6 the quantization in the extended loop representation in terms 
of loop coordinates. We will show how one can reconstruct a classical 
canonical theory in terms of loops, the quantization of which leads to the 
loop representation. We will see that the loop representation is directly 
related to the canonical quantization in the electric field representation. 

4.1 The Abelian group of loops 

Although one could formulate Maxwell theory in terms of the full group 
of loops, it turns out that a subgroup of it is all that is needed due to the 
Abelian nature of the theory. We find it convenient to discuss in some 
detail the properties of this subgroup since they will help us to simplify 
the treatment of Maxwell theory. 

Let us start by considering the elements of the group of loops of the 
following nature: 

K. = "10.,., 0 "1-1 0.,.,-1. (4.1) 

Generically, "I and.,., could be composed of an arbitrary number of loops 
"I = "11 0 ..• 0 "In, .,., = ""1 0 •.. 0 ""n. These kinds of loops are usually called 
commutators. It is easy to check that the set of all such loops and their 
products form a subgroup of the group of loops. We will denote it by 
Ccomm • One can immediately see that it forms a normal subgroup, i.e., 
given any element K. of Ccomm , 

-1 I" "1 0 K. 0 "I E .t....comm (4.2) 

Whenever one has a normal subgroup, one can define the quotient 
group. In order to do this we introduce an equivalence relation, 

-1 I" "I "'.,., {:=> "1 0 .,., = K. E .t....comm· (4.3) 

The reader can check that the relation is reflexive, symmetric and tran­
sitive. We denote the quotient group CAbel = Cj Ccomm . Its elements are 
the equivalence classes determined by the relation (4.3). Again it can be 
readily checked that the product of equivalence classes is independent of 
the representative element of the class chosen to perform the calculation. 

The intuitive interpretation of the equivalence relation defined is that 
we have identified the commutators in the group of loops with the identity. 
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90 .4 Maxwell theory 

Therefore, if,1 and ,2 belong to LAbel, 

,1 0,2 = ,2 0,1, {4.4} 

and LAbel is an Abelian group. 
As we saw in chapter 1, gauge theories are simply representations of the 

group of loops. Let us consider representations of the Abelian subgroup 
that we constructed. We therefore need matrices H (,), such that 

for any pair of loops ,I, ,2. If one wishes to consider unitary repre­
sentations of the group of loops, equation (4.5) can only hold if H is a 
unimodular complex number, i.e., an element of U(l}. 

As we saw in section 1.4, any representation (sufficiently regular) ofthe 
group of loops can be written locally as 

HA(r} = exp (i £ dyaAa(Y}) , (4.6) 

where Aa(Y} i_~ just a real number for the Abelian case we are considering 
and therefore 

{4.7} 

WA(r} depends on the loop, only through the circulation of Aa. This 
can be written using only the simplest of the loop coordinates introduced 
in chapter 2, the coordinate of order one, 

(4.8) 

An interesting point is that the representation depends only on the 
information of the loop contained in the first order loop coordinate. This 
implies some strong differences with the general case. For instance, W(7r~O 
,y 07r; 0 'f/x} = W(ry 0 'f/x}, where, is any loop basepointed at y and 7r~ 
is an arbitrary path and 'f/x is a loop basepointed at x. This implies that 
for an infinitesimal deformation 

W{7r; 0 8u8v8ft8v 0 7r~ o,} = W{8u8v8u8v o,}. {4.9} 

Therefore loop derivatives are no longer path dependent but just point 
dependent, 

{4.1O} 

As a consequence, loop derivatives in the Abelian case commute, 

{4.11} 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


4.2 Classical theory 91 

and the Bianchi identities can be expressed in terms of ordinary deriva­
tives, 

(4.12) 

We will now study the classical Maxwell theory and the relation of the 
classical theory to quantities in terms of loops. 

4.2 Classical theory 

The classical canonical Maxwell theory can be expressed in terms of the 
canonical pair Ea(x), Ab(y), 

{Ab(Y), Ea(x)} = ogo(x - y). 

The only constraint of the theory is the Abelian Gauss law, 

oaEa = O. 

(4.13) 

(4.14) 

The Hamiltonian of the theory is the sum of the squares of the electric 
and magnetic fields, integrated over space, 

H = / d3X~"lab(Ea Eb + iJa iJb), (4.15) 

where iJa = iJabc Fbc' Here "lab is a flat Euclidean three-dimensional metric 
and from now on we will assume all indices are raised and lowered with 
it. The commutator of the electric field and the connection with the 
Hamiltonian gives the time evolution of the fields. These plus the Gauss 
law are equivalent to the usual four-dimensional Maxwell equations. 

The Gauss law can be solved by considering only transverse electric 
fields, ET(X). The canonical theory can be reformulated entirely in terms 
of transverse fields (the transverse connection Ar (x) is defined in terms 
of the fixed flat background metric), the canonical pair is then given in 
terms of Dirac brackets by 

{Ar(y),E!j.(x)} = OTb(x - y), (4.16) 

where the "transverse Dirac delta" is defined by 

OTg(X - y) = ogo(x - y) - ~ -1 oaOb03(x - y), (4.17) 

where ~ -1 is the inverse of the Laplacian of the background metric on 
the three-manifold. 

A usual simplification is to consider momentum space variables, 

T 1/ 3 - -1- -2-Aa (x) = (27r)3/2 d kexp(ik· x)[q1(k)ea(k) + q2(k)ea(k)], (4.18) 

ET(X) = (27r~3/2 / d3kexp(-ik. x)[p1(k)ei(k) + p2 (k)e2 (k)], (4.19) 
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92 4. Maxwell theory 

where e~ (k), e:(k) are transverse vectors and their dual one-forms in 
momentum space are normalized such that kae: = 0, e~ (k)e: (k) = o~, 
e:(k) = (e:(k))* = e:(-k)j also q(-k) = q*(k) and p(-k) = p*(k). 
These relations can be inverted to yield 

.... 1 / 3 .... .... T 
qA(k) = (2'11-)3/2 d xexp(-ik·x)e~(k)Aa(x,) (4.20) 

A .... 1/ 3 · ........ A .... a 
p (k) = (2'11-)3/2 d xexp(~k· x)ea (k)ET(x), (4.21) 

with A = 1,2. 
The qA(k),pA(k) capture the two degrees of freedom of the electro­

magnetic field and describe the radiative modes corresponding to the two 
possible helicities of the photon. One can reformulate the theory in terms 
of these variables. The Poisson brackets are 

(4.22) 

The Hamiltonian, written in terms of these basic variables, adopts the 
form of an infinite collection of harmonic oscillators, one for each k, 

Let us now introduce the two quantities, 

with Poisson brackets 

{aA(k), a'B(k')} = -iOABO(k - k'), 

in terms of which the classical Hamiltonian reads 

H = / d3klklac(k)ac (k). 

4.3 Fock quantization 

(4.23) 

(4.24) 

( 4.25) 

(4.26) 

(4.27) 

The Fock quantization arises by considering the number representation 
for each harmonic oscillator of the Hamiltonian (4.23). Since there is a 
continuous infinite number of oscillators, one for each k, it is convenient 
to consider quantization in a finite region of space ("a box") in order to 
have a countable infinity of modes ki. Then, the canonical commutation 
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4.3 Fock quantization 

relations become 

{aA{ki),a:B{kj)} = -iliij.liAB 

The Hamiltonian becomes 

93 

(4.28) 

(4.29) 

One can introduce the Fock representation directly by considering the 
quantum representation of the algebra (4.28) in a space of functions of 
infinite pairs of integer variables <I> ( ... , ni,e, ... ). Each variable represents 
the state of each harmonic oscillator for a given ki and a given polariza­
tion. The representation of the algebra is as follows: 

a*c(kj)<I>{ ... , ni,D, ... ) =..;n;:c <I>{ ... , nj,D -liCD, .. . ), (4.30) 

ac(kj)<I>( ... , ni,C, ... ) = Vnj,C + 1 <I>{ ... , nj,D + liCD, .. . ), (4.31) 

where the wavefunctions vanish if . any of their arguments are negative 
numbers. 

The commutation relations can be immediately derived: 

(4.32) 

The next step in the quantization program is to introduce an inner 
product. This can be readily done: 

< <I>lw >= 
00 00 00 00 

L L L L'" <I>{nl,!, nl,2,···, nj,!' nj,2,·· .)* x 
nl,l=l nl,2=l nj,l=l nj,2=l 

xw(nl,I, nl,2,···, nj,l, nj,2, .. . ). (4.33) 

In terms ofthis inner product the operators ac(kj) and a*c(kj) satisfy 
the relations 

ah{kj) = a*c(kj), (4.34) 

where t means adjoint in the operatorial sense. One can now define the 
Hermitian operator N{kj, C) by 

N(kj, C) = ah{k)ac(k) (4.35) 

with no summation over C. 
The explicit action of the operator N(kj, A) is given by 

N{kj,A)w{nl,!,nl,2,'" ,nl,l,nl,2,"') = 

nj,Aw(nl,!, nl,2,"" nl,!' nl,2," .). (4.36) 
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94 4 Maxwell theory 

The reader can immediately notice the resemblance with the usual har­
monic oscillator: a and at are annihilation and creation operators and N 
is the number operator, and we have one of each per momentum kj and 
polarization C. The usual commutation relations follow: 

[N(ki' C), ab(kj)] = 8ij8cDab(kj), 

[N(ki' C), aD(kj )] = -8ij8cDaD(kj). 

( 4.37) 

(4.38) 

Let us now introduce the quantum Hamiltonian. Rewriting (4.23} in 
terms of creation and annihilation operators, one gets 

(4.39) 

and it should be realized that this corresponds to a different factor order­
ing than the natural one that we would have inferred from the classical 
expression (4.27). This expression is divergent even for the case we are 
considering (a finite box) since we are summing the zero point energy 
for each of the infinite excited modes. In order to make this expression 
finite, it is usual to subtract the zero modes through the procedure called 
"normal ordering" (denoted by enclosing expressions in colons) consisting 
in ordering the at to the left, 

00 

: if := ~ L Ikjl(ah(kj)ac (kj)). (4.40) 
j=l 

Since if commutes with N(ki' C), Vi, C, both operators could be di­
agonalized simultaneously. In the representation we are considering, this 
can be accomplished straightforwardly by determining the vacuum state. 
This is the state with minimal energy and it can be checked that such a 
state q,o satisfies 

(4.41) 

Once this state is given, the whole space of "excited" states can be 
spanned by applying the "creation" operator at. One can interpret this 
construction in terms of particles: the application of the operator ah(ki ) 
creates a photon with polarization C and three-momentum ki. This can 
be verified by computing the normal-ordered momentum operator Pb =: 

J d3xij/ Fab : in this state. It can be checked that: if2 - PbPb := 0 and 
therefore the photon is massless. 

To diagonalize the Hamiltonian and number operators we introduce a 
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4.3 Fock quantization 95 

basis of states labeled Inl,l, nl,2, ... ,nj,l, nj,2," . >, defined by 

00 2 1 .... 
In l,1,nl,2, ... ,nj,!,nj,2, ... >= II II vn:i.Cf(ah(kj))nj'CIO, ... ,O >, 

j=lC=l J,C' 

where 10, ... ,0 > is the vacuum. Therefore 

if Inl,l, nl;2,'" ,nj,l, nj,2,··· >= 
00 2 

(4.42) 

L L nj,C Ikillnl,l, nl,2,"" nj,!' nj,2,'" >, (4.43) 
j=lC=l 

N(kj, C) Inl,!, nl,2, ... , nj,l, nj,2,'" >= 

and this is what is usually called the Fock basis. 
It is useful to introduce a dual Fock basis through the relation, 

< nl,l, nl,2,'" ,nj,l, nj,2," ·Iml,!, ml,2,'" ,mj,l, mj,2," . >= 
00 2 

(4.44) 

II II Omj,c;nj,c (4.45) 
j=l C=l 

and this relation leads naturally to the inner product (4.33). 
The Fock basis describes naturally states with a definite number of 

incoherent photons of definite energy and momentum. These states have 
vanishing expectation values for the field operators BC and .tic. They 
therefore present a description of electromagnetism that is not naturally 
associated with the classical one. To be able to make contact with the 
classical limit more easily it is convenient to introduce a basis of states 
in terms of which the expectation values of both BC and .tic are non­
vanishing. The elements of this basis are called the coherent states. 

The coherent states form a basis labeled by arbitrary complex numbers 
Oi,c, associated with each mode. Their definition is 

ac(kj)lol,l, 01,2,"" OJ,!, 0j,2,'" >= OJ,clol,!, 01,2,"" 0j,l, 0j,2,··· > 

and can be written in terms of the vacuum as 

10 1,1, 01,2,'" ,OJ,l, 0j,2,··· >= 
00 2 

(4.46) 

II II exp( -!lo i,cI2) exp(!oi,cah(ki)) 10, ... , 0> . (4.47) 
i=l C=l 

It should be noticed that the states introduced do not strictly belong 
to the Fock space but to its closure, due to the infinite summation. It can 
be checked that these states minimize the uncertainty in both the electric 
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96 4. Maxwell theory 

field and the connection and are therefore the closest to a "classical" 
configuration one can get. 

Since we did not impose any restrictions on the eigenvalues of annihi­
lation and creation operators while defining the coherent basis, it follows 
that the basis is overcomplete. A given state can be expanded in terms of 
this basis in infinitely many different ways. We will see later a connection 
between this overcompleteness and that of Wilson loops. 

4.4 Loop representation 

In order to introduce the loop representation let us first remind the reader 
of some aspects of the usual connection representation of the Maxwell the­
ory. We can particularize the steps we presented in the previous chapter 
for the canonical quantization of Yang-Mills theories to the Maxwell case. 

The connection representation is the most natural quantization since it 
is based on the straightforward quantization of the canonical algebra of 
connections and electric fields, taking a polarization based on wavefunc­
tionals of the configuration variables. 

Let us therefore start by picking a polarization in which wavefunctions 
are functionals of the connection w[A] and promote the connection and 
electric field to quantum operators, 

~a 0 
E w[A] = -i oAa w[A], 

ria w[A] = Aa w[A]. 

(4.48) 

(4.49) 

Notice that we are considering functionals of the full (non-transverse) 
connection, so we will have to enforce the Gauss law as a quantum con­
straint, 

A 0 
Qw[A] = oa oAa w[A] = 0, (4.50) 

which tells us that w[A] has to be a gauge invariant function of A. We 
are imposing gauge invariance at a quantum level. This is different from 
what we did in the previous section where we solved the constraints at 
a classical level (reduced phase space quantization). Therefore there is 
potential for these two procedures to be inequivalent. 

We can now formally write the quantum Hamiltonian, 

(4.51) 

though it is clear that a detailed discussion of the first term requires a 
regularization. 
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4.4 Loop representation 97 

One can solve the eigenvalue problem for this Hamiltonian (in terms of 
gauge invariant functions in order to satisfy the Gauss law) and determine 
the ground and excited states of the theory [63]. We will return to these 
issues in terms of other representations. 

Let us now proceed to construct the loop representation. As described 
in the previous chapter one can introduce a loop representation either in 
terms of a non-canonical algebra of classical quantities or via a transform. 

In the Abelian case one can immediately find a non-canonical algebra 
of gauge invariant operators in terms of which one can write all physical 
quantities by simply considering the Wilson loop and the electric field. In 
order to keep the construction as close as possible to that which we will 
later perform for the non-Abelian cases, let us introduce the operators 

T(7]) = W(7]), 

T a(7];) = Ea(x)W(7]), 

which satisfy the non-canonical algebra 

{T(7]), T(-y)} = 0, 

{Ta(-y;), T(7])} =-iXax (7])W(7] 0 ,), 

{Ta(-y;), Tb(7]~)} =-iXax (7])Tb(-y 0 7]) + iXbY (-y)Ta(7] 0 ,). 

(4.52) 

(4.53) 

(4.54) 

(4.55) 

(4.56) 

A quantum realization of this algebra in a space of loop-dependent 
functions is 

f(7])1J!(-y) = 1J!(7]-1 0,), 

f a(7];)1J!(-y) = xax(-y)1J!(7]-l 0,), 
(4.57) 

(4.58) 

and the reader can check that this realizes correctly the Poisson algebra 
in terms of quantum commutators. A choice of factor ordering with the 
functional derivatives to the right has been made. 

The loop transform is given by 

(4.59) 

and due to the Abelian nature of the connection the integral can be rig­
orously defined [65]. 

If one considers operators f ( ,), fa ( ,;) in the connection representation 
defined by 

(4.60) 

(4.61) 

one can check that applying the transform (4.59) one obtains the operators 
introduced in (4.57),(4.58). 
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98 .4 Maxwell theory 

In terms of the non-canonical algebra one can express the electric field 
and the field tensor in the following way: 

Fab{X) = -i~ab{X)T{'Y)h=£, 
~a 

E (x) = Ta(')';)h=£, 

(4.62) 

(4.63) 

where /, is the identity loop. This allows a loop representation to be found 
naturally through equations (4.57),{4.58), 

Fab{X)W(')') = -i~ab{X)W(')'), 

.E';a{x)W(')') = xax(')')w(')'). 

(4.64) 

(4.65) 

Therefore there is a natural interpretation of loops as lines of electric flux 
in this representation. 

One could arrive at these expressions by using the loop transform (4.59), 
integrating by parts and considering the action of the fields on Wilson 
loops in the connection representation, 

Fab{X)W(')') = Fab{X)W(')') = -i~ab{X)W(')'), 
Ea{x)W(')') = xax(')')w(')') = i dya6{x - y)W(')'). 

(4.66) 

(4.67) 

The last expression ensures that the Gauss law is automatically satisfied 
in the loop representation (due to the transverse nature of the first order 
multitangent xax(')')). This is a natural consequence of the fact that 
the loop representation is based on the quantization of an algebra of 
gauge invariant objects. Only gauge invariant quantities can be realized 
naturally in the loop representation. Gauge dependent objects could be 
introduced by means of the connection derivative defined in chapter 1. 
The gauge dependence is introduced through the path prescription used 
in the definition of the connection derivative. 

The commutation relation of E and F, 

(4.68) 

finds its natural counterpart in the expression of the action of the loop 
derivative on the loop coordinate that we introduced in chapter 2, 

(4.69) 

One can now realize the Hamiltonian in terms of loops. The magnetic 
field portion of it is given simply in terms of loop derivatives, 

(4.70) 

The electric field portion is given in terms of two loop integrals, which 
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4.4 Loop representation 99 

can be reexpressed as 
~ a ~ b 

'TJabE (x)E (x)wb) = 'TJabxaxb)Xbxb)wb). (4.71) 

The Hamiltonian eigenvalue equation then reads 

Hwb)== / d3x (_hac'TJbd~ab(X)~cd(X) + ~'TJabxaxb)xbXb)) wb) 

= Ewb). (4.72) 

The second term can be suggestively rewritten as 

/ d3xXaxb)Xbxb)wb) = i dya i dy,b8(y - y'habWb), (4.73) 

which is proportional (through a divergent factor that needs to be reg­
ularized) to the length of the loop. Therefore the eigenvalue equation 
can be qualitatively interpreted as a "Laplacian" in terms of the double 
loop derivative and a "quadratic potential" given by the length of the 
loop. Notice that the other term, involving the loop derivatives, is also 
potentially ill defined. If one considers wavefunctions such that their loop 
derivative is distributional a regularization may be needed. We will not 
discuss the details here since for the particular case of Maxwell theory 
the extended representation discussed in section 4.6 furnishes a natural 
setting to regularize the theory. 

Let us now study the vacuum and excited states of this system. One 
possible avenue is to take this analogy with the Hamiltonian of a harmonic 
oscillator seriously and propose a "Gaussian" state of the form 

wob) = exp ( -~ i dya i dy,b Kab(y - y,)) 

== exp (_~xaxb)xbYb)KaXbY) 

(4.74) 

(4.75) 

and insert this expression in the eigenvalue equation for the Hamiltonian 
to determine Kab. This course has actually been pursued in reference 
[63]. Here, however, we will find the vacuum by introducing the cre­
ation and annihilation operators in the loop representation and finding 
the state annihilated by the annihilation operator. It will turn out that 
this construction yields the same vacuum as that of reference [63]. 

Both the creation and annihilation operators can be readily realized in 
loop space. To introduce them we need to realize the q and p operators, 
and therefore the AI operator. To do so we use the relation in the classical 
theory 

(4.76) 

where ~ is the three-dimensional Laplacian, and realize this expression 
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100 4 Maxwell theory 

in terms of the loop derivative. Then, 

(4.77) 

In terms of this expression, the operator (jACk) is, 

A .... 1 J 3 .... A .... k b 
(j (k)'l1(,) = (27r)3/2 d xexp( -ik· x)ea (k) IkI2~ba(X)'l1(,). (4.78) 

The operator fi (k) can be realized immediately, 

pA(k)'l1(,) = (27r~3/2 J d3xe-ik'Xe: (k)Xax (,)'l1(,). (4.79) 

Therefore the creation and annihilation operators in the loop represen­
tation have the forms 

a~(k) = (27r~3/2 J d3x (eXP(-ik. x)e~4(k) Ik~:/2~ba(X) 
-i~/ exp(-ik. X)eaA(k)Xax (,)) , (4.80) 

Ikll 2 

aA(k) = ( ~3/2 J d3x (exp ( -ik· x)e~4(k) .... kb ~ba(X) 
27r Ik13/2 

+i~exp(-ik.x)eaA(k)xax(,)). (4.81) 
Ikl l/2 

We now apply (4.81) to (4.74). The application of the first term in a 
yields, 

- (27r;3/2 J d3xexp(-ik. x)eA(k) JIkIXbY(,)Kax by'l10(,)' (4.82) 

We must now determine Kax by so that this terms cancels the second 
one. It can be straightforwardly checked that if one takes, 

K 1 J d3q ( ..... (.... ;1\) axby = (27r)3/2 IQf exp -1,q' X - y, (4.83) 

the two terms actually cancel. The expression for K is that of the homo­
geneous symmetric propagator of Maxwell theory. 

It is now immediate to find the excited states, simply by operating with 
a t on the vacuum. The first excited state is given by 

'l1lA,k)(,) = ( ~3/2 J d3x~ exp( -ik . x)eaA (k)Xax (,)'l1o (,). (4.84) 
27r Ikl l/2 
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4.4 Loop representation 101 

This expression can be more compactly written in k space. Introducing 
the Fourier transform of the multitangent, 

Xak(-y) = (27r~3/2 J d3xexp{-ik. i)Xax (-y), (4.85) 

the first excited state is 
(A k) 1 -+ k 

WI ' (-y) = Ikl i / 2 eaA{k)Xa Wo(-y). (4.86) 

This state corresponds to a photon of momentum k and polarization 
A. The objects Xak(-y) are usually called "form factors" of the loop. The 
form factors are transverse, 

(4.87) 

and therefore their only relevant components are the projections on the 
polarization vectors. 

The n-photon state is given by, 

Wn(Al,k1, ... ,An,kn){'Y) = (_1_ e (k )Xak1 
Ik~II/2 aAl I 

1 -+ k ) 
••• -+ / eaAn (kn)Xa n wO{'Y). (4.88) 

Ikn lI2 

An appealing fact is the form of the coherent states in this representa­
tion. They are given by 

w(a){'Y) = W(-y, A)wo(-y), (4.89) 

where W(-y, A) is the Wilson loop along the loop 'Y of a given connection 
A. It can be readily checked that these states are eigenvectors of the 
annihilation operator. When one operates with (4.81) on the state the 
first term (involving the loop derivative) acts both on the Wilson loop 
and on wo(-y). The action on wo(-y) cancels the contribution from the 
second term of (4.81) as we observed when deriving the vacuum. The 
action of the loop derivative on the Wilson loop gives the field tensor Fab 

of the given connection, as we showed in chapter 1. The eigenvalue O! is 
therefore given in terms of the connection as 

(4.90) 

The field tensor so introduced actually has a physical meaning. It 
corresponds to the expectation value of the spatial part of the Maxwell 
field tensor in the coherent state in question. 

Up to now we have operated with the Hamiltonian in a formal fashion, 
ignoring the issues of regularization. As a result, the eigenfunctions we 
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102 4 Maxwell theory 

find are really ill defined. This can be readily seen from the expression 
of the vacuum (4.74) since the propagator diverges quadratically when 
x ---+ y. 

A suitable regularization for the second term of the Hamiltonian is to 
replace the delta function by a function !f(Y - Y') such that 

lim !f(Y - Y') = I)(y - y'). (4.91) 
f->O 

Explicitly, 

!f(Y - Y') = (27r~3/2 J d3qr(lqIE) exp(iq· (y - ii)), 

where the function r is defined such that 

1000 r(x)dx = 0 

and explicit examples of such a function are 

r(x) = (l-x)exp(-x), 

r(x) = (1 - !x)8(1 - x). 

(4.92) 

(4.93) 

(4.94) 

(4.95) 

If one now repeats the procedure that led to the vacuum taking into 
account the regularization, one finds that the vacuum of the regularized 
Hamiltonian is also given by a Gaussian, 

'liM')') = exp ( -! £ dya £ dy,b K!b(X - y)) , 

where the regularized propagator is given by 

Kf ( ) - I) 1 Jd3 r(Elql) ( .... (... ')) ab X - Y - ab (27r)3/2 q -Iq-I- exp -zq· y - y , 

(4.96) 

(4.97) 

where r(x) is the function that we introduced while regularizing the 
Hamiltonian. Other regularizations for this same problem have been con­
sidered in reference [64]. 

Finally, we can introduce an inner product. We define a normalized 
form factor as 

Ca(k) - _l_xak ( ) - Ik1 1/ 2 ')' , 
(4.98) 

in terms of which we introduce an inner product, 

< <Pl(')')1<p2(')') >= J DCDC* <Pi(C, C*)<P2(C, C*). (4.99) 

The integrals on C and its complex conjugate are functional integrals. 
Note that the functional integrals defined above can only be computed in 
practice if one assumes that the normalized multi tangents are arbitrary 
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4.5 Bargmann representation 103 

transverse fields, not necessarily associated with a loop. Therefore one 
is really going to an extension of the representation in order to perform 
it. We will return to these issues when we discuss the extended loop 
representation in section 4.6. The vacuum (4.74) is normalized with this 
inner product, 

J dCdC* \lto (C) *\lto (C) = J DCDC* exp ( - J d3kc*a{k)Cb(k)c5ab ) = 1. 

(4.100) 
Because in this representation excited states are proportional to the 

vacuum, the factor exp (- J d3kc*a(k)Cb(k)c5ab ) acts as a Gaussian mea­
sure in the inner product and the vacuum is simply represented as a 
constant and the excited states by the projections of form factors on the 
polarization vectors. We will see that a similar feature arises naturally in 
the Bargmann representation. 

4.5 Bargmann representation 

In 1962 Bargmann introduced a complex coordinatization for the har­
monic oscillator. It is based on using as canonical coordinates z == q + ip 
and z*, its complex conjugate. The resulting formulation is very elegant, 
wavefunctions are holomorphic, and the inner product is determined, fix­
ing the reality of the relevant operators. This formulation has several anal­
ogous elements to Ashtekar's formulation of general relativity in which one 
of the canonical coordinates is complex and the other real. The hope is 
that similar analytic properties will help determine the inner product of 
quantum gravity. In this section we will present a Bargmann-like formu­
lation of Maxwell theory in terms of both traditional variables and loops. 
This formulation naturally fixes the inner product to be the complex mea­
sure introduced a bit arbitrarily in the previous section. This treatment 
follows closely that of Ashtekar and Rovelli [65]. 

4.5.1 The harmonic oscillator 

The canonical formulation of the harmonic oscillator is given in terms of 
coordinates q,p and the Hamiltonian is H = p2 + w2q2. Quantization is 
achieved through wavefunctions \It(q) and the eigenvalue equation for the 
Hamiltonian is (_\{j2 j8q2 + w2q2)\lt(q) = E\lt(q). The eigenstates of the 
system are given by a Gaussian in q times the Hermite polynomials. 

Normally, as mentioned above, the Bargmann representation involves 
both real and complex coordinates. Discussion of the harmonic oscilla­
tor in those coordinates can be seen in reference [2] and in Bargmann's 
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104 4 Maxwell theory 

original paper [70]. Here, however, we will explore a fully complex rep­
resentation which is better geared for comparison with what was done 
in reference [65] for the Maxwell case. One could also treat the Maxwell 
case in a mixed polarization and then it would more resemble Bargmann's 
original treatment. 

Assume now that a complex coordinatization given by the variables 
and z = ~(wq - ip) and z* = ~(wq + ip) is introduced. The Poisson 
bracket is {z, z*} = iw. The variables satisfy reality conditions that say 
that they are complex conjugates of each other. One can then construct 
a representation of the canonical algebra on holomorphic functions w(z), 

zW(z) = zW(z), 
A dW(z) 

z*W(z) = w--. 
dz 

(4.101) 

(4.102) 

An inner product is introduced that translates the reality conditions 
into operatorial relations: 

zt = z*, 
z,*t = z. 

(4.103) 

(4.104) 

We will now use these relations to determine the inner product. Let us 
start with a generic inner product, 

< cplw >= f dz f dZj1(z, z)~(z)w(z), (4.105) 

and if one now requires that the operatorial relations be satisfied this fixes 
the measure uniquely to be 

j1(z, z) = exp( -zz). (4.106) 

In terms of these variables the quantum Hamiltonian of the harmonic 
oscillator is 

(4.107) 

where we have chosen a symmetric factor ordering in z and z*. This 
ordering corresponds in the traditional variables to it = fP + w2{p. The 
vacuum is simply Wo(z) = 1 and the excited states are polynomials in z. 
With the given measure, polynomial states are normalizable. 

This is attractive because just by requiring the reality of the classical 
operators the inner product is uniquely fixed. Since Maxwell theory is 
just a collection of harmonic oscillators, it is immediate to construct a 
Bargmann representation. Since the reality conditions are a structure 
that is present in other theories (e.g. gravity) where other structures 
that one could use to build an inner product (e.g. Lorentz invariance) 
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4.5 Bargmann representation 105 

are absent, this gives some hope that a similar construction could yield 
the inner product for those theories. It is certainly reassuring that this 
construction at least yields the correct result for Maxwell theory as we 
will discuss in the next section. 

4.5.2 Maxwell-Bargmann quantization in terms of loops 

For the kind of calculation that we will perform in this section, it IS 

convenient to introduce circular polarization. We express the fields as 

T 1 J 3 ......... ( (c) .... .... (c).... * .... ) Aa (x)= (27r)3/2 d kexp(zk· x) ql (k)ma(k) + q2 (k)ma(k) , (4.108) 

EfT (x) = (2~)~/2 J d3k exp(ik . x) (p~c) (k)ma(k) + p~c) (k)m*a(k)) , (4.109) 

where the complex polarization vectors satisfy* 

kama(k) = 0, ma(k)ma(k) = 0, 

ma( -k) = -m*U(k), ma(k)m~(k) = 1. 

(4.110) 

(4.111) 

Given a conjugate pair Ar and EfT of Maxwell theory, one could de­
compose it into positive and negative frequency (for instance, by evolv­
ing it and decomposing the resulting spacetime solution). Examining 
the canonical commutation relations one finds that the positive frequency 
connection and the negative frequency electric field form a conjugate pair, 
given by, 

At(x) = ~(Ar(x) +ib.-1/ 2 (ET )b"'ab) 

J d3k .... .... .... .... .... 
= (27r)3/2Ikl exp(ik,x)((l(k)ma(k) + (2(k)m~(k)), (4.112) 

Eb-(x) = ~(Ef;,(x) + ib.1/ 2 Ar ",ab) 

J d3k .... ........ .... .... 
= (27r)3/2 exp(ik·x)((;(-k)ma(k) + G(-k)m~(k))(4.113) 

where ((k)i = ~(Iklq~c)(k) -ip~c)(k)). The definition of the (s embodies 

exactly the same construction that we performed for the harmonic oscil­
lator. The true degrees of freedom of the Maxwell field are now embodied 
in the two complex ( fields. They provide a complex coordinatization on 

* If one translates back to the language we used in section 4.2 by considering that the vector 
ffia(k) = ~(e~ (k)+ie~ (k)) one finds that e~ (k) = -e~( -k) as before but e~ (k) = e~ (-k). 
These conventions are also used by Bjorken and Drell [71]. 
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106 4 Maxwell theory 

the phase space of Maxwell theory. The canonical commutation relations 
for the (s are 

(4.114) 

and we see the close relation between the (variables and the a, a* variables 
that were introduced for the Fock representation. 

Let us now quantize the theory by promoting the variables to quantum 
operators: 

(4.115) 

(4.116) 

where the wavefunctions to be holomorphic functionals of the arguments. 
One would like the fact that ( and (* are conjugate to each other 

translate itself into an operatorial relation of the kind 

(4.117) 

where by t we mean the operatorial adjoint under a suitable inner product. 
This relation implies that explicitly in terms of the inner product 

(4.118) 

To find an inner product that satisfies this condition, one can simply 
propose an explicit expression 

(4.119) 

where J.l((' (*) is the measure to be determined. It is easy to check that 
the condition (4.118) uniquely implies [70], 

(4.120) 

So we again get a Gaussian measure. Since the wavefunctions we are 
considering are holomorphic, we immediately conclude that this repre­
sentation is essentially the same at the level of inner product and wave­
functions as the real connection representation that we introduced before. 
Again, we should notice that we found the Gaussian measure without any 
reference to Lorentz invariance. This therefore makes the method attrac­
tive for tackling cases in which such invariances are not present, such as 
in gravity. 
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4.5 Bargmann representation 

In this representation, the normal ordered Hamiltonian is 

2 

it = J d3klkl L (B(k) 8 .... , 
B=l 8(B(k) 

107 

(4.121) 

The ground state, w(() = 1 is equivalent to the Fock vacuum. A one­
photon state with given polarization and momentum ka is given by a linear 
function W = ((ka). A generic one-photon state with given polarization 
is given by a superposition in momenta, 

Jd3k .... .... 
Wl(() = W !(k)(l(k) (4.122) 

with obvious generalizations for the n-photon states. 
We now proceed to construct the loop representation. As usual we 

could proceed by quantizing an algebra of non-canonical loop-based gauge 
invariant quantities or via a loop transform. Since we have given examples 
of the first kind of construction before and in this particular case it leads 
to the same results, we will simply proceed with the transform. This will 
also allow us t~ show how the transform is explicitly defined for an Abelian 
theory. As we'said before, for the Maxwell case the loop transform is well 
defined. In terms of the Bargmann coordinates, it reads 

'lib) = J I} D(BD(B exp ( - J ~~~ I(B(k)1 2) exp (f dya Ad) * W((B). 

(4.123) 
Notice that in the definition of the loop transform introduced in chapter 

3 the complex conjugate of the Wilson loop appears. For the real case 
which we considered before this amounts to a change of sign due to the 
i that appears in the definition of the holonomy. Here it implies the 
complex conjugate of the connection, 

where 

Also, as we said in chapter 3, the introduction of a loop transform 
requires the introduction of an inner product in terms of connections. 
Since we have the Gaussian inner product given by the reality conditions, 
we use it in the definition of the transform. 
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108 4 Maxwell theory 

Therefore the expression for the loop transform for this particular case 
is given by 

\I!(-y) = 1 IJ D(B D(B exp (-1 ~~~ I(B{k)1 2 ) 

x exp (1 d~k t (B{k)X~(-y)) \I!{(). 
Ikl B=l 

(4.126) 

Let us now evaluate this explicitly for some states. Generically the 
n-photon states are going to be polynomials in (. It is easy to transform 
such states. Simply expand the exponential exp{(BXB) and note that 
the (n /.Vnf are an orthonormal basis with the Gaussian measure. Then 
the loop transform of any state \I!(() = I:n cn(()n is simply given by 
\I!(-y) = I:n cn(x)n with immediate generalizations for states depending 
on several (BS. The vacuum, in particular, is \I!(-y) = 1 and the one-photon 
state with helicity B and momentum k given by 

\I!d,) = X~(-y). (4.127) 

With this we end the discussion of this representation. Let us now 
compare the results obtained with the loop representation constructed 
from real variables. The first thing to notice is that the use of the reality 
conditions in the Bargmann case fixes a non-trivial inner product in terms 
of connections and therefore a non-trivial measure in the loop transform. 
Historically, this was not done with the real loop representation since 
the intention was to recover the Fock space structure (which, in turn, is 
determined by Poincare invariance). However, it is very easy to check that 
if one constructs a connection representation for the real case in terms of 
q and p and requires the quantum operators Ii and p to be real, the inner 
product given by the trivial measure in q,p appears as a result. This, in 
turn, implies the trivial measure in tlte As which is the one we used in 
section 4.4 to compute the loop transform. 

The appearance in the Bargmann case of a non-trivial measure in the 
inner product and the loop transform implies certain important differ­
ences in the two representations. To start with, the vacuum is just a 
constant. The Gaussian factor that appeared in the real representation is 
"absorbed in the non-trivial measure". Although one may consider this 
point irrelevant from a practical point of view, it has implications in the 
rigorous definition of the space of states. In fact, while in the real case 
we needed the introduction of a regularization to have a well defined vac­
uum and space of states, in the Bargmann case the states are well defined 
without the introduction of a regularization. 

Have we gained something from nothing? That is, can we forget the 
regularization issues altogether by considering a non-trivial measure in 
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4.6 Extended loop representation 109 

the loop transform? The answer is negative. If one wishes to complete 
the quantization in the loop representation, one would like to introduce an 
inner product in terms of loops, as was done in section {4.4}. If one does 
so in the Bargmann case, one notices that now a non-trivial Gaussian 
measure in the Fs appears in the loop representation. This measure 
coincides exactly with the expression of the vacuum in the real case. If 
one wants to define an inner product only in terms of loops, the expression 
of the measure is illdefined. If one wants to proceed as in section 4.4 and 
"extend" the inner product to all X s then the difficulties disappear at the 
price of extending the notion of loops. 

Let us now study the extended representation. 

4.6 Extended loop representation 

We will now explore the consequences of introducing an "extended loop 
representation", a representation based on the loop coordinates intro­
duced in chapter 2. We will immediately see that such a representation 
presents computational economy, technical cleanliness and also allows us 
to view in a conceptually different way the problem of loop quantization. 
We will see that regularization difficulties are better dealt with in terms of 
loop coordinates. We will also see that we are also able to determine the 
classical canonical theory that underlies the loop representation. In the 
particular case of Maxwell theory we will see that the extended loop rep­
resentation coincides with the electric field representation. This, however, 
does not generalize to non-Abelian fields and in those cases the extended 
loop representation is a new representation that contains the loop repre­
sentation as a limiting case. As a bonus we will find a way of writing the 
action for electromagnetism purely in terms of loops. This version of the 
action is amenable to lattice Monte Carlo techniques and has the poten­
tial to offer new insights into non-perturbative QED problems. The fact 
that so much is gained in the Maxwell case by going to an extended loop 
representation clearly suggests that a similar avenue should be pursued 
in the non-Abelian cases and especially gravity. 

Let us start by replacing in our formalism the usual loop holonomy by 
its extended counterpart in terms of the loop coordinates, 

{4.128} 

Because of the Abelian nature of the theory we only need the first 
order multitensor, which can be simply viewed as a divergence-free vector 
density on the three-manifold, 

{4.129} 
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110 4 Maxwell theory 

One can now introduce a loop coordinate representation by means of 
the transform 

W(X) = J DAw[A] exp ( -ig J d3xAa(x)Xax ) . (4.130) 

In this representation, wavefunctions are functionals of the smooth vec­
tor density X. In terms of this representation we can realize the operators 

A ~ax A 

Fab, E and the Wilson loop WA(X) through 

WA(XO) w(X) = w(X - Xo), 

Eax w(X) = Xaxw(X), 
A 6 

Fab(X) W(X) = i ala 6Xb]x w(X). 

As a consequence, the quantum Hamiltonian reads 

where 
A 6 

Pbx = i 6Xbx ' 

From these equations, one realizes, making the identifications 

Pbx ----. Abx , 
Xax ----. jj:ax , 

(4.131) 

(4.132) 

(4.133) 

(4.134) 

(4.135) 

(4.136) 

(4.137) 

that the representation we have just introduced is nothing but the electric 
field representation of electromagnetism, and the vector density x a is just 
the electric field. This is in agreement with the picture that we introduced 
before in which the loops played the role of lines of electric flux. 

A remarkable fact is that one can go back to the loop representation 
through the substitution X ax -+ X ax ('Y). For instance, if one finds a phys­
ical state in the extended representation one can find a physical state in 
the loop representation by evaluating it on multitangents (since it is a 
function of multitensors, it has a definite value for multitangents). Care 
should be exercised in general since multitangents are distributional and 
limits could be ill defined. For the particular case of Maxwell theory it can 
easily be checked that the converse property also holds: if one replaces 
multitangents by multitensors in the physical states of the loop represen­
tation, one obtains the physical states for the extended representation. 
This does not, in general, hold for non-Abelian fields. 

Using this correspondence we can immediately write the expression for 
the vacuum in the extended loop representation, 

w(X) = exp ( -~ J d3x J d3yXax X ay Dl(X - y)) . (4.138) 
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4.6 Extended loop representation 111 

Here we observe a crucial feature of the extended representation. While 
the vacuum in terms of loops is, as we pointed out, a singular divergent 
quantity that only makes sense after a regularization procedure has been 
introduced, the vacuum in the extended representation is automatically 
well defined. It is an analogous situation to the one that appears in clas­
sical electrostatics: if one tries to formulate the theory in terms of point 
charges one needs to regularize it, whereas the theory is automatically 
well defined if one considers smooth charge distributions. It is natural to 
expect that a similar behavior will appear in non-Abelian theories and 
quantum gravity. This is one of the main features that make the ex­
tended representation attractive. The loop representation only appears 
as a singular limit, in the same spirit as the electrostatics of point charges 
appears through a limiting procedure from the electrostatics of smooth 
charge distributions. 

The existence of the extended loop representation is an illustration of a 
property pointed out by Ashtekar and Isham [73]: that there exist possibly 
non-equivalent representations of quantum theories. One can introduce 
an inner product in the loop representation in terms of extended loop 
coordinates that allows a Fock interpretation as we did in section 4.4. 
This is the natural inner product in the extended representation and 
corresponds exactly to the inner product one introduces in the connection 
representation to implement the reality conditions of the theory. One can 
also introduce a representation in terms of usual loops and a discrete 
inner product which seems to describe naturally the states of a Type II 
superconductor [73]. 

Since we have a theory written in terms of usual smooth tensorial 
quantities with a well defined Hamiltonian it is immediate (in this sim­
ple Abelian case) to introduce a classical action in terms of which one 
can formulate the theory. This)s by no means trivial. Whereas usually 
the loop representation has been viewed as a "mysterious" construction 
that either arises indirectly via a transform or through an unusual non­
canonical quantization, the extended representation teaches us that one 
can actually find a canonical classical theory in terms of which a straight­
forward quantization leads to the loop representation. This construction 
can actually be generalized to the non-Abelian cases, although it presents 
more subtleties than the Abelian case we are examining here. 

Let us therefore write the classical action which yields the quantum 
theory corresponding to the extended loop representation, 

S = J dt { PaxXax - [~xax X ax + l (8[a Pbjx)2] + >'xX~x } . (4.139) 

We immediately recognize the action for classical electromagnetism if 
we identify the loop coordinate with the electric field and the momentum 
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112 4 Maxwell theory 

with the connection as we did before. 
This action could be rewritten in terms of loops, 

S = J dt {ht dya ..4a(y) + ! J d3xFab(X)Fab(X) 

+ 1 dya 1 dy,a IE(y - y') } , 
'Yt 'Yt 

(4.140) 

where IE is a regularization of the delta function and the loops It be­
long to the surface t = constant. This action could also be presented in 
second order form (modulo regularization difficulties). It could also be 
regularized by considering the theory on a lattice. This has been pur­
sued in detail in reference [72] and it has been found to lead to the usual 
Kogut-Susskind formulation [74]. 

4.7 Conclusions 

The example discussed in this chapter, due to its simplicity, allows us 
to illustrate in an explicit fashion several properties that are important 
for the program of quantization of the gravitational field and cannot be 
proved for that case. 

We have shown that the language of loops is adequate to describe the 
free quantum Maxwell field. We have shown that the use of loops is 
inherently associated with regularization difficulties which can be cured 
by considering the extended loop representation. The loop representation 
is totally equivalent in this case to the traditional Fock quantization. The 
Wilson loop functional appears as naturally related to coherent states. 
The loop transform in this case is rigorously defined through the inner 
product in the connection representation. This inner product can be 
determined through the reality conditions of the theory, as we proved for 
the Bargmann case. We also showed that the loop representation can also 
be constructed for a complex coordinatization of phase space similar to 
the one that the Ashtekar variables introduce for gravity. 

In the next chapter we will discuss the quantization in terms of loops 
of non-Abelian fields. 
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5 
Yang-Mills theories 

5.1 Introduction 

Since the unification of the electromagnetic and weak interactions through 
the Glashow-Salam-Weinberg model [75], Yang-Mills theories [76] have 
been widely accepted as correctly describing elementary particle physics. 
This belief was reinforced when they proved to be renormalizable [77, 
78]. Moreover, the discovery of color symmetry as the underlying gauge 
invariance associated with strong interactions raised the possibility that 
all interactions of nature could possibly be cast as Yang-Mills theories. 
This spawned interest in grand unified models and some partial successes 
were achieved in this direction. 

A crucial ingredient in the description of elementary particle physics 
through gauge theories is the maintenance of the gauge invariance of phys­
ical results and the underlying theory and this is also crucial in order to 
be able to prove renormalizability. 

The success of the electroweak model is yet to be achieved by the quark 
model of strong interactions. The reason is that perturbative techniques, 
which were adequate for the electroweak model, are only appropriate in 
the high energy regime of strong interactions. This motivated the inter­
est in non-perturbative techniques, especially to prove the existence of a 
confining phase. A great effort took place in the late 1970s and suggestive 
arguments were put forward but a rigorous proof of quark confinement is 
still lacking. 

In several of these attempts the use of loops played an important role. 
Loops were used in a variety of contexts and approaches including the one 
we are focusing on in this book, the loop representation. In this chapter 
we will also briefly highlight some of the aspects of other approaches which 
seem of most interest for gravitational physicists. We are forced to omit, 
for reasons of space, many other valuable constructions. 

113 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


114 5 Yang-Mills theories 

The first gauge invariant, path dependent formulation of a gauge theory 
was Mandelstam's reformulation of QED [8]. Mandelstam later extended 
his formulation to the Yang-Mills case and applied it to the development 
of Feynman diagrammatic rules [9]. This was the first time the Feynman 
rules for non-Abelian gauge theories had been found through canonical 
quantization. They had been established in the S-matrix approach by 
Feynman [79] and DeWitt [80] and in the functional approach by Fadeev 
and Popov [81]. The main feature of the Mandelstam approach was to 
avoid using gauge dependent quantities, introducing instead path depen­
dent field variables Pab(P) for the field where P is a path going from a 
basepoint to the point of interest: translating to the language introduced 
in chapter 1 

(5.1) 

These quantities satisfy the identities induced by those of the loop 
derivative that we introduced in chapter 1 and the Yang-Mills equation 
of motion, Dapab(p) = 0, where Da is the Mandelstam covariant deriva­
tive. Notice that the aim of this approach was to develop a perturbative 
formulation and in that respect it was successful. 

Another approach was that of Polyakov [83, 82]. This was based on 
the hope that holonomies for Yang-Mills theories could satisfy equations 
similar to those of non-linear a models, which, in turn, are integrable. 
This is based on what happens in 2 + 1 dimensions. The basic variable is 
a derivative of the holonomy 

8H'Y[A] -1 
PIL(S, ')') = 8')'IL(s) HI' [A] (5.2) 

and the formalism assumes a parametrization has been picked for the loop 
and extra equations are added to impose invariance under reparametriza­
tions. The equations of motion are 

(5.3) 

(5.4) 

(5.5) 

The first equation is the usual vanishing of a curvature that appears 
in non-linear a models. The second equation is related with the invari­
ance under reparametrizations of the holonomy and the last equation is 
a consequence of the Yang-Mills dynamical equation. 

This approach had several difficulties. Even in the three-dimensional 
case, the equations presented are not exactly the same as those of a tra-
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5.2 Equations for the loop average in QeD 115 

ditional non-linear (J model. In a traditional non-linear (J model, the first 
equation would involve a partial derivative with respect to a coordinate. 
In the present case, this means that one is really dealing with an infi­
nite number of components, one per each point in parameter space, as 
is expected in loop space. The third equation, which in the usual case 
is a divergence, should be summed over all components (integrated over 
s), but then, it is not true that the Yang-Mills equations follow. This 
difficulty was recognized by Polyakov [84]. Moreover the situation be­
comes more complicated if one considers the four-dimensional case, since 
in that case it is not even clear how to reformulate the fields as (J models. 
Other technical difficulties appear, mainly related to the parametrization 
dependence [85]. In particular it was shown that when the equations 
are rewritten in a parametrization independent way (using the techniques 
discussed in chapter 1) extra terms appear, which break the resemblance 
with the (J model. 

The plan of this chapter is as follows. We will discuss in some detail in 
the next section an alternative approach, due to Polyakov and Migdal. We 
then devote a section to the loop representation of Yang-Mills theories, 
discussing the SU(2) and SU(N) cases. We end with a section on some 
ideas relating loops to confinement. 

5.2 Equations for the loop average in QeD 

The approach we are about to discuss originated in an idea of Polyakov 
[82] and was later developed by Makeenko and Migdal [12, 86]. We only 
present a sketch of the main ideas here, in part because we will use similar 
techniques in the context of Chern-Simons theory in chapter 10. We refer 
the reader to the review article by Migdal [11]. 

The basic idea is as follows. The expectation value of the Wilson loop 
functional in (Euclidean) four dimensions (i.e, the loop exists in a four­
dimensional space) operates as a generating functional of the Green func­
tions of the theory, as c!ln be simply seen by considering its successive 
loop derivatives at different points, 

.0.J.l1I/1 (7r~1 ) ... .0.J.lnVn (7r~n) < Wb) >')'=~ =< Tr[FJ.l1Vl (xt) ... FJ.lnVn (x n )] > . 
(5.6) 

Notice that to write the right-hand side as point dependent a prescription 
for the paths 7r has been chosen (as we discussed at the end of chapter 1). 

The right-hand side of expression (5.6) is the n-point function of the 
theory. This was the insight of Polyakov. Now consider the action of the 
field equations on the expectation value of the Wilson loop functional, 

DJ.I.0.J.lvb~) < Wb) > = J DA exp(-SYM)DJ.I.0.J.lvWAb) 
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116 5 Yang-Mills theories 

= J DA exp(-SYM)Tr[DJtF~II(x)XiUA(-y~)] 

= - J DA O!i exp(-SYM)Tr[XiUA(-y~)] 
II 

J O· 
= DA exp(-SYM) OAi Tr[X'UA(-y~)] 

II 

= J DA exp(-SYM) £ dyJt04(x - y) 

xTr[XiUA(-y~)XiUA(-y:)] (5.7) 

where Sy M is the Yang-Mills action ! J d4xTr[F JtIlFJtIl] and Xi are the 
generators of the group. 

Let us now particularize the gauge group to SU (N). This allows us to 
use the identity 

iiI XABXCD = (OADOBC - NOABOCD) 

and to reexpress the above result as 

DJtD.JtIl(-y;) <W(-y) > = 

(5.8) 

£ dy Jt04(x - y)( < W(-y~)W(-y:) > - ~ < W(-y) ». (5.9) 

Notice that this equation couples the expectation value of the Wil­
son loop functional with the expectation value of products of Wilson 
loops. In general one would therefore need to consider similar equations 
for < W(-Yd ... W(-yn) >. However, in the particular case of SU(2) or 
limN-+oo SU(N) it is enough to consider only the expectation value of 
one Wilson loop functional. In the SU(2) case this is justified since one 
can reexpress any product of Wilson loop functionals in terms of a single 
Wilson loop. In the N -t 00 case it can be shown [12] that, 

< W(-Yd ... W(-yn) >=< W('Y!) > ... < W(-yn) > +O(N-2 ), (5.10) 

due to the fact that the leading Born terms correspond to the sum of all 
planar diagrams [87]. The Makeenko-Migdal equation can be rewritten 
for this particular case as 

(5.11) 

where 

¢(-y) =< W(-y) > . (5.12) 

This equation is reminiscent of that of a >..¢3 scalar field theory. Notice 
that the equation is only non-trivial if one considers intersecting loops. 
For smooth loops the right-hand side of the equation becomes ¢( 'Y) and the 
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5.2 Equations for the loop average in QeD 117 

solution to the equation can be found and coincides with the vacuum state 
of Maxwell theory in terms of loops that we introduced in the previous 
chapter. That is, the non-Abelian character of the theory is lost if one 
does not consider intersecting loops, a fact we will also see reflected in 
the Hamiltonian case. 

It can be shown [88] that the Makeenko-Migdal equations generate 
all planar diagrams in perturbation theory in a regularized fashion (if 
one regularizes the equation), although they are not renormalized and no 
concrete proposal has been found for an equation that could take care of 
the renormalization. 

This approach offered the promise of reformulating QeD entirely in 
terms of free color fields, which raised the hope that confinement could 
be understood. Moreover, it makes it possible to express the expectation 
values of the observables through integrals in loop space. The diagrams 
are automatically free of infrared catastrophes since one works only with 
gauge invariant quantities. Finally, Migdal [12] gave a heuristic argument 
that showed that the behavior of the Wilson loop is consistent with the 
asymptotic area law typical of confinement. 

Several obstacles hampered further development of this approach. To 
begin with, the expectation values considered are divergent and need to be 
renormalized, as can be seen from their perturbative study [88]. The equa­
tion was initially written [12] in terms of a functional derivative, which 
led to some technical problems, though a later more geometric reformu­
lation was accomplished [89]. Historically, for a long time the structure 
and completeness of Mandelstam identities were not understood for the 
different gauge groups. Although the conceptual simplicity introduced by 
expressing observables as integrals in loop space was appealing, it is also 
the case that one does not know how to compute such integrals. 

But the main obstacle in this approach is the fact that not a single 
solution of the Makeenko-Migdal equation has ever been found in four 
dimensions. Progress has been made in the two-dimensional case [91, 90, 
93] and also with variational techniques [92]. It would be interesting to 
test whether the ideas of the extended representation we present in this 
book can be used to tackle this problem. Another interesting aspect is 
that relations have been found between the Makeenko-Migdal equation 
in the large N limit and equations for string theory [94]. 

Most of the advantages and disadvantages of Migdal's approach are 
shared by other loop formulations. The appeal of the loop representation, 
which is the main theme of this book, lies elsewhere. On the one hand, 
loop representations based on Hamiltonian approaches deal with three­
dimensional loop equations in a realistic case instead of four-dimensional 
ones as in the Migdal construction. Moreover, they are better suited 
for a canonical description of quantum gravity. In particular one can 
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118 5 Yang-Mills theories 

solve the diffeomorphism constraint rather easily, as we will see in chapter 
8. We will also see in chapter 10 that by applying exactly the same 
construction that we presented here for the Yang-Mills case to the Chern­
Simons action, one can find the connection between the expectation value 
of a Wilson loop and the Jones polynomial of knot theory. 

5.3 The loop representation 

Constructing a loop representation for a Yang-Mills theory is a straight­
forward matter with the concepts introduced in chapter 3. 

We will first discuss the SU(2) case as an illustration of the quantiza­
tion of a non-canonical algebra. We then discuss the SU(N) case via a 
transform. 

5.3.1 SU(2) Yang-Mills theories 

Let us construct the quantum theory for SU(2) through the quantization 
of a non-canonical algebra of loop dependent operators. A quantization 
could be achieved (formally) using the loop transform, leading to the same 
quantum theory. 

Let us consider a gauge theory with SU(2) gauge group. The connec­
tions are group-valued Aa = A~Xi where the Xs are elements of the su(2) 
algebra. We define the following quantities 

T°(-y) = Tr[U(-y)] = Tr [pexp (i9 i dya Aa)] , 

Ta(-y;) = Tr[U(-y~)Ea(x)U(-y~)], 

(5.13) 

(5.14) 

in the same spirit as those defined in chapter 3, except that we are making 
explicit the dependence on the coupling constant g of the theory. 

Classically, these quantities satisfy an algebra under Poisson brackets, 
which we discussed in chapter 3, 

. 1 

{Ta(-y;), T(.,,)} = ~ L €Xax(.,,)T(-y 0 rt), (5.15) 
I 10=-1 

.I 
! i 1 

{Ta(,,;), Tb(.,,~)} = -2 L €Xax(.,,)Tb(.,,; 0 (-y;)E 0 .,,~), 
10=-1 

. 1 

+~ L €XbY(-y)Ta(-y~ 0 (.,,~)E 0,,;), (5.16) 
10=-1 

where .,,10 represents either." or .,,-1. 
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5.3 The loop representation 119 

The best picture of these relations can be obtained by considering the 
Ta(r;) to be represented by a loop with a "hand" at the point x. Then 
the commutators are only non-zero when the hand on one of the loops 
grabs the other loop (which implies the loops must intersect). The ef­
fect of "grabbing" one loop with the hand of the other is to insert the 
accompanying loop at the point of intersection. 

This algebra is closed, as seen above, but it is insufficient in the sense 
that one cannot express all observables of interest in Yang-Mills theories 
in terms of it, in particular, the Hamiltonian. Therefore one cannot base 
a quantum theory simply on finding a representation of this algebra. One 
should consider a larger algebra including the objects with n insertions 
defined by formula (3.102) that were discussed in chapter 3. The algebra 
of TO and T a has for this reason been called the "small algebra" [38]. A 
generic Poisson bracket between higher order Ts is given by 

. 1 

{Tbl ... bn ('YX2 'YXI) Tal ... am (nY2 nYI )} = ~ "­
lXI' .•• , IXn , ·'YI' ... , ·'Ym 2 L...J 

E=-l 

{ _ ~ "Xbk Xk(n)Tbl ... Jlk ... bm,al ... an (nY2 nXk o(,Xk)EonYk nYI) 
L...J "., ·'YI' ... , ·'Yk-l Xk ·'Xk' ... , ·'Ym 
k=l 

+ ~ "Xak Yk (n)Tal ... P.k ... an ,bl ... bm ('YX2 'YYk 0 (nYk)E o'YXk ,XI )} L...J ,-., lXI' ... , IXk_1 ·'Yk 'Yk ' ... , Xm , 
k=l 

(5.17) 

where Ilk means that the index is not present. 
The Hamiltonian for a Yang-Mills theory was introduced in chapter 3, 

and is given by 

The two terms in this expression have different properties. 
term can actually be written in terms of a TO ('Y) as 

Tr(:8a (x ):8b(x) )"'ab = -! lim ",ac",bd ~ab( 7T;)~cd( 7T;)TO (r), 
71-+ t 

(5.18) 

(5.19) 

i.e., by taking a double loop derivative and then shrinking the loop de­
pendence to a point. The right-hand side of this formula does not depend 
on the path choice, as can be seen explicitly by considering 

~ab (7T~)~cd( 7T;)TO (r) = Tr[U (7T~)Fab(Y) U (7T~) U (7T; )Fab (x) U (7T~) U (r)] 
(5.20) 

and taking the limit in which x ~ y and the limit of'Y shrinking to a 
point giving, 

~ab(7T;)~cd(7T;)T°(r) h-+t= Tr[Fab(X)Fcd(X)], (5.21) 
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120 5 Yang-Mills theories 

which is independent of the path prescription. 
The term involving two electric fields cannot be written in terms of TO 

or T a, one needs a Tab. Classically this can be seen from 

(5.22) 

and in the limit 'Y -t /, the points x and y coincide. 
We now proceed to propose a quantization of the classical non-canonical 

algebra. We consider a space of wavefunctions ofloops W ('Y) as discussed 
in section 3.5.3 and define the action of the operators as 

i'°(1J)W("() == w( 'Y 0 1J) + w("( 0 1J-1), 

1 

Ta(1J~)W("() == -~ L € i dya8(x - y)w("( 0 1JE). 
E=-l 'Y 

The action of the T2 is defined as [39] 

Tab (1J~, 1J;)W("() = ! X ax (,,()X by ("()[w("(~ 0 r;;, 'Y; 0 r;~) 

(5.23) 

(5.24) 

+'T'( Y x x y) + ,T,( y -x -y X) + ,T,( x -y -x y)] 
'J.' 'Yx 0 1Jy , 'Yy 01Jx 'J.' 'Yx 0 1Jy 0 'Yx 01Jy 'J.' 'Yy 01Jx 0 'Yy 0 1Jx . 

(5.25) 

This last expression could be rearranged in terms of wavefunctions of a 
single loop using the Mandelstam identity (3.119). 

This representation for the T operators yields a quantum commutator 
algebra that reproduces, to first order in Ii, the classical Poisson algebra 
of the T operators that we introduced in chapter 3*. 

We are now in a position to give a quantum representation of the Hamil­
tonian ofthe theory. We have written the Hamiltonian ofthe theory (5.18) 
and it is the sum of two terms, one electric and one magnetic. The electric 
portion was given as a limit of a T2, so we can now find the corresponding 
quantum representation, by taking the limit in equation (5.25) in which 
we shrink the loop 1J to a point. We will study the action of this operator 
at a point in the loop 'Y where there is an intersection (of arbitrary order). 
The action on a regular point of'Y can be obtained as a limit (or by direct 
calculation). The result is 

~~ Tab(1J~01J;)W( 'Y) = 2Xax ('Y)Xby ('Y) (! w( 'Y~ 0'Y;) +~ w( 'Y~ot~)). (5.26) 

In the case of an intersection, the points x and y lie on any "petal" 
of the loop and therefore the portions 'Y~ and t~ refer to the various 
combinations of petals contained between x and y. For the case of a 

* We are taking Ii = 1. The orders of Ii can be restored by noting that momenta are first 
order in Ii, for instance, Tl = O(Ii), T2 = O(li2), etc. 
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5.3 The loop representation 121 

regular point of the loop, one simply takes the loop and shrinks the points 
x to y and therefore 7~ ~ 7 and 7: ~ t. The result then is 

(5.27) 

We also see that smooth loops are eigenstates of the electric part of the 
Yang-Mills Hamiltonian. This allows us to think of Wilson loops as lines 
of electric flux. 

The complete Hamiltonian for an SU(2) Yang-Mills theory in the loop 
representation is given by 

ilw(-y) = [-i f d3x",ac",bd~ab(X)~cd(X) 
+ i £ dya £ dy'b"'ab03 (y - yl)] w(-y) 

+! £ dya £ dy'b"'ab03 (y - y')) w (-yt 0 it, ). (5.28) 

The path dependence of the loop derivatives has been dropped since we 
showed above that they are prescription independent. Notice that if the 
loop 7 does not have intersections, the last term is equal to the second 
one and the equation is identical (up to constants) to the one obtained 
for Maxwell theory (4.72). Therefore it is clear that wavefunctions must 
have support on intersecting loops if the theory is to capture the full 
non-Abelian nature of the fields. 

As in the case of Maxwell theory, the Hamiltonian is singular and needs 
to be regularized and renormalized. As we pointed out in the case of 
Maxwell theory, in principle all terms in the Hamiltonian require a reg­
ularization. In the case of Maxwell theory we knew how to compute the 
vacuum and this suggested a suitable regularization of wavefunctions and 
operators. In the non-Abelian case, unfortunately, we do not know a 
single solution of the Hamiltonian eigenvalue equation and the issue of 
regularization and renormalization is largely unexplored. The eigenvalue 
equation has been extensively studied in the lattice in different approxima­
tions, leading to results for the energy density, gluon mass spectrum and 
other observables which coincide with those obtained with more standard 
methods. We will return to the lattice treatment in the next chapter. 

5.3.2 SU(N) Yang-Mills theories 

The loop representation for SU(N) Yang-Mills theories can be built along 
similar lines to the ones we followed in the previous section for the SU(2) 
case. We will see that the main difference consists in the fact that one 
needs to consider wavefunctions of multiloops. The classical "small" al-
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122 5 Yang-Mills theories 

gebra of TO and T1 can be readily generalized to the SU(N) case, 

{T°(-Y), TO(T])} = 0, (5.29) 

{T°(-y) , Ta(T];)} = ig i dya8(y - x) 

x (T°(-yg 0 T]; 0,;) - 1TO (-y)To (T]) ), (5.30) 

{Ta(-y;) , Tb(T]t)} = -ig i dza8(z - x) 

x (Tb(T]; 0,; 0 T]~) - 1TO(,)Tb(T]t)) 

+ig i dzb8(z - y) 

x (Ta(-y; 0 T]t 0,:) - 1TO (T])Ta (-Y;) ). (5.31) 

Up to now, representations of the large algebra have not been studied 
for SU(N) with N > 2. The approach we will take will be to consider 
the representation of the elements of the small algebra with the addition 
of a Tab, which is sufficient to write the Hamiltonian. This is clearly not 
enough: the Poisson bracket of a Tab with a Ted gives rise to Tabes. A 
quantization of the full algebra can always be performed such that this 
Poisson bracket is represented by a correct commutation relation. A direct 
constructive procedure to obtain such an algebra would be to perform a 
usual canonical quantization in terms of Es and As and to consider the 
Ts as derived quantities. The resulting quantum algebra will coincide 
with Poisson bracket algebra up to factor ordering differences. We should 
remind the reader that in the quantization process Poisson brackets are 
replaced by i times 1i and the factor ordering ambiguities are of order 
1i2 or higher. Since the T algebra for SU(N) has not been explicitly 
computed up to now, we will proceed with the constructive technique 
we just outlined. It would be interesting to check explicitly that this 
technique yields the same result as consideration of the full T algebra. 

We will choose the following ordering prescription for the T1 operator 
in terms of the canonical operators, 

(5.32) 

The operator algebra of 1'1 and T° reproduces the same classical Pois­
son algebra described above, where the brackets are replaced by 1i times 
the commutators. 

We now represent this algebra in terms of loop-based operators and 
wavefunctions, giving rise to the loop representation. As we mentioned in 
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5.3 The loop representation 123 

section 3, we need to consider functions of multiloops, via the transform 

(5.33) 

It turns out to be convenient to consider a certain combination of prod­
ucts of Wilson loops in the transform which is slightly different than the 
one presented in equation (5.33). We will consider the following trans­
form: 

(5.34) 

where the functionals MN{'Yl, ... , 'Yn) were introduced in section 3.4.1. 
This does not imply any loss of generality since the product of N Wilson 
loops can be reconstructed from the Ms. 

We now define the action of the TO operator, which is given by, 

r°(r)'l1{1]I, ... , 1]N) = 'l1{1' 0 1]1, ... , 1]n) + 'l1{1]I, l' 0 1]2, ... , 1]N) 

+'l1{1]I, ... ,1'01]N). (5.35) 

Notice that this expression only involves wavefunctions of N entries, 
since due to the Mandelstam identities (3.39) MN+1 = 0 and consequently 
'l1{1]I, ... ,1]N+d vanishes identically. The fact that we are dealing with a 
special group (determinant equal 1) implies that 

'l1{1] 0 1]1,1] 0 1]2, ... ,1] 0 1]N) = 'l1{1]I, ... ,1]N) (5.36) 

and therefore by considering 1] = 'iii one immediately concludes that the 
wavefunctions are really only functions of N - 1 loops. We will continue 
using wavefunctions with N entries for convenience. 

We complete the small T algebra by representing the Tl operator, 

N 

r a(r:)'l1{1]I, . .. , 1]N) = L i dya63{x - y) 
k=1 11k 

X ['l1{1]I, ... , (1]k)~ 0 'Y: 0 (1]k)~' ... ' 1]N) - J.,T°(r)'l1{1]I, ... , 1]N)]. 
(5.37) 

To represent the Hamiltonian, we first recall that the magnetic part is 
given by equation (5.20). Using the formula for T°(r), (5.35), one can 
immediately realize the action of the magnetic part of the Hamiltonian, 

f 3 zazb 
d X1]ab'Ir{B B )'l1{1]I, ... , 1]n) = 

N 
1 '" f d3 ac bd A (i) ( ) A (i) ( ) ,T. ( ) - '4 ~ X1] 1] L..l.ab X L..l.cd X '.l" 1]1,···, 1]n , 

i=1 

(5.38) 
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124 5 Yang-Mills theories 

where the loop derivatives ..6.~i~ (x) are path independent and act only on 
the ith entry- of the loop. 

For the electric part, we need to study the action of the operator 

[= / d3xTrCEtEb)fJab (5.39) 

on the functionals MN in the connection representation. To perform this 
calculation it is useful to consider the following identity, 

N-l 

[i'°(fJl) x ... x i'°(fJN) = L {i'°(fJl) x ... [[,i'°(fJi)]'" x i'°(fJN) 
i=l 

+ i'°(fJd x ... x i'0 (fJN_d[i'° (fJN ) } 

(5.40) 

and recalling that the commutator of the electric part of the Hamiltonian 
with i'0 is 

[/ d3xTr(EaEb)fJab,i'°(T)] = - i dyai'b(T~)fJab 
+~ i dya i dy,bfJab03(y - y')[i'°(Tt)i'°(Ttl ) - 1i'°(T)](5.41) 

and 

[i'0(T) = ~ i dya i dy,bfJab03(y - y')[i'0 (Tt)i'o (Ttl) - 1i'°(T)]· (5.42) 

one can construct explicitly the action of the Hamiltonian constraint in 
the SU(N) case. Very little is known about this operator in the continuum 
though some progress has been made in the SU(3) case in the lattice [95] 
and in the SU(N) case in 1 + 1 dimensions [96]. 

Representations in terms of multiloops also appear in the context of 
general relativity coupled to gauge fields [97]. 

5.4 Wilson loops and some ideas about confinement 

In his pioneering work, which stimulated most of the interest in the use 
of loop variables in the treatment of non-Abelian gauge theories, Wilson 
[48] introduced the idea that the trace of the holonomy could act as an 
order variable for the theory and could therefore be used to study phase 
transitions. 

The intuitive picture behind this is the following. Consider a Yang­
Mills theory coupled to fermions (quarks) and consider the creation and 
subsequent annihilation of a quark-antiquark pair. Assuming the usual 
interaction term in the Hamiltonian of the type j . X, and neglecting 
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5.4 Wilson loops and some ideas about confinement 125 

q q 

Fig. 5.1. Creation of quark-antiquark pairs viewed as Wilson loops. Creation 
of a free pair is suppressed if the expectation value of the Wilson loop is a 
decreasing function of the area of the loop 

vacuum polarization effects, one expects such a process to have a weight 
proportional to the holonomy of the connection Aa along the closed path 
formed by the quark-antiquark creation and annihilation process. There 
are other weight factors independent of the connection and also a weight 
factor given by the free action of the field. 

In order that quarks exist as separate final-state particles it must be 
possible to consider quark-antiquark processes in which the quark and 
antiquark lines are well separated, at least when the points of creation 
and annihilation are far apart. The behavior of the expectation value of 
the Wilson loop under the separation of the quark-antiquark lines will 
therefore determine if it is possible for quarks to exist as final states. 

For instance, if the expectation value of the Wilson loop turns out to 
go as exp( -l), where l is the length of the loop (perturbative and lattice 
calculations suggest this result for non-confining theories) one sees that 
one could separate the quark and antiquark lines at will without increasing 
the length of the loop. This implies that creating well separated quark­
antiquark pairs is as likely as creating pairs close together. Therefore the 
theory is not confining. For instance, for QED an explicit calculation can 
be performed and < W >= exp[- f'Y dy/L f dzll D/LII(Y - z)] where the loop 
, is four-dimensional and D /L II is the free propagator of the theory. If one 
regularizes the calculation one can see that this is proportional to exp( -l) 
with l the length of the loop (for details of the regularization see reference 
[62]). 

On the other hand, if < W >"-' exp( -a), where a is the area of the 
loop, a process with the quark-antiquark lines shown in figure 5.1 far 
away from each other is suppressed with respect to one in which the lines 
are close together and therefore the theory exhibits confinement. 
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126 5 Yang-Mills theories 

These qualitative considerations have been extensively verified in the 
lattice. It is immediate to confirm them in strong coupling expansions [48, 
74, 98], in Monte Carlo simulations [98] and in perturbative calculations. 

We therefore see that quark confinement can be thought of as the ap­
pearance of confinement of Wilson loops. Since we have extensively ar­
gued that Wilson loops can be thought of as lines of electric flux, this gives 
an image of quark confinement in which lines of electric flux are confined. 
This is reminiscent of what happens in superconductivity, except that in 
that case, the confinement refers to lines of magnetic flux. It seems there­
fore that a system can have two possible confining regimes, one electric 
and the other magnetic. Each confining regime will be characterized by 
an order parameter. We argued above that the Wilson loop acted as an 
order parameter for electric confinement. What could such a parameter 
be for magnetic confinement? We will now discuss a proposal by t'Hooft 
for such a parameter and its implications for the loop representation. 

t'Hooft [99] introduced a quantity that can be viewed as an order (ac­
tually he refers to it as a disorder) parameter for a Yang-Mills theory. 
The idea can be illustrated by means of the following example in (2 + 1) 
dimensions. 

Consider an SU(N) Yang-Mills theory in 2 + 1 dimensions coupled to 
an SU(N) Higgs field such that the gauge symmetry is spontaneously 
and completely broken. Both the Yang-Mills connection Aa and the 
Higgs field H(x) are invariant under gauge transformations generated by 
the center of the group SU(N), Z(N). A generic element of Z(N) is 
given by exp(27rin/N) with n an integer. A system like this admits a 
classical solitonic solution of the following kind. Consider a region R in 
two-dimensional space surrounded by a region B. In region B symmetry 
is spontaneously broken, the Higgs field having acquired a "constant" 
non-zero value. Being an element of the group, "constant" means that 
there exists a gauge transformation at each point that relates the value 
of the fields to a certain fixed value, Hn(x) = !l(x)Ho!l(x)-l. Consider 
a closed curve in B that surrounds R. Since B is not simply connected, 
it could happen that by going around the curve, !l becomes multi valued, 
i.e., !l27r = exp(i27rn/N)!lo. We say that the field has a winding number 
n in such a configuration. The presence of this multivaluedness in the 
field implies that the configuration is stable. If it were not, it could be 
radiated away, the final configuration would have n = 0 and this could 
not be achieved from a state with given n in a continuous fashion. 

Let us now consider an operator that, starting from a regular field 
configuration a configuration (such that there exists everywhere a single­
valued gauge transformation that maps the field to a constant), will create 
a configuration like the one we discussed above. To simplify, we will shrink 
the region R to a single point, at which the gauge transformation mapping 
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5.4 Wilson loops and some ideas about confinement 127 

the field to a constant is singular. Let us call such a point Xo. 
We now define an operator ¢( xo) that materializes a singular gauge 

transformation that changes the winding number of the fields, 

¢(xo)w[A, H] = w[An(xo), Hn(xo)], (5.43) 

where O(xo) the gauge transformation singular at Xo such that for every 
oriented curve c( 0) that surrounds Xo once 

(5.44) 

Let us now consider a state in the physical space of states W ph (A, H). 
Such states are gauge invariant under regular gauge transformations. Un­
der the singular transformations we are considering here 

(5.45) 

This statement is self-evident: the resulting gauge transformation only 
depends on the singularity structure. If one takes a curve surrounding x it 
will detect the multivaluedness induced by ¢(x) and similarly for a curve 
surrounding y. A curve that surrounds both singularities will detect the 
combined winding number. All this is independent of the order in which 
the singularities were added. 

The point of this construction was to introduce the operator ¢(x). We 
will now show that this operator plays the role we wanted: that of a 
"disorder" parameter for the theory. In order to see this, let us study the 
commutation relation of this operator with the Wilson loop. Acting on a 
physical state 

¢(x) W-y [A]w[A, H] = W-y[An(x)]w[An{x), Hn(x)] (5.46) 

and noting that W-y[An(x)] = exp(27rin(r)jN)W-y[A], where n(r) is the 
number oftimes 'Y winds around xo, and w[An(x), Hn(x)] = ¢(x)w[A,H] 
we get 

(5.47) 

Let us now consider a basis I¢ > in which the operator ¢(x) is diagonal. 
In such a basis, the operator W-y[A] introduces a jump of magnitude 
exp(27rin(r)jN) in the operator ¢(x) if the point x is within,. This 
implies that the Wilson loop acts as a creation operator for a domain 
inside of which the operator ¢(x) has a different value. Using the natural 
association of Wilson loops with lines of electric field one can view the 
domain in which ¢(x) jumps in value as delimited by a closed line of 
electric field. 

This argument can be extended to the case of a theory coupled to 
fermions (quarks) and in this case one should consider an operator built 
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128 5 Yang-Mills theories 

with a holonomy along an open path with quarks at the ends. By reason­
ing analogous to that above one can view this open path as a confined line 
of electric field joining the quark-antiquark pair. Trying to separate the 
pair requires that the line of confined electric flux be stretched and since 
the flux is constant, the energy needed to separate the pair is proportional 
to the distance between the particles. This is a signal of confinement in 
the theory. 

Let us now outline how to generalize the above reasoning to 3 + 1 di­
mensions. In this case the point Xo at which the gauge transformation was 
singular becomes a closed line 'fl. Any gauge transformation along a curve 
'Y that is linked with 'fI will be multivalued. The order of multivaluedness 
is related to the linking number of both curves. 

The commutation relation in three dimensions between the Wilson loop 
and the generalization of ¢(xo) to three dimensions (which is usually 
referred to as the t'Hooft operator B('fI) is 

(5.48) 

where GL(-y, 'fI) is the Gauss linking number of the two curves. The Bs 
commute among themselves. 

The physical results that arise from this picture are that either W 
or B can exhibit behavior dependent on the area or the length of the 
loop. According to the possible combinations, four different phases can 
be identified for the theory. A physical discussion of the four phases in 
the context of QeD can be found in reference [99], where it is argued that 
the only relevant phases in the case of pure gauge theories (no fermions) 
are either electric or magnetic confinement. 

The phase in which electric field lines are confined is called the confin­
ing phase. From an energetic point of view, this phase is characterized 
by a degeneracy of the vacuum. This is due to the fact that the Hamilto­
nian commutes with the operator B and therefore it does not cost extra 
energy to add magnetic field lines. Electric field lines carry an energy 
proportional to their length. 

The explicit form of the B operator in the connection representation 
is complicated. t'Hooft [99] was able to find an explicit form for this 
operator in the lattice and Mandelstam [100] discussed its form in the 
continuum case. It is remarkable that in the loop representation these 
operators can be realized in a rather straightforward manner [13]. 

Recalling the action of the Wilson loop on a state of an SU(N) Yang­
Mills theory in the loop representation, 

i'°(-y)\{I('fI1,." ,'fiN) = \{I(i' ° 'fI1,··· ,'fin) + \{I('fII,i' ° 'fI2,··· ,'fiN) 
+\{I('fII, ... ,i'0'flN), (5.49) 
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5.4 Wilson loops and some ideas about confinement 129 

we can define the operator B (-y), 

Bh)",(~" .. ·'~N) ~exp C;i EGLh,~0 "'(% ... ,~N), (5.50) 

where 

1 i at b (x - yy GL(-Y,11k) = -4 dx dy f.abc 1 13 
7r 'Y""1e X - Y 

(5.51) 

is the Gauss linking number of , and 11k. This topological invariant mea­
sures how many times the loop 11k "threads through" the loop, (for more 
details see chapter 10). 

It is straightforward to study the commutation relations of this operator 
with the Yang-Mills Hamiltonian. Because the Gauss linking number is 
a topological invariant, it commutes with the portion of the Hamiltonian 
with two loop derivatives, since adding an infinitesimal loop does not 
change the value of the topological invariant. This point really requires 
a regularization since the Hamiltonian adds an infinitesimal loop at all 
points in the manifold and could introduce divergences. The electric part 
of the Hamiltonian also commutes with the B operator. This can be 
seen by recalling that the effect of the electric part of the Hamiltonian 
on a wavefunction of N loops is to produce a wavefunction with N + 1 
loops produced by fissions of loops at their self-intersections, as shown 
in equations (5.28),(5.42). Computing the linking number before or after 
the fission gives the same result and the operators commute. The reader 
may be interested in what happens if one characterizes the action of the 
Hamiltonian purely in terms of N loops using the Mandelstam identity, as 
we did in the SU(2) case, equation (5.28). In this case some portions ofthe 
loop are rerouted and some of the linking numbers - which depend on the 
orientation - may change sign. However, the result remains unchanged, 
because the operator B takes values on Z(N) and this makes the operator 
compatible with the Mandelstam identities. 

So we see that the operator B commutes with the Hamiltonian. We 
will now study the commutation relation of the Wilson loop with the 
Hamiltonian. In the loop representation the Wilson loop becomes the 
TO (,) operator and let us assume that we are considering loops , that 
are smooth. Consider the commutator of the TO (,) operator with the 
electric part of the Hamiltonian, equation (5.42). Its action on a state in 
the loop representation can be computed using (5.35),(5.37). From (5.42) 
one can see that there are two terms. The first one is proportional to the 
length of the loop (double integral along ,) and the second one, taking 
into account (5.37), involves an integral along, and another integral 
along the loop that appears in the argument of the wavefunction. If one 
considers long loops, the first term (proportional to the length) dominates 
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130 5 Yang-Mills theories 

the other term, which involves intersections of, with the argument of the 
wavefunction. The commutator of fO (,) with the magnetic part of the 
Hamiltonian vanishes, which can immediately be seen from (5.38) since 
the loop derivatives act specifically on the arguments of the wavefunction 
and the loop dependence of the fO is transparent. 

We therefore see that it is simple to prove that the loop representation 
naturally describes the confining phase of Yang-Mills theory. There is 
a natural representation of the disorder operator B and adding an elec­
tric field line has an energetic cost proportional to the length of the line 
being added, which is one of the signs of confinement. It should be re­
marked that these arguments show that there exists a confining phase in 
which it is energetically expensive to create Wilson loops. However, one 
could conceive different phases, where the distribution of loops is dense in 
space and then the dominating term in the expressions considered above, 
instead of being that of the length of the loop could be the one involv­
ing intersections. However, the fact that B always commutes with the 
Hamiltonian suggests that Yang-Mills is always in a confining phase. 

5.5 Conclusions 

We have considered various loop-based approaches to Yang-Mills theo­
ries. We have emphasized the use of Hamiltonian techniques and the loop 
representation, which we constructed explicitly for SU(2) and SU(N) 
Yang-Mills theories. As the reader may have perceived, the treatment of 
Yang-Mills theories in the language of loops in the continuum has only 
a formal character and little progress has actually been made towards 
understanding the non-perturbative physics of QCD. Only qualitative ar­
guments, like the ones we introduced in the previous section, shed some 
light on the various physical processes of non-Abelian gauge theories. On 
the other hand, the gauge invariant description of Yang-Mills theories 
based on holonomies has found application in attempts to set the theory 
in a more mathematically rigorous basis. For instance, it may be possi­
ble to define an infinite-dimensional measure rigorously in the space of 
connections modulo gauge transformations in terms of the loop algebra 
[40]. Progress in this respect has also been made in lower dimensions 
[96, 102, 103]. In this chapter we have concentrated on pure Yang-Mills 
theories. Coupling to fermions and Higgs fields can be introduced in the 
loop representation but again most results are only formal. In the next 
chapter we will return to the issue of matter couplings in Yang-Mills 
theories. 
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6 
Lattice techniques 

6.1 Introduction 

As we mentioned in the previous chapter, the definition of Yang-Mills 
theories in the continuum in terms of loops requires a regularization and 
the resulting eigenvalue equations are, in the non-Abelian case, quite in­
volved. Lattice techniques appear to be a natural way to deal with both 
these difficulties. First of all since on a lattice there is a minimum length 
(the lattice spacing), the theory is naturally regularized. An important 
point is that this is a gauge invariant regularization technique. Secondly, 
formulating a theory on a lattice reduces an infinite-dimensional problem 
to a finite-dimensional one. It is set naturally to be analyzed using a 
computer. 

Apart from these technical advantages, the reader may find interest in 
this chapter from another viewpoint. In terms of lattices one can show 
explicitly in simple models many of the physical behaviors of Wilson loops 
that we could only introduce heuristically in previous chapters. 

Lattice gauge theories were first explored in 1971 by Wegner [104]. He 
considered a usual Ising model with up and down spins but with a local 
symmetry. He associated a spin to each link in the lattice and considered 
an action that was invariant under a spin-flip of all the spins associated 
with links emanating from a vertex. He noted that this model could 
undergo phase transitions, but contrary to what happens with usual Ising 
models, his model did not magnetize. The absence of the magnetization 
posed him with the problem of distinguishing the phases of the theory. 
That lead him to introduce correlation functions associated with loops 
("loop correlation functions") and to find laws of area and perimeter very 
much in the same spirit as the ones introduced in the previous chapter. 

In a similar fashion, usual gauge theories can be introduced in the lat­
tice, associating to each link an element of the corresponding gauge group. 

131 
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132 6 Lattice techniques 

Many lattice formulations of a certain theory may be written down. This 
is totally analogous to trying to discretize a differential equation in the 
sense that many discretized versions of a single equation in the continuum 
may exist. 

The first application of lattice techniques to Yang-Mills theories is due 
to Wilson [48], who showed how to quantize a gauge theory on a lattice 
using path integral techniques. Making a Wick rotation to a Euclidean 
spacetime, he showed that the computation of the Green functions of 
the field theory essentially coincides with the computation of the cor­
relation functions of a Euclidean four-dimensional statistical mechanics 
system. Wilson also noticed that the lattice theory admits a strong cou­
pling regime in which there are no free quarks, i.e., confinement appears 
explicitly. The strong coupling expansion is not completely satisfactory 
since it does not preserve Lorentz invariance. Kogut and Susskind [49] 
were the first to introduce a Hamiltonian formulation for lattice gauge 
theories. In this case space is discretized but time is retained as a con­
tinuous variable. They studied the SU(2) theory, which then becomes a 
quantum mechanical problem, and they studied the strong coupling ex­
pansion, which becomes the usual time independent perturbation theory. 

Exploiting the connection pointed out above between gauge theories 
and four-dimensional statistical mechanical problems has allowed the in­
troduction of Monte Carlo techniques for the covariant description of lat­
tice field theories. These computational techniques were developed in the 
1950s and a widely used practical implementation is due to Metropolis 
et al. [105]. In the context of lattice gauge theories these techniques 
were first applied by Wilson [106] and further developed by Creutz [107]. 
The application of these methods has allowed a concrete prediction of 
the mass spectra of the physical excitations of the theory and has been 
implemented on supercomputers yielding values of elementary excitations 
within 10% error of experimental measurements. 

The main limitation of lattice approaches is that the number of degrees 
of freedom increases very rapidly with lattice size. The situation is worse 
in higher dimensions and when the theory is coupled to fermions. Progress 
in lattice approaches to gauge theories is therefore more dependent on the 
development of new analytical techniques and the identification of the rel­
evant degrees of freedom than on the development of faster computers. 
We have argued in previous sections that loops are natural objects for 
describing gauge theories in a gauge invariant fashion. This raises hopes 
that the loop representation could be a useful tool for addressing some 
of the difficulties that arise in lattice formulations. The lattice context is 
very useful for putting in a concrete and rigorous setting many of the for­
mal results discussed in the previous chapters and for gaining an intuitive 
feel for the loop representation. Loop representations on the lattice have 
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6.2 Lattice gauge theories: the Z(2) example 133 

been developed for the Z(2) model [108] and more recently some progress 
has been made for non-Abelian gauge theories. Concrete calculations in 
2 + 1 dimensions have been performed for SU(2) [109, 110] and SU(3) 
[95]. 

One is usually interested in the continuum limit of a lattice gauge the­
ory. This involves shrinking the separation between lattice points to zero 
and increasing the number of lattice points to infinity in such a way that 
distances are conserved. The theory on the lattice involves interactions 
between the variables in different lattice sites. These interactions give 
rise to correlations. If the correlations are short range with respect to 
sites, when taking the continuum limit the correlations vanish for non­
vanishing lengths. Therefore, in order to have a non-trivial continuum 
limit, a lattice model needs to allow a regime (at least for some value 
of the coupling constants) such that the system becomes scale-free and 
long range correlations appear. These regimes correspond to second class 
phase transitions in the statistical mechanics sense, and it is in this regime 
that the continuum limit is usually taken. 

The organization of this chapter is as follows. In the following section 
we discuss as a toy model the Z(2) model on the lattice. We analyze it 
in the covariant and Hamiltonian versions in terms of the usual variables 
and then study the loop representation. In the following section we repeat 
the analysis for SU(2) and in the last section we discuss the inclusion of 
fermions in an open-path representation. 

6.2 Lattice gauge theories: the Z(2) example 

Wegner [104] introduced the Ising lattice gauge theories in 1971. He was 
interested in building a model similar to the Ising model but which did 
not exhibit spontaneous magnetization and which had a non-trivial phase 
structure. He wanted to study how to characterize the phases of a model 
without local order parameters. 

The treatment of this section will follow closely the presentation due 
to Kogut [74], to which we refer the reader for further details. 

6.2.1 Covariant lattice theory 

Consider a cubic lattice in a three-dimensional Euclidean spacetime. We 
label the lattice sites by a triplet of integers n and the unit vectors on the 
lattice which we characterize by unit vectors along the lattice directions. 
The lattice is oriented and the unit vectors will have a + or - sign in front 
according to their orientations. Notice that each link corresponds to two 
possible arrangements of (n,p), since (n,p) = (n + p, -p). At each link 
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134 6 Lattice techniques 

Fig. 6.1. The local gauge transformations of the Wegner Z(2) model. 

we associate an Ising spin a = ± 1 and therefore each configuration of the 
system is associated with an assignment of a spin orientation to each link 
of the lattice. 

Consider now a transformation (which we will call "a local gauge trans­
formation") such that it flips all the spins connected with one site in the 
lattice. An example is shown in figure 6.1. 

We now consider the following action for the model 

S(a) = -f3 L a(n, J-l.)a(n + J-l., I/)a(n + J-l. + 1/, -J-l.)a(n + J-l., -1/), (6.1) 
n,/-l,v 

given by the sum of the products of all spins around each elementary 
plaquette of the lattice. f3 is the coupling constant of the model. This 
action is invariant under the gauge transformations introduced above. 
This can be readily checked noticing that a gauge transformation at n 
simultaneously changes the sign of a(n, J-l.) and a(n + J-l., -1/). Notice that 
any product of spins around any loop on the lattice will be invariant. We 
readily see how for this simple model the ideas of loop and holonomy play 
an important role. 

If one attempts to define an order parameter for this model in the same 
spirit as the one defined for the Ising model - the magnetization - one 
finds that the statistical mean value of such an order parameter identically 
vanishes. This is a particular case of the result due to Elitzur [111] that 
states that taking the statistical mean value of a local gauge dependent 
quantity averages it over the gauge orbits. For a compact Lie group (or 
a discrete group like Z(2)) this means that the mean value vanishes. 

Wegner proposed the idea of considering as an order parameter for the 
model the gauge invariant quantity 

w'/' = II a(l), (6.2) 
IE'/' 

which represents the product of all the spins situated at the links l that 
compose the closed loop 'Y on the lattice. This idea appears natural 
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6.2 Lattice gauge theories: the Z(2) example 135 

in view of what we discussed in the previous chapter, but it should be 
remembered that historically it appeared before Wilson's proposal. It was 
the first time that a "Wilson loop" was proposed as an order parameter 
for a gauge theory. 

The statistical mean value of the operator W" is given by 

1 
< W" >= Z L:W"exp(-8(0-)), (6.3) 

0'1 

where Z = EO'I exp( -8(0-)) is the partition function. The summations 
on 0-1 above mean summing over all possible spin configurations on the 
lattice (Le., assignments of spin values to the links). Notice that in this 
context one can reinterpret f3 as the inverse temperature in a statistical 
model. Wegner proved that at small values of f3 (high temperatures), 
< W" >'" exp(-area(-y)). At low temperatures - large values of the 
coupling constant - it decreases as '" exp(-length(-y)) and therefore the 
expectation value of this operator allows us to distinguish the high and 
low temperature phases. 

Let us discuss the proof of the area behavior via a high temperature 
expansion. We start by considering the identity 

exp( -8(0-)) = exp(f3o- 0- 0- 0-) 

= cosh(f3) + 0- 0- 0- 0- sinh(f3) (6.4) 

= (1 + 0- 0- 0- 0- tanh(f3)) cosh(f3), (6.5) 

valid for 0- E Z (2). Therefore 

< W >- EO'I TIo(1 +o-o-o-o-tanh(f3)) TIlE" 0-(1) (6.6) 
,,- EO'I TID (1 + 0- 0- 0- 0- tanh(f3)) , 

where symbolically the product of four sigmas represents a product along 
a plaquette like the one considered in equation (6.3). The product over 
o means over all plaquettes in the lattice. 

In order to evaluate the above expression one should recall that, 

(6.7) 

Therefore the only contributions that survive in the numerator are those 
in which each link is traversed at least twice, in particular the links of 
the loop "y. This means that the interior of the loop has to be filled by 
the plaquettes in the product. This ensures that each link in the lo.op 
and all links in the internal plaquettes are traversed twice. Notice that 
in three dimensions this could be accomplished by many configurations 
of plaquettes, not just planar ones. Similarly in a compact lattice the 
same effect could be achieved in the exterior of the loop. We will see 
immediately that all those possibilities are suppressed and the minimal 
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136 6 Lattice techniques 

area surrounded by the loop gives the dominant term. In order to see 
this, recall that tanh(,8) « 1 and therefore the leading contribution to 
the numerator will be of order (tanh,6)N where N is the minimal number 
of plaquettes that fill the loop 'Y and, therefore, to leading order 

< W-y >= (tanh(,6))N + ... = exp(Nln(tanh(,6))) + .... (6.8) 

Since the minimal area inside the loop is given by N times the area of 
the elementary plaquette we get the area law 

< W-y >= exp( - f(,6)area) , (6.9) 

where the leading term in the expansion of f(,6) is -In(tanh(,6)). 
A similar perturbative expansion for the behavior at low temperature 

gives a dependence proportional to the length of the loop. We refer the 
reader to reference [74] for details. 

6.2.2 The transfer matrix method 

A lattice Hamiltonian version of a quantum gauge theory can be intro­
duced in two different ways. One would be simply to consider the theory 
in a Hamiltonian fashion in the continuum and to propose a discretization 
on a lattice. There is another method, which is commonly used, in which 
one discretizes the covariant theory on a Euclidean spacetime lattice and 
then takes the continuum limit in the time direction to end with a Hamil­
tonian formulation. This procedure is called the transfer matrix formalism 
and was introduced by Schulz et al. [113]. Why would one proceed in this 
way? It turns out that for several theories it is more immediate to write 
a discretized version of the covariant theory and it exhibits in a clearer 
fashion the symmetries of the theory. For statistical models that do not 
come from a discretization of a continuum theory (like the example we 
are considering), the transfer matrix method is the only way to construct 
a Hamiltonian theory from the covariant one. The Hamiltonian version 
of a statistical theory can only agree with the covariant version at critical 
points since it is a partial continuum limit (in the time direction) of the 
latter. 

To illustrate the transfer matrix method, let us consider it for a simple 
mechanical system, a particle in a potential. We follow the treatment due 
to Creutz [112]. The transfer matrix method is based on the close analogy 
between the Euclidean path integral formulation of quantum mechanics 
and statistical mechanics. The idea is the following. One starts with a 
theory, the covariant lattice version of it giving a statistical mechanical 
system with a discretized time. One then writes the partition function 
in terms of a product of elements of a certain matrix. This matrix is 
then reinterpreted, in the limit in which the discrete time intervals go to 
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6.2 Lattice gauge theories: the Z(2) example 137 

zero, as the matrix elements of the evolution operator of a Hamiltonian 
quantum theory. The vacuum energy of this theory may be identified 
with the free energy of the statistical mechanical system. The propagator 
can be identified with the correlation functions and the mass gap with 
the inverse of the correlation length. 

We will now prove for the simplified case of a particle in a potential 
the relation between the partition function and the energy of a quantum 
Hamiltonian. Let us consider the Lagrangian of a particle in a potential 
V(x) 

£, = !mx2 + V(x), (6.10) 

where the + sign is due to the Euclidianization. Then the path integral 
is given by 

Z = f Dx(t) exp( -8), (6.11) 

where the integral is over all possible trajectories x(t) from an initial 
configuration at to to a configuration at tN, We will perform this integral 
in a lattice in which space is continuous but time is discrete, divided into 
intervals spaced by a = (t N - to) / N. The discretized version of the action 
is 

(6.12) 

The functional integral is now precisely defined as a multiple integral, 

N-l 

Z = f II dXi exp(-8). 
1 

(6.13) 

Notice that if one considers periodic boundary conditions in time and 
sums for all x(to) = X(tN), Z becomes the partition function of a statis­
tical mechanic system. 

We will now see that evaluating this partition function is equivalent to 
solving a quantum mechanical Hamiltonian system. To see this, let us 
write the partition function 

N 

Z = f II dXi T(Xi+b Xi), 
i=l 

where T(x, x') are the elements of the transfer matrix, given by, 

T(x, x') = exp ( -;;, (x - x')2 - ~(V(x') + V(x))) . 

(6.14) 

(6.15) 

Consider now a Hilbert space ll1(x) with the usual inner product, in 
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138 6 Lattice techniques 

which we define the position and translation operators, 

xw(x) = xw(x), 

exp(ibp)w(x) = w(x + b). 

(6.16) 

(6.17) 

We wish to identify the elements of the transfer matrix as the matrix 
element of an operator in the position representation, 

T(x, x') =< xlTlx' > . (6.18) 

It can be seen that the operator, 

T = J db exp ( - aVix )) exp (- b;: - ibP) exp (-av2(x)) (6.19) 

/ ( av(x)) (ap2 ) (aV(x)) =y27ra/mexp --2- exp -2m exp --2- (6.20) 

gives the desired result. In the limit in which the lattice spacing is small, 
one can rewrite the operator as 

~ J27ra ~ 2 T = --;;- exp( -aH + O(a )), 

and one recognizes the usual Hamiltonian operator, 
~2 

if = :m + V(x). 

(6.21) 

(6.22) 

In terms of the T operator, the partition function can be written as 

Z = Tr(i'N) = Tr(exp( -if(tN - to))). (6.23) 

It is immediate to establish the relation between the partition func­
tion and the vacuum energy of the associated Hamiltonian formulation. 
Suppose we are in a basis that diagonalizes if with eigenvalues Ej. Then, 

Z = Lexp(-Ej(tN -to)), 
j 

(6.24) 

and in the limit in which the time interval is large, the dominant term is 
given by exp(-Eot). 

6.2.3 Hamiltonian lattice theory 

Let us now apply the transfer matrix method to the Z(2) theory. For 
this purpose we consider an asymmetric lattice with time spacing T and 
spatial spacing a. Let f3r be the coupling constant of the plaquettes that 
contain time-like links D t and f3 the constant associated with the purely 
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6.2 Lattice gauge theories: the Z(2) example 139 

spatial plaquettes Os. The action can be split into two types of terms 

s = -f3T L:aaaa - f3L:aaaa. (6.25) 
Ot Os 

We now fix the gauge in such a way that the spins associated with all 
the temporal links take the value + 1 (this is called the "temporal gauge" 
and is analogous to Ao = 0 in a gauge theory). The contribution of the 
plaquettes that include time-like links can then be rewritten as 

f3T L: a(n, JL)a(n + T, JL), (6.26) 
n,j.t 

where the sum is over all the spatial links, i.e., JL is a space-like unit 
vector of the lattice. This can be immediately rewritten - apart from an 
irrelevant additive constant - as 

(6.27) 

If we now denote by a i the spatial spins associated with the spatial 
surface t = ti, the partition function can be rewritten 

Z = L: U exp (f3; L:(ai+1(l) - a i (l))2 + f3L:aaaa) . 
spatial spin z Is Os 

configurations 

(6.28) 
We can write the partition function as 

Z = L: II T(ki+l' kd, (6.29) 
k 

where k i is a spatial configuration of spins and T is the transfer matrix. 
If the lattice has Q spatial links at t = ti there will be 2Q different config­
urations and therefore the transfer matrix will be of dimension 2Q x 2Q. 
Following the procedure outlined in the previous subsection, we can intro­
duce a Hilbert space of functions that depend on the spin configurations 
on a given spatial surface \lI(ki ) = \lI(ai, . .. ,a~). The inner product is 
given by < 'ljJi¢ >= 2:k'ljJ*(k)¢(k). The product of two given configura­
tions is < kik' >= 8a1 a' .. . 8aQ a' • 

, 1 ' Q 

Let us now write the diagonal matrix elements of the transfer matrix 
among the configurations at time ti and the configurations at time ti+ 1. 

We denote the diagonal elements as "zero flip" , meaning that all the spins 
are unchanged, 

(6.30) 
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140 6 Lattice techniques 

where we see that all the terms of the first summation of the action (6.29) 
vanish since the configurations are the same. 

Let us consider the contribution when the configuration at ti differs by 
one spin from that at ti+1, which we denote as "one flip" , 

T(1 flip) = exp ( -2{3T + (3 ~ a a a a) . (6.31) 

We see that only one term contributes to the first summation in the 
action, the one corresponding to the lattice site where the spin has been 
flipped. In general, 

T(n flips) = exp ( -2n{3T + (3 ~ a a a a) . (6.32) 

We would now like to adjust the parameters (3 and T such that in the 
limit ti+1-ti ~ 0, the transfer matrix becomes exp(TH) "-' 1-TH with H 
the Hamiltonian. This immediately leads us to the following conclusions 
(in the limit), 

(3 "-' T, 

exp(-2{3T) "-' T, 

(6.33) 

(6.34) 

which leads us to identify {3 = A exp ( - 2{3T), where A is a constant. There­
fore from the expression of the elements of the transition matrix we can 
infer the elements of the quantum Hamiltonian, 

H(Oflips) == H(ki,kd = (A ~aaaa) , (6.35) 

whereas 

H(1 flips) = 1 + 0(t2 ). (6.36) 

Let us give a representation for the action of the Hamiltonian opera­
tor. We represent an upward pointing spin by the two-dimensional vector 
(1,0) and the downward pointing spin by (0,1). The operator that pro-

duces a spin-flip is the Pauli matrix al = (~ ~) , whereas the diagonal 

operator in this basis is a3 = diag(1, -1). Therefore the Hamiltonian can 
be written as 

H = - Lal - A La3a3a3a3. (6.37) 
I. D. 

The operator that materializes the gauge transformations in this model 
can be written as 

(6.38) 
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where In are the spatial links that emanate from the lattice site n. It can 
be readily checked that this operator commutes with the Hamiltonian. 

We see that via the transfer matrix method we have obtained from a 
(d + 1 )-dimensional covariant theory a quantum Hamiltonian theory in d 
dimensions. We will now show that one can build a loop representation 
for such a theory. 

6.2.4 Loop representation 

In the same spirit as we discussed in the section of Yang-Mills theory, we 
introduce a set of operators that are gauge invariant and that are based 
on loops, 

T°(-y) = II a~l}, (6.39) 
ley 

where 'Y is a loop on the lattice. We only need to consider loops without 
repeated links, since (a3)2 = diag(l, 1), and therefore the repeated links 
do not contribute to the product. Also note that TO (-y) = TO (-y-l ). These 
identities reflect the fact that the group in question is Z(2) and could be 
viewed as "Mandelstam identities" for this simple case. 

The second invariant operator is 

Tl(l) = aI, (6.40) 

where we see that the operator Tl depends on a particular link. Notice 
the similarity with the construction for Maxwell theory, where we could 
have taken as operators the Wilson loop and the electric field. There 
we decided to multiply the electric field by the holonomy to keep the 
similarity with the non-Abelian case. Here we decide to make the variable 
Tl loop independent. The commutator of the two operators is 

[Tl(l), T°(-y)] = 2Tl(I)T°(-y) LOll" (6.41) 
l'E-y 

Defining Xl ('Y) as El' E-y 0ll' (a lattice analogue of the first rank multitensor 
Xax(-y) in the continuum) we get the T algebra 

[TO (-y) , TO (TJ)] = 0, 

[Tl(l), Tl(I)] = 0, 

[Tl(I), TO (TJ)] = 2Xl(-y)Tl(l)T°(-y). 

(6.42) 

(6.43) 

(6.44) 

Notice that one could define in analogy with Maxwell theory an "electric 
field operator" E(I), 

(6.45) 

As in the case of Maxwell theory, where we defined a special group of 
loops to reflect the symmetries of the theory, one can define an Abelian 
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142 6 Lattice techniques 

group of loops that reflects the symmetries of Z(2). In order to do this, 
one starts from the Abelian group of loops defined in section 4.1 and 
identifies the squares of loops with the identity. The elements of this 
group therefore satisfy 

1'1 0 1'2 = 1'2 0 1'1, 

l' 0 l' = 1, 

1'1 = 1'1 0 ("h)2 = 'h· 

(6.46) 

(6.47) 

(6.48) 

We now give a representation of the T algebra in terms of a space of 
wavefunctions dependent on loops 'l1 (-y) 

TO(1])'l1(-y) = 'l1(-y 0 1]), 

Tl(l)'l1(-y) = (1 - 2XI(-y))'l1(-y). 

The electric field has the usual action for an Abelian theory, 

(6.49) 

(6.50) 

(6.51) 

The Hamiltonian in this representation can be written in terms of the 
elementary operators, 

(6.52) 

and is called the Wegner Hamiltonian. To make contact ,~ith usual gauge 
theories it is common to define a Hamiltonian which differs' from Wegner's 
by a constant, H = )..-I(HWegner + A) where A is the product of the 
number of sites in the lattice and the dimension of the space. The modified 
Hamiltonian then reads 

H'l1(-y) = J-L L:E(l) - L:aaaa, (6.53) 
I D. 

where J-L = -2/)" and we see the appearance of an "electric" and a "mag­
netic" piece. This is clarified by studying the action on a state, 

H'l1(-y) = - L: 'l1(Ds 01') + J-Ll(-y)'l1(-y), (6.54) 
D. 

where l(-y) is the length of the loop. Usually one would expect a length 
squared in the term arising from the electric part. However, for the Z(2) 
case loops are only traversed once. 

This Hamiltonian can be put on a computer and used to study the 
vacuum energy, observables and mass spectra of the theory [114] and 
the results can be compared with those obtained with other methods. 
There is a great wealth of knowledge about this model because - in 
three dimensions - it is the dual of the Ising model. Duality in this 
context means that one can associate to the lattice a dual lattice in which 
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6.2 Lattice gauge theories: the Z(2) example 143 

to each cube one associates a lattice site and to each plaquette a link and 
rewrite the action of the Wegner model as the action of an Ising model 
on the dual lattice [74]. This allows us to import all the knowledge about 
the Ising model to the Wegner model. 

Let us now sketch one of the approximation techniques that appear nat­
urally in the loop representation on the lattice. It is called the collective 
variables technique. 

Given the known behavior at long lengths of the Wilf\on loop, the length 
and area of a loop appear as natural variables with which to study the the­
ory. The length and area of loops are two examples of possible collective 
variables that characterize loops in the asymptotic region of large loop 
lengths. One could refine this picture by introducing other variables that 
give additional information about the loop, such as information about 
corners [114]. 

Let us therefore propose a description of the model in which we consider 
wavefunctions that are a function of the length of the loop, the area of 
the loop and a variable c that codes the information about the number 
and kinds of corners of the loop w(l, A, c). 

The Hamiltonian in terms of these variables can be constructed from 
the action of the Hamiltonian in the loop representation (6.52). The 
action of the electric part is trivial, it just multiplies the wavefunction 
and the value of the length. The magnetic part adds a plaquette. The 
effect of this will depend on where the Hamiltonian is acting. If the 
plaquette is completely exterior to the loop, the area is increased by one 
unit, the length is increased by four units and four corners are added. 
If the plaquette is completely inside the loop, the area decreases by one 
unit, and the length and number of corners increase by four units. In 
the case where the plaquette shares a link with the loop and there are 
no corners adjacent the length increases by two units, the area by (plus 
or minus) one and the number of corners by four units. All actions are 
weighted by a factor that states how many plaquettes with the action of 
interest are possible. The action of the Hamiltonian is therefore coded in 
a finite difference equation involving the three variables of the problem 
and the total number of plaquettes in the lattice. 

One can search for solutions of the finite difference equation minimiz­
ing the energy per plaquette. Since one is aware of possible exponential 
behaviors with length and area - as we argued in the previous chapter -
one can propose a solution w(l, A, c) = yA Xl ZC with X, y, Z constants. 
The typical behaviors of the energy and the Y constant as a function of 
the coupling constant /1 is shown in figure 6.2. Notice that between /1 = 0 
and a certain critical value (weak coupling regime) the constant Y = 1 
and therefore the wavefunction does not depend on the area. For /1 > /10 
the variable Y < 1 and therefore the wavefunction decreases exponen-
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Fig. 6.2. Dependence of the energy per plaquette and the variable Y as a 
function of the coupling constant J.L in the Wegner model. 

tially with the area. For the energy we show two curves, the one in the 
weak coupling regime was obtained as discussed in the text, the one in 
the strong coupling regime was obtained by a Mellin transform method 
[108, 114]. Notice that there is a discontinuity suggesting a second order 
phase transition for the value J.L = 0.68 which agrees to within 2% of the 
value observed with other methods. 

So we see that the use of the loop representation allows a very natural 
and intuitive action for the Hamiltonian constraint. Collective variables 
representing qualitative properties of the loop allow an understanding of 
the phase structure and the observables of the theory with small comput­
ing power. Unlike statistical methods, such as Monte Carlo simulations, 
they produce analytic results. The results can be plotted with a computer 
as we chose to do, but they are available in analytic form. 

These initial results should act as an encouragement for further work 
on the use of collective variables on the lattice and the development of 
other approximation methods in the loop representation. 

6.3 The SU(2) theory 

We will now discuss a more realistic lattice gauge theory, related to a 
continuum theory. Many of the techniques developed here are also appli­
cable to other cases of direct physical interest, such as QED and QCD. 
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6.3 The SU(2) theory 145 

Let us start by setting up a lattice version of the connection representa­
tion. We assign to each link in the lattice an element of the SU(2) gauge 
group U(l). This element is the parallel transport operator along the 
link. Notice the parallel with Wegner's model. Each link variable U(l) is 
not gauge invariant, the gauge transformations act at each site. We will 
be able to construct gauge invariant quantities by taking the product of 
link variables along closed contours. Notice that the variables U(l) are 
just the natural counterparts of the holonomies along open paths that we 
discussed in chapter 1. A point to notice is that in the continuum descrip­
tions of gauge theories one usually takes variables defined on the algebra 
of the gauge group whereas the fundamental variables on the lattice take 
values in the group. 

6. 3.1 Hamiltonian lattice formulation 

A field configuration is determined by an assignment of SU(2) matrices 
to each link on the lattice. The assignment depends on an orientation 
of the lattice: if the link 1 has associated with it the matrix U(l), the 
reversed link has U(l)-l. We denote by A(l) the element of the algebra 
associated with U(l) = exp(iagA(l)) where a is the lattice spacing and 9 
is the coupling constant of the theory. We want to introduce a variable 
canonically conjugate to U that in the limit of zero lattice spacing plays 
the role of the electric field and that in general has the same transforma­
tion properties under gauge transformations that the electric field has in 
the continuum case. We introduce the variable E(l) which takes values 
in the SU(2) algebra and which has Poisson brackets, 

{U~(l), U§(l')} = 0, 

{Ej(l), U~ (l')} = -i81 ,dXj)~U~(l), 

{Ej(l), Ek(l')} = V2EjkmE m(l)81 ,I', 

(6.55) 

(6.56) 

(6.57) 

where as usual the indices j refer to components in a basis of generators 
of the algebra, (Xj)~, land l' are in the positive orientation and 81, I' = 1 
if 1 = l' and zero otherwise. 

The continuum limit of these variables (when the lattice spacing a goes 
to zero) is defined as 

lim A(l) = lim A(n, J.Lb) = Ab(n), 
a--+O a--+O 

lim U(l) = lim(l + iaA(l)) = 1, 
a--+O a--+O 

lim Ej(l) = lim Ej(n, J.Lb) = lim a2EJ~(n), 
a--+O a--+O a--+O 

(6.58) 

(6.59) 

(6.60) 

where A(n, J.Lb) is the value of the field at the lattice position n where the 
link 1 starts and in the direction of the vector J.Lb along the link 1 (the J.LS 
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146 6 Lattice techniques 

were a triad of vectors along the lattice directions and b is a triad index). 
With this definition we can check that the Poisson brackets correspond 

to the usual canonical brackets of Yang-Mills theory, 

lim 13 {Ej(n,J.lb), U(n',J.lc)} = -i lim 130n n,obcXj, (6.61) 
a~Oa a~Oa ' 

and in the limit, 

(6.62) 

where x and x' are the coordinate positions of the lattice sites nand 
n' respectively. Following a similar calculation one can show that the 
Poisson bracket of the E variables leads to the usual vanishing Poisson 
bracket of electric fields. 

We now write the Gauss law and the Hamiltonian for the classical 
theory. The Gauss law is 

gj(n) = L Ej(ln) = 0, (6.63) 
In 

where In are all the links emanating from the site n. In the limit of 
vanishing lattice spacing it can be checked that this equation gives rise 
to the usual divergence of E. To perform this limit the reader should 
be aware of the commutation relation of Ej(l) where I is the link 1 with 
a reversed orientation. This Poisson bracket is derived from the ones 
introduced above and recalling that U(l) = U-1 = ut(l) where t is the 
conjugate transpose matrix. The result is 

(6.64) 

It is possible to show that the Gauss law generates infinitesimal canon­
ical transformations associated with gauge transformations on the lattice, 

U(n, J.l) --+ V(n)U(n, J.l)vt (n + J.l), 

Ej(n, J.l) --+ V(n)Ej(n, J.l)vt (n). 

The Hamiltonian is 
2 

1t = 92 LEj(l)Ej(l) - ~ LTr(U(D)), 
1>0 0 

(6.65) 

(6.66) 

(6.67) 

where 1 > 0 means all the positive oriented links of the lattice and U(D) 
is the product of the four U variables associated with the links of the 
elementary plaquettes over which the sum runs. We have set a = 1 as is 
customary in the lattice. If not, the electric part would be altered by a 
factor l/a and the magnetic part by a factor a. In the continuum limit, the 
electric piece immediately reproduces the continuum electric field squared. 
The magnetic part is more complicated. In order to recover the usual 
magnetic part one should subtract a negative constant proportional to 
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6.3 The SU(2) theory 147 

the number of plaquettes. The Hamiltonian that we consider is therefore 
bounded from below but is not positive-definite. 

To construct a quantum theory in the U representation we introduce 
wavefunctions W(U) where U denotes a configuration of the system that 
assigns to each element on the lattice an SU(2) matrix. The variables 
U and E become multiplicative and purely derivative operators in this 
space. This space is endowed with a natural inner product 

< wlcp >= J n dUIW*(U)W(U), 
1>0 

(6.68) 

The measure is, for every lattice link, the Haar measure associated with 
SU(2) [98]. In this space the operators associated with U and E have the 
following action: 

(r(l)~w(U) = U(l)~w(U), 
ABC a 

Ej(l)w(U) = -(Xj)A U(l)B U(l)~ w(U), 

(6.69) 

(6.70) 

and the quantum expressions for the Hamiltonian and Gauss law can be 
constructed straightforwardly. 

6.3.2 Loop representation in the lattice 

Following the same steps that we used when discussing the Wegner model, 
it is immediate to introduce gauge invariant variables for the SU(2) theory 
on the lattice. Loop representations on the lattice have been considered 
by several authors [115, 110, 109]. In this section we will follow closely 
the treatment of reference [110]. 

Let us consider an algebra of classical gauge invariant quantities on the 
lattice defined by*: 

T°(r) = ~Tr [n U(l)] = ~Tr [U(r)] , 
IE,), 

(6.71) 

Tl(r) = ~Tr [U(r~)E(l)], (6.72) 

where as usuall = (n, "") and U(r~) denotes the product of U(l) with l 
links in , starting at n and ending at n. The Poisson algebra is 

(6.73) 

• Our conventions in this chapter for the T variables differ from those in the rest of the book 
by a factor ~. We do this in order to facilitate the comparison with the particle physics 
literature which usually includes that factor in the definition of the Wilson loops. 
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148 6 Lattice techniques 

{T°(-y),ll~(l})} = ~9 L 81,11 [T°(-y~ 0 1}~;) - TO (-y)To (1})] , 
I/E-y 

(6.74) 

{1l1 (-Y),llt (1})} = ~9 L 81,1" [llt(l}~;1 0'Y~ 01}~;/) -T°(-Y)llt (l})] 
I"E-y 

i" [1 (nil n' n) ° ( ) 1 ( )] - "29 L...J 81' ,I" 11 'Yn ol}n' °'Yn" - T 1} 11 l' , 
I"ETJ 

(6.75) 

where 81,1' = ±1 if l and l' are the same link, the sign depending on the 
orientation of links, and being zero otherwise. 

We now proceed to quantize the theory. We need to realize the algebra 
of classical quantities that we just introduced on a space of functions of 
loops on the lattice. As we argued in chapter 3, for the case of SU(2) it 
is sufficient to consider wavefunctions of a single loop. This was due to 
the fact that the Mandelstam identities (for SU(2)) allow us to express 
any product of Wilson loops as a linear combination of Wilson loops. 
In this chapter however, we will not take advantage of this fact and we 
will consider a representation in terms of wavefunctions of multiloops 
("clusters" in lattice notation). 

The reason for this is that the use of multiloops will lead us naturally 
to calculational techniques that are more economical and efficient from 
the point of view of the lattice. In short we will trade aesthetics (having a 
single loop) for calculational efficiency. For instance, we may consider the 
action of the magnetic term of the Yang-Mills Hamiltonian in the loop 
representation. In terms of a representation based on multiloops its action 
is to add a plaquette to the loops in the argument of the wavefunction. In 
terms of functions of a single loop, one obtains reroutings at intersections 
(as is typical of the use of the Mandelstam identities). 

As we discussed in chapter 5, in order to represent the Hamiltonian 
of Yang-Mills theory, it is not enough to consider the "small" T algebra 
formed by TO and Tl. As in the discussion of SU(N) in the continuum, 
we will not study the representation of the "large" T algebra but just 
of the TO and Tl supplemented with the Hamiltonian constraint. As 
we argued in the continuum, one can always find a representation of the 
large T algebra such that the representation we introduce for the TO, Tl 
and Hamiltonian is reproduced simply by considering the expression of 
the Ts in terms of E and U and choosing a factor ordering (E to the 
right in this particular case). The action of the operators on the space of 
wavefunctions of multiloops is 

(6.76) 
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n 

1'j1(1]) '11 ('Y1, ... ,'Yn) = ~ L L DI,I' 
k=II'E"Yk 

X ('11(')'1, ... ,1]~ 0 (')'k)~:' ... ,'Yn) - '11(1],1'1, ... ,'Yn))(6.77) 

To realize the electric part of the Hamiltonian we proceed in the same 
way as in chapter 5, recalling the commutation relation of the electric 
part of the Hamiltonian, 

2 

£ = 92 L Ej(l)Ej(l), 
1>0 

(6.78) 

with the Wilson loop (which can be derived in the U representation), 

[£,1'0(')')] = 92 L DI,d1'O(')'~')1'O(')'~,) - iT °(')')]- 9 Lit(')'). (6.79) 
I,I'E"Y lE"Y 

From here we can read off the realization of the electric part of the 
Hamiltonian on a wavefunction, which consists of four distinct contribu­
tions £ = £1 + £2 + £3 + £4, given by 

(6.80) 

(6.81) 

where L(')') is the number of links in the loop 1', A(')',1]) = :EIE"Y :EIEl1DI ,I' 

(sometimes called the "quadratic length" in the case l' = 1]), 

A 92 n 
£3'11(')'1, ... ,'Yn) = 2" L L L DI,I' 

k<j=IIE"Yk l'E"Yi 

x '11(')'1, ... ,'Yi-l, (')'k)~ 0 (')'j )~:, ... ,'Yj-1, 'Yj+1, .. . 'Yn),(6.82) 
n 

£4'11(')'1, ... ,'Yn) = l L L DI,I' 
j=II,I'E"Yi 

X '11(')'1, ... ,'Yj-l, (')'j )~' , (')'j )~" 'Yi+l, ... ,'Yn). 

The magnetic part of the Hamiltonian, 

A 1 ~ A 

B = -2" L...J Tr(U(O)), 
9 0 

has also a very simple action, 

A 1~ 
BW(')'I, ... ,'Yn) = -2" L...J '11(0,1'1, ... ,'Yn), 

9 0 

(6.83) 

(6.84) 

(6.85) 
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and the loop could have been inserted in any entry. The order of loops in 
the multiloop is irrelevant. 

We therefore see that the Hamiltonian in the lattice has a beautifully 
simple geometric action. The term £1 measures the length of the loop, the 
term £2 measures "overlapping" and quadratic effects in the length. The 
term £3 fuses two loops if they have an intersecting point and £4 takes any 
loop with a self-intersection and produces a fission. The magnetic terms 
simply add a loop. For the case SU (N) the action of the Hamiltonian is 
exactly the same (apart from factors dependent on the dimensionality of 
the group) [110]. 

We will now discuss methods for treating the Hamiltonian on the lattice. 

6.3.3 Approximate loop techniques 

The cluster approximation techniques we are to describe are based on the 
combination of strong coupling expansions and collective variables. Let 
us therefore start with a brief discussion of the strong coupling expansion 
in terms of loops. If one takes the limit 9 ---t 00, the magnetic term in the 
Hamiltonian of Yang-Mills theory drops out and the Hamiltonian eigen­
value problem can be solved exactly. Remembering that all the terms in 
the electric part of the Hamiltonian are proportional to loop lengths, it 
is immediate to realize that the vacuum is a ket with zero loops 10 >. 
The energy of the vacuum vanishes. The first excited state is given by a 
plaquette excitation 10 >. The second involves at most two plaquettes 
and so on. In this approximation the magnetic term is considered a per­
turbation of the electric term. The effect of the magnetic term is to add a 
plaquette. Therefore, in the perturbative expression of the vacuum in the 
strong coupling regime, terms involving many plaquettes are suppressed 
by a power of 1/94 • 

A cluster is a set of loops in a finite region of space. The quantum 
states we will consider will be based on sets of clusters, which we assume 
to be far apart from each other. 

Examples of clusters are: 

• a single plaquette, 

• two plaquettes nearby, 

• a rectangle, 

• a plaquette traversed twice. 

The idea of this approximation is based on the action of the Hamilto­
nian we described above. Since the clusters are assumed to be far away 
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101 II 

Fig. 6.3. The three clusters considered in the example 

from each other, the Hamiltonian never connects them. The approxima­
tion is based on truncating the basis of all possible states (all possible 
clusters) and considering a finite number of clusters and the action of the 
Hamiltonian in the truncated basis. 

Let us consider a concrete example of the action of the Hamiltonian 
of SU(2) theory in 2 + 1 dimensions on a particular set of clusters. We 
truncate the basis of clusters to only three types of cluster. This is clearly 
a toy model only and later we will give a procedure for constructing 
approximations to any desired order. 

Cluster type 1 is a plaquette. Cluster type 2 is a plaquette traversed 
twice and type 3 consists of two plaquettes with a common link in a plane, 
as shown in figure 6.3. The three elements of the cluster basis considered 
are 

type 1 : 

type 2 : 

type 3 : 

TO{O)IO >, 
TO{O)To{O)IO >, 
TO{O)To{O')IO >, 

(6.86) 

(6.87) 

(6.88) 

where 0' has a common link with o. The states spanned by this basis 
are denoted by 

(6.89) 

where ni indicates the number of clusters of type i present. The lattice 
position of the clusters is immaterial (as long as the clusters are far apart) 
since the action of the Hamiltonian is local and sums over all clusters. 

Let us study the action of the Hamiltonian. For convenience we rescale 
it by a factor 92/2. The magnetic term adds a plaquette. Its action can 
be written as 

2 A 

9 Bln l,n2,n3 >= nllnl -1,n2 + 1,n3 > 
+4nllnl -1,n2,n3 + 1> +5n2Inl,n2 -1,n3 > 
+8Inl,n2,n3 -1 > +(P - 5nl - 5n2 - 8n3)lnl + 1,n2,n3 >~6.90) 

where P is the number of plaquettes in the lattice. The first term corre­
sponds to the addition of a plaquette on top of one of the single plaquettes 
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152 6 Lattice techniques 

and therefore producing a cluster of type 2. The second term introduces 
a plaquette adjacent to one of the clusters of type 1, forming a cluster of 
type 3. The third and fourth terms destroy clusters of type 2 and type 
3 respectively and produce a state rigorously out of the basis of clusters 
considered. The last term corresponds to the addition of a plaquette with­
out contact with any of the existing clusters. We see that the action of 
the magnetic part of the Hamiltonian does not leave the basis invariant. 
There are two possibilities: either one ignores this fact and the calculation 
becomes valid only in the strong coupling limit, or one tries to encode the 
missing information in an extra set of variables (collective variables). 

The electric part of the Hamiltonian gives a diagonal contribution that 
can be written as 

4 
~ ~ 9 13 

Cl +c2Inl,n2,n3 >= 2(3n1 +4n2 + "2)lnl,n2,n3 >. (6.91) 

The remaining terms are the fission and fusion terms. The fission 
terms do not contribute because we are not considering loops with self­
intersections at this order of approximation. The fusion terms give a 
non-diagonal contribution, 

~ g4 
c3lnI, n2, n3 > = 2(4n2Inl, n2, n3 > -2n2Inl' n2 - 1, n3 > 

-~n3Inl' n2, n3 - 1 ». (6.92) 

The first and second term originate in the action of the fusion terms on 
a cluster of type 2; this leads to a 1'0(0 0 0) which can be rearranged 
using the Mandelstam identities into a linear combination of a cluster of 
type 2 and the vacuum. The last term comes from the fusion of the two 
plaquettes present in the clusters of type 3 and leads to a rectangle, which 
does not appear at the present order. 

We are now in a position to cast the problem of finding the vacuum 
and the excited states of SU(2) Yang-Mills theory in terms of a finite 
difference equation. We start from 

and get 

< \IlIHlnI, n2, n3 >= E < \Illnl' n2, n3 >, (6.93) 

nI[5\I1(nl + 1, n2, n3) - \II(nl - 1, n2 + 1, n3) 

-4\I1(nl - 1, n2, n3 + 1) + ~g4\I1(nl' n2, n3)] 

n2[5\I1(nl + 1, n2, n3) - 5\I1(nll n2 - 1, n3) 

+4g4\I1(nI, n2, n3) - g4 \II (nI, n2 - 1, n3)] 

n3[8\I1(nl + 1, n2, n3) - 8\I1(nl' n2, n3 - 1) 

+1fg4\I1(nl, n2, n3) - ig4\I1(nl,n2,n3 -1)] = 

P[\II(nl + 1, n2, n3) + €\II(nI, n2, n3)], (6.94) 
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where P is the number of plaquettes and f = E / P is the energy per 
plaquette. 

We now propose a power-law solution for the vacuum (as discussed 
above), 

,T. ( ) nl n2 n3 ':1"0 nl, n2, n3 = xl X2 X3 , 

with Xi constants, that leads to a system of non-linear equations, 

(5XI + ~g4)XI - X2 - 4X3 = 0, 

(5XI + 4g4)X2 - g4 - 5 = 0, 
4 

(8XI + 11g4)X3 - ~ - 8 = 0, 

(6.95) 

(6.96) 

(6.97) 

(6.98) 

and the relation fO = -Xl. Note that in spite of the fact that one started 
from a strong-coupling approximation, if one takes 9 = 0, then Xl = 
X2 = X3 = 1, which corresponds to the exact solution of the system when 
9 = 0. This last fact can be better seen in the U representation. In such 
a representation the magnetic part is just a multiplication by -TO(D), 
which has a minimum at -1, and this implies that TO is 1 and therefore 
it corresponds to a configuration in which each link has associated the 
element U = 1 (up to gauge). This implies that the vacuum in the loop 
representation is 'lib) = 1 for any'Y in the weak coupling limit, which is 
the result we found above. 

The excited states are found by trial of ansatze of the form 

(6.99) 

which resemble the kind of polynomial construction we performed for the 
excited states of Maxwell theory. 

We now return to the general discussion of the cluster approximation 
technique. A generic state will be characterized by a list of clusters, 
Inl, ... ,nk, ... >. We now propose a recursive ordering among clusters. 
This idea of order is associated with the different orders in the strong 
coupling approximation. The zeroth order will be the vanishing loop, the 
first order is a single plaquette. The nth order is obtained from the (n­
l)th one through the action of the Hamiltonian on the basis of (n - l)th 
clusters. We restrict the action of the Hamiltonian to the addition of a 
plaquette immediately adjacent to the existing one. The combined action 
of the electric and magnetic terms will give rise to loops of large area and 
disconnected (but close). It is simple to see that through this procedure 
one can obtain any loop on the lattice. Therefore, there exists a natural 
approximation scheme that consists in considering clusters up to a certain 
order. In particular, the previous example is an approximation of order 2. 
This proposal for the construction of a basis of clusters has the drawback 
that one may consider clusters that are equivalent under the Mandelstam 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


154 6 Lattice techniques 

identities, that in the conventions used in this section read (in the loop 
representation) 

2w( ... ,'Yi,'Yj,"') = w( ... ,'Yi 0 'Yj,"') + w( ... ,'Yi 0 "tj," .). (6.100) 

An interesting point is that if one is only interested in the energy spec­
trum of the Hamiltonian, one can ignore completely the Mandelstam iden­
tities. The only consequence (apart from the obvious one of working on 
a larger set of states) is that the level of degeneracy of each energy eigen­
state is increased (since one is considering as independent states that are 
not). But the point is that the energy levels are unchanged. This state­
ment is an exact one as long as one does not truncate the basis. With 
a truncation one should be careful because clusters apparently of higher 
order could be Mandelstam rearranged to a lower order. An explicit cal­
culation for the SU(2) case in 2 + 1 dimensions taking into account the 
complete set of Mandelstam identities [109] shows no appreciable differ­
ence in the energy levels from those in which the Mandelstam identities 
were taken into account only partially [110], as we shall discuss later. 

Although it is difficult to exhaust entirely the content of the Man­
delstam identities to reduce the set of states, it is possible to use them 
partially in a simple way to curb the number of states considerably. The 
Mandelstam identity for two adjacent loops sharing a common link with 
the same orientation implies that the state can be completely rewritten in 
terms of loops in which the link appears to be traversed only once. This 
means that one can automatically eliminate from the set of states those 
which include links traversed twice or more in the same direction. 

A technique that considerably improves the performance of the cluster 
approximation is the use of collective variables. The idea is to supplement 
the information one has about the clusters with the use of certain vari­
ables, similar to the ones we discussed for the Wegner model. An example 
of a collective variable is the length of a loop L. The value of a collective 
variable Q for a certain configuration of clusters Inl,"" nk > is given 
by Q = Ef=l niQi where the coefficients Qi are the values of the collec­
tive variable for the cluster i (for instance, it could be the length of the 
cluster i). One usually normalizes the variables such that QI = 1. The 
wavefunctions w(nl,"" nk) can be reexpressed as w'(Q, n2, ... , nk), and 
therefore to search for the vacuum one chooses the ansatz x~y~2 ... y~k 
with Xl, Y2, . .. ,Yk are constants. In spite of the fact that this description 
may seem quite similar to the one presented before, the use of the col­
lective variable Q allows us to take into account when the action of the 
Hamiltonian goes out of the space of clusters considered. Note that in 
searching for the vacuum one solves a system of non-linear equations. It 
can be seen that the equations associated with the collective variables are 
non-linear and that all the others are linear. 
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Fig. 6.4. Energy of the first excited state minus the vacuum energy (mass gap) 
as a function of the coupling constant. The calculation was performed using 
clusters up to order five and one collective variable. 

The use of collective variables allows the approximation to remain 
meaningful to a certain extent in the weak coupling regime, as can be 
seen in figure 6.4. This figure corresponds to the use of a single col­
lective variable, appropriately chosen to fit the analytic behavior of the 
energy in the weak coupling regime. The collective variable considered is 
Q = ((N + l)L - A)/4N, where N is the order of the approximation, L 
the length and A the quadratic length. 

In the figure one can see the transition between strong and weak cou­
pling regimes around g2 = 1. If one does not use collective variables, the 
approximation breaks down around g2 = 2 ([109] figure 8). In the weak 
coupling regime the mass gap should go to zero as 9 --+ 0 linearly in g2 (as 
can be seen in perturbation theory [116]). We see that there are signs of 
convergence to the expected behavior for the higher cluster orders. The 
slope for the best approximation (fifth order) is 4.03 [110], whereas strong 
coupling calculations predict a value of 4.4 ± 0.5[117, 118] and the Monte 
Carlo result is 4.06 ± 0.6 [119]. 
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156 6 Lattice techniques 

6.4 Inclusion of fermions 

Yang-Mills theories arise in nature as the theories of the vector bosons 
that mediate the interactions of fermionic matter fields. An example 
would be the photons that allow particles with electric charge to interact. 
Another example could be the interaction of colored particles, such as 
quarks, via the exchange of SU(3) gluons. In all these examples the 
particles that interact via the Yang-Mills fields are charged fermions. 
Therefore to study interactions of gauge theories with matter we need to 
incorporate fermions in the discussion. We have already mentioned that 
fermions give rise to open paths in the language of loops both in chapter 
1 and in the discussion of the ideas about confinement. We are also 
going to present a discussion of the interaction of fermions with gravity 
in chapter 9. In this section we do not intend to develop in great detail 
the discussion of gauge theories interacting with fermions in the loop 
representation. We simply want to introduce very briefly some techniques 
that have been developed to deal with fermions interacting with gauge 
fields. These techniques are formulated on the lattice and that is the 
rationale for including the discussion of fermions in this chapter. 

The action of a gauge field interacting with a charged fermion is given 
by 

(6.101) 

where "pI is a group-valued four-component Dirac spinor. We have omit­
ted the Dirac indices, as is usually done. 'I-' are the four Dirac matrices 
and ;PI = ("pI)t,O where ("pI)t is the complex conjugate of the transpose 
of"pJ viewed as a four-component vector. The indices I, J are those of a 
representation of the gauge group. 

If one constructs the Hamiltonian theory of this action one finds that 
the canonical variables are"pI and its canonically conjugate momentum is 
("pI)t. From here one can quantize and arrive at a "connection represen­
tation" in which wavefunctions are labeled by the Yang-Mills connection 
and the spinor field "pI, W [A, "p]. 

One would like to find an analogue of the loop representation. In order 
to do this, one wants to introduce a transform in which one expands the 
wavefunctions of the connection representation in terms of a basis of gauge 
invariant quantities. The natural quantities that arise in this context are 
holonomies along open paths with fermions at their ends, 

(6.102) 

where we have used the letter W to stress the analogy with the Wilson 
loop. Notice that W has two Dirac indices which we omit, since we do not 
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6.4 Inclusion of fermions 157 

assume a contraction between ('Ij./)t and tPJ on the Dirac indices, which 
would be too restrictive. 

Notice that we immediately face a difficulty in the sense that the above 
quantity depends on both the configuration variable and its conjugate 
momentum. We therefore cannot use it to expand the wavefunctions 
in the connection representation in terms of it. There do not exist, in 
general, natural invariants associated with a single open path that are 
functions only of the configuration variables. For example, in the Abelian 
case (QED) the only gauge invariant quantity has the form (6.102). 

For particular gauge groups there are different alternatives for tackling 
this problem. For instance, one can make contractions (if the gauge group 
is special, like in SU(N)) with the Levi-Civita symbol in the gauge group 
and obtain gauge invariant quantities that only depend on the config­
uration variables. For example, for SU(2) one can construct an object 
depending on a single path 

W(7r~) = tPI(X)f.IJ H(7r~lftPK(Y) (6.103) 

and we will see in chapter 10 a detailed discussion of the resulting repre­
sentation in the case of fermions interacting with gravity. 

Unfortunately for SU(N) with N > 2 the Levi-Civita symbol has more 
than two indices and one is forced to consider more than a single path in 
order to construct an invariant. For instance, for SU(3), 

W(7r~, 'TJ;, 'Y~) = f.LMNH(7r~)iH('TJ;)"'uH('}'~)If,tPI(Y)tPJ(Z)tPK(W). 
(6.104) 

The above object corresponds naturally to physical excitations of the 
theory in the confining phase. It represents a baryon constructed as three 
quarks at the ends of three gluon lines that join at the point x. 

Evidently, constructing a representation in terms of the above objects is 
more complicated than we expected. It also leads to completely different 
representations, even at the most basic kinematical level, for the different 
gauge groups. Notice also that the above construction does not work for 
the simplest case, that of a U(1) gauge theory. 

A possibility for solving this problem, which has not been explored, 
would be to decompose the Dirac spinors in their up and down compo­
nents and construct a representation with wavefunctions that are func­
tionals of the connection, (tP~p)t and tPldown. One can then construct 
gauge invariants that only depend on the configuration variables that are 
based on a single open path. 

All this has led to the use of a different approach for the inclusion of 
fermions in the loop representation of gauge theories, inspired by the last 
observation about decomposing the Dirac spinor into its different com­
ponents [121, 122]. The resulting procedure makes use of the staggered 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


158 6 Lattice techniques 

fermion technique introduced by Susskind in the context of lattice gauge 
theories [120]. This technique arose as a solution of the "fermion dou­
bling" problem that is present in lattice gauge theories. 

We will only present a discussion of this technique in a simplified con­
text, that of a free theory in one spatial dimension. In that case, Dirac 
spinors have only two components ("pI, '1/J2). The spinors can be group­
valued, but since we are not considering interactions this does not play 
any role, so we drop the group index in the subsequent discussion. The 
Dirac matrices in one dimension are given by 'Yo = 0"3 and 0: = 'Y0'Y1 = 0"1, 
where O"i are the Pauli matrices and the (massless) Dirac equation is 

8"p 8"p 
-=-0:-. 
8t 8x 

(6.105) 

If one now considers a one-dimensional lattice of spacing a the dis­
cretized equation is 

. ~o: 

"p(n) = - 2a ("p(n + 1) - "p(n - 1)). (6.106) 

The solution of the continuum equation is given by plane waves of 
the form exp(iklx - kot), which lead to the eigenvalue problem ko"p = 
ko:"p. The solution of the eigenvalue problem leads to a dispersion relation 
ko = ±kl . The discrete equation, on the other hand, has solutions of 
the form exp(iklna - kot). In this case kl takes a discrete set of values 
Ikll = 7rm/Na where N is the number of lattice sites and m ~ N. This 
corresponds to a Brillouin zone of I k I ~ 7r / a. The resulting eigenvalue 
problem is 

k ./. _ sin(ka) ./. 
00/ -0: 0/, 

a 

which leads to a dispersion relation ko = ± sin(kla)/a. 

(6.107) 

There are two values of kla that lead to a continuum limit, kla = 0 and 
kl a = ±7r. For a given value of ko close to zero, there are two values of kl 
allowed by the dispersion relation, each close to the two values of kl a that 
lead to continuum limits. In one case the corresponding kl is positive and 
in the other negative. This is the root of the fermion doubling problem 
in the lattice: in the continuum limit one gets two fermions moving in 
opposite directions. 

The staggered fermion technique consists in putting the different com­
ponents of the Dirac spinor in different lattice positions. For the one­
dimensional case we are considering this amounts to putting the two com­
ponents in alternating positions in the lattice. In 3 + 1 dimensions it is 
considerably more complicated, since one has to double each dimension of 
the lattice and therefore there is an eight-fold increase in the components. 
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6.5 Conclusions 159 

The end result is that the up components lie at the even sites and the 
down components at the odd sites. See reference [120] for more details. 

After staggering the lattice position of the two components of the Dirac 
fermion, the discretized Dirac equation reads in components, 

. 1 
"PI (n) = 2a ('1/;2 (n + 1) - '1/;2 (n - 1)), 

. 1 
'1/;2 (n) = 2a ('1/;1 (n + 1) - '1/;1 (n - 1)). 

We now introduce a field ¢(n) defined by 

¢(n) = { 'l/;1(n) for n even, 
'l/;2(n) for n odd, 

in terms of which we can rewrite the Dirac equation as 

. 1 
¢(n) = 2a (¢(n + 1) - ¢(n - 1)). 

(6.108) 

(6.109) 

(6.110) 

(6.111) 

We therefore see that the resulting equation (6.111) is equivalent to the 
original Dirac equation but with a double lattice spacing. This translates 
in terms of the momentum space into a reduction of the Brillouin zone to 
half its original size, i.e, Ikl ~ 7r/(2a). This excises from the dispersion 
relation the second continuum limit point. 

With this idea in hand, we are now in a position to return to the 
main argument which was to define gauge invariant quantities d~nding 
only on configuration variables to introduce a geometric formulation for 
Yang-Mills theories interacting with fermions. To do that one considers 
as configuration variables the Dirac fields 'I/;(Yodd) at the odd sites and 
their conjugate momenta 'I/;(Xeven)t at the even sites. One introduces the 
following quantities: 

W(7r~) = 'I/;(Xeven)t H(7r~)'I/;(Yodd), (6.112) 

in terms of which one can define a transform to a representation purely 
in terms of paths. In this representation one can now realize the ac­
tion of physical excitations, such as the baryonic excitation (6.104). New 
Mandelstam identities arise relating baryonic excitations and open-path 
mesonic excitations. We will not present the details here, the reader is 
referred to reference [121]. 

6.5 Conclusions 

We have seen several examples of the formulation of gauge theories in the 
lattice in terms of loop representations. It was shown that practical calcu­
lations of excitation energies and observables are feasible in the language 
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160 6 Lattice techniques 

of loops. The main advantage is that the formulation is gauge invariant 
and the action of the operators admits very simple geometric formulations 
in the lattice. In the case of the inclusion of fermions through the use of 
open paths one does not need to introduce Grassmann variables, which 
leads to computational economies. The main drawback is that the basis 
of loops grows very rapidly with the lattice size and since the description 
is Hamiltonian one does not have at hand statistical methods, like the 
Monte Carlo techniques, to deal efficiently with a large number of degrees 
of freedom. The use of cluster techniques, as we have seen, allows us with 
relative simplicity to obtain a complete approximate description of the 
phase diagram of theories, although it is not a systematic approximation 
procedure. 
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7 
Quantum gravity 

7.1 Introduction 

There have been many different attempts to provide a quantum descrip­
tion of gravitational phenomena. Although there is at present no immedi­
ate experimental evidence of quantum effects of the gravitational field, it 
is expected on general grounds that at sufficiently high energies quantum 
effects may be relevant. The fact that quantum field theories in general 
involve virtual processes of arbitrarily high energies may suggest that an 
understanding of quantum gravity may be needed to provide a complete 
picture of quantum fields. Ultraviolet divergences arise as a consequence 
of an idealization in which one expects the field theory in question to be 
applicable up to arbitrarily high energies. It is generally accepted that 
for high energies gravitational corrections could playa role. On the other 
hand, classical general relativity predicts in very general settings the ap­
pearance of singularities in which energies, fields and densities become 
intense enough to suggest the need for quantum gravitational corrections. 

In spite of the many efforts invested over the years in trying to apply the 
rules of quantum mechanics to the gravitational field, most attempts have 
remained largely incomplete due to conceptual and technical difficulties. 
There are good reasons why the merger of quantum mechanics and gravity 
as we understand them at present is a difficult enterprise. We now present 
a brief and incomplete list of the issues involved. The reader should 
realize that everyone of these problems is to some extent currently being 
actively investigated by several groups and some of these difficulties could 
eventually be overcome . 

• It is not clear which theory of gravity to start from at a classical 
level. The fact that general relativity is the simplest viable theory does 
not necessarily mean it is appropriate for quantization. Some people 
argue that a successful theory of gravity should also incorporate all other 
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162 7 Quantum gravity 

interactions in nature in a unified fashion. 
• The rules of quantum mechanics, as we know them at present, may 

not be applicable to systems without a defined notion of time, as is the 
case for generally covariant theories of gravity. 

• It is not clear that a continuous description of spacetime and fields 
will be enough to provide a framework to quantize gravity. It may be that 
the description provided by general relativity is an "effective" macroscopic 
theory with an underlying, more fundamental theory. As in the case of 
the Fermi model, quantizing the effective theory can be misleading. 

• There is a tendency to incorporate into quantum descriptions of the 
gravitational field issues related to the quantization of the universe as a 
whole ("quantum cosmology"). As a consequence it is not clear what the 
measurement process exactly is and how to define observers and measur­
able quantities for the theory. 

As well as these more fundamental problems, several attempts to quan­
tize the gravitational field have encountered more specific difficulties. 
Again, we present just a brief list and many of these difficulties are cur­
rently being studied by several researchers. 

• Attempts based on perturbation theory, in which one starts with a 
fixed background metric and quantizes deviations from it have led to non­
renormalizable theories. This has sometimes been perceived as a pathol­
ogy of the classical theory of gravity chosen, and has motivated the study 
of quantizations of theories other than Einstein's, most notably higher 
order theories, supersymmetric theories and theories based on strings. 
Another point of view is to notice that these attempts ignore the rich 
non-linear, geometric and topological nature of general relativity. This 
suggests that from the beginning they offered little hope of dealing ap­
propriately with the fundamental difficulties listed above. It is therefore 
not entirely surprising that they encounter difficulties at some point. 

• In recent years there has been great interest in considering string 
theories as the fundamental theory of particles and gravity. Apart from 
possibly being able to unify all interactions, string theory was expected to 
be perturbatively much better behaved than regular field theories based 
on point particles. In spite of this better behavior, which makes each 
term in the perturbation expansion finite, the series diverges rather badly. 
Again one could view this as a failure of perturbative techniques and it 
is still possible that a non-perturbative theory of strings could yield the 
correct quantum theory of gravity. 

• The use of path integral quantization techniques has been advocated 
for gravity since it is naturally covariant and allows us to consider in a 
dynamical fashion the geometric and topological nature of gravity. With 
the exception of some mini-superspace examples, several technical dif­
ficulties have prevented the application of these techniques to gravity. 
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7.1 Introduction 163 

Among them is the lack of understanding of the appropriate gauge in­
variant measure of integration in the path integral, the unboundedness 
of the Einstein action and the inapplicability of Wick rotation techniques 
without a notion of time . 

• Canonical techniques have been applied to quantum gravity for quite 
some time. All the discussion in this book will be focused on this kind 
of approach and we will discuss in detail some of the difficulties that 
appear. Among the difficulties is the choice of a natural time variable in 
the theory, the construction of gauge invariant observables, the imposition 
of an appropriate Hilbert space structure compatible with regularized 
constraints enforcing gauge invariance and the fact that the spacetime 
topology is fixed . 

• Other more radical approaches try to start from theories that are fun­
damentally different from general relativity or other field theories, usually 
with some degree of discreteness, and try to recover the usual theories in 
some limit. The main difficulty is that they are faced with the burden of 
checking that all desirable features of the usual field theories are repro­
duced and that no unexpected behaviors are introduced. 

In this book we will concentrate on a very specific approach to quan­
tum gravity: we will apply canonical quantization techniques to general 
relativity. 

The use of canonical quantization techniques is suggested by the results 
on Yang-Mills theories that we introduced in chapter 5. As we saw, 
one can obtain considerable progress in the canonical formulation using 
loop variables. Although there has been recent progress on the use of 
loop techniques at a covariant level, most of the emphasis up to now has 
been on canonical approaches. The choice of general relativity (in four 
spacetime dimensions) as the theory of gravity to be quantized is based 
on the fact that it is the simplest purely geometric theory available and 
it should serve well as a testbed for quantization techniques, even if it 
ultimately is superseded by another theory. 

The canonical approach to quantum general relativity had been con­
sidered extensively in the past and had several complications. As we will 
see, general relativity is a constrained system and the constraint equa­
tions turned out to be unmanageable at a quantum level. The situation 
changed a few years ago with the introduction of a new set of variables 
that has allowed a significant amount of progress. In particular, the new 
variables cast general relativity in a form that is similar to that of a 
Yang-Mills theory and is therefore quite suited to the techniques we have 
developed in this book. 

The outline of this chapter is as follows. In the first section we recall 
the traditional Hamiltonian formulation of general relativity. In the next 
section we work out the new canonical formulation. In the last section we 
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164 7 Quantum gravity 

use the new Hamiltonian formulation to quantize canonically the theory as 
if it were a Yang-Mills theory, obtaining a connection representation. This 
will be the starting point for the development of the loop representation 
in the next chapter. 

7.2 The traditional Hamiltonian formulation 

7.2.1 Lagrangian formalism 

General relativity is a theory of gravity in which the gravitational inter­
action is accounted for by a deformation of spacetime. The fundamental 
variable for the theory is the spacetime metric gab. The action for the 
theory is given by 

S = J d4xFgR(gab) + J d4 x Fg£ (matter) , (7.1) 

where g is the determinant of gab, R(gab) is the curvature scalar and 
we have also included a term to take into account possible couplings to 
matter, although we will largely concentrate on the vacuum case. The 
equations of motion are obtained by varying the action with respect to 
the spacetime metric, 

R 1 R _ 6Smatter 
ab - 2" gab - 6gab ' (7.2) 

and are the well known Einstein equations. The action is invariant under 
diffeomorphisms of the spacetime manifold (which can also be viewed 
as invariance under coordinate transformations). We will see that this 
symmetry is intimately tied into the structure of the Einstein equations. 

7.2.2 The split into space and time 

The standard Hamiltonian fOfJllulation for general relativity was devel­
oped by Arnowitt, Deser and Misner (ADM) [124]. To cast the theory in a 
canonical form, we need to split spacetime into space and time. Without 
a notion of time, there is no notion of evolution and therefore no Hamilto­
nian in the traditional sense. This may seem odd at first; one of the main 
points of general relativity is to cast space and time on the same footing 
and this approach seems to separate them again. We will see that the 
issue is more subtle. Although the canonical formalism manifestly breaks 
the spacetime covariance of the theory by singling out a particular time 
direction, in the end the formalism itself will tell us that it really did not 
matter which direction of time we took to begin with. The covariance 
is restored by certain relations that appear in the canonical formulation 
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7.2 The traditional Hamiltonian formulation 165 

and the time picked is a "fiducial" one for construction purposes only. 
This is a similar situation to that which one faces when one formulates 
the theory of a relativistic particle canonically. We will see more details 
of this immediately. 

We consider a spacetime 4 M with metric gab that has topology 3E x R 
where 3E is a space-like surface with respect to gab. We will assume 3E is a 
Cauchy surface, i.e., a surface such that the light cones emanating from it 
span all the spacetime to the future of 3E. Associated with the foliation is 
a time-like, future directed, vector ta and a function on spacetime t such 
that its level surfaces coincide with the leaves of the foliation 3Et and 
such that taBat = 1. This vector field can be interpreted as describing 
the "flow of time" among the leaves of the foliation, but it should be 
realized that it has been introduced fiducially and cannot be connected 
with the measurements of any clock until we have a metric appropriately 
determined by the Einstein equations. We introduce a unit vector field 
n a normal to the foliation. In combination with the spacetime metric this 
defines a unique, positive-definite spatial metric on the three-dimensional 
slice, 

(7.3) 

Notice that since we have a spacetime metric all indices are raised and 
lowered with it. The vector field ta can be decomposed in components 
normal and tangential to 3E as 

(7.4) 

where the scalar N is known as the "lapse" and Na is a vector on 3E 
and is usually referred to as the "shift" vector. The decomposition can 
be seen in figure 7.1. It is clear that the quantities Nand N a contain in­
formation about the particular foliation rather than information intrinsic 
to spacetime. 

From the information contained in qab, N a and N one can reconstruct 
the spacetime metric, 

gab = qab _ nanb, (7.5) 

where n a can be easily constructed from Nand N a and qab is the inverse 
of qab in the tangent space to 3Et (see Wald [123]). In fact, one can 
explicitly choose coordinates (t, xi) such that the metric reads 

ds2 = _N2dt2 + qii(dxi + Nidt)(dxi + Nidt) , (7.6) 

where qii and N i are the coordinate components of qab and Na. We 
therefore see that the lapse has the interpretation of the "time time" 
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166 7 Quantum gravity 

Fig. 7.1. The foliation introduced for the canonical formulation of general 
relativity. 

component of the metric and the shift represents off-diagonal "time space" 
components. 

An important quantity in the canonical description is the extrinsic cur­
vature of the surface 3E. This is defined by 

(7.7) 

where V' is the torsion-free derivative compatible with gab. The extrinsic 
curvature measures the rate of change of the spatial metric along the 
congruence defined by na and therefore gives an idea of the "bending" of 
the spatial surfaces in spacetime. One can easily check that 

(7.8) 

and also that 

(7.9) 

That is, the extrinsic curvature allows us to give a measure of the 
variation of the three-dimensional metric with respect to the fiducial time 
introduced by the foliation, i.e., Kab essentially contains the information 
about the "time derivative" of qab. 

We have introduced up to now a series of quantities defined on the 
spatial surface in terms of which we can reconstruct the spacetime metric 
and its time derivatives. We now proceed to rewrite the Einstein action 
in terms of these variables (see reference [123]), 
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7.2 The traditional Hamiltonian formulation 167 

s= J dtL, (7.10) 

L = J d3xN yIq(3 R + KabKab - K2), (7.11) 

where q is the determinant of qab in a basis adapted to 3~ such that 
A = N Vii, 3 R is the (intrinsic) curvature of the spatial metric and 
K := Kabqab. To achieve this particular form of the action surface terms 
have to be added appropriately. In this book we will always deal with 
compact three-surfaces (like those that arise in some cosmologies) and 
will therefore ignore these issues. If one wants to consider non-compact 
spatial slices (as is needed in asymptotically flat spacetimes like those 
that describe stars and black holes) one can achieve the same form of the 
action by imposing appropriate boundary conditions at infinity. This can 
be done in a straightforward manner (see reference [123]). 

We now have the action of general relativity in a reasonable form to 
allow a canonical formulation. We have it expressed in terms of variables 
that are functions of "space" and that "evolve in time". This is the usual 
setup for constructing canonical formulations. 

We pick as the canonical variable the three-metric qab and compute its 
conjugate momentum, 

_ 8L 
7rab := _. = yIq(Kab - Kqab) (7.12) 

qab 

and we see that the conjugate momentum to the metric is essentially given 
by the extrinsic curvature ("time derivative"). 

The variables Nand N a have vanishing conjugate momenta, since the 
action (7.11) does not contain time derivatives of them. This implies the 
canonical formulation will have constraints. 

We can now perform the Legendre transform and obtain the Hamilto­
nian of the theory 

(7.13) 

where l is the Lagrangian density (L = J d3xl). Replacing q in terms of 
ii" one gets 

H( ii", q) = J d3x(N( -ylqR + (yIq)-l (ii"abii"ab - Fr2)) - 2Nb Daii"g, (7.14) 

where ii" = ii"abqab (and squared has double density weight) and Da is the 
torsion-free covariant derivative compatible with qab. 

The variables qab and ii"ab have the straightforward simplectic structure 
of conjugate pairs, 
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168 7 Quantum gravity 

(7.15) 

7.2.3 Constraints 

Having cast the theory in a Hamiltonian form, let us step back a minute 
and analyze the formalism that we have built. We started from a four­
dimensional metric gab and we now have in its place the three-dimensional 
qab and the "lapse" and "shift" functions Nand Na. We defined a conju­
gate momentum for qab. However, notice that nowhere in the formalism 
does a time derivative of the lapse or shift appear. That means their 
conjugate momenta are zero. That is, our theory has constraints. In fact, 
if we rewrite the action using the expression for the Hamiltonian given 
above, we get 

s= J dt J d3X((ifabqab+JY(-qR+(ifabifab-~*2))-2NbDaifg), (7.16) 

where the inverse-densitized lapse JY is defined as (Vii) -1 N. If we vary 
the action with respect to JY and N b in order to get their respective 
equations of motion, we get four expressions, functions o! if and q which 

should vanish identically, and are usually called 6a and il, 
- -b Ca(1I", q) = 2Db1l"a' (7.17) 

-0( ) '::.R (-ab- 1-2) II. 11", q = -q + 11" 1I"ab - 211" • (7.18) 

For calculational simplicity, these equations are usual!y "smoothed o'!,t" 
with arbitrary t:st fields on the three-manifold, C(N) = J d3xNaca, 

1i(JY) = J d3xJYil. 
These equations are "instantaneous" laws, i.e., they must be satisfied 

on each hypersurface. They tell us that if we want to prescribe data for 
a gravitational field, not every pair of if and q will do; equations (7.17), 
(7.18) should be satisfied. The counting of degrees of freedom is done in 
the following way: we have a 12-dimensional phase space. In that space 
we have four constraints and we can fix four gauge conditions. We are 
therefore left with a four-dimensional constraint-free phase space, which 
gives two degrees of freedom. (General relativity being a field theory the 
previous counting holds per each point of the spatial surface.) 

These equations have the same character as the Gauss law has for elec­
tromagnetism, which tells us that not any vector field would necessarily 
work as an electric field, it must have vanishing divergence in vacuum. 
As is well known, the Gauss law appears as a consequence of the U(I) in­
variance of the Maxwell equations. An analogous situation appears here. 
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7.2 The traditional Hamiltonian formulation 169 

To understand this, consider the Poisson bracket of any quantity with the 
constraint C (N). It is straightforward to check that (exercise) 

{fUr, q), C(N)} = CRf(fr, q). (7.19) 

Therefore we see that the constraint C(N) "Lie drags" the function 
f (7r, q) along the vector N. Technically, it is the infinitesimal generator 
of diffeomorphisms of the three-manifold in phase space. As the Gauss 
law (in the canonical formulation of Maxwell's theory) is the infinitesimal 
generator of U(l) gauge transformations, the constraint here is the in­
finitesimal generator of spatial diffeomorphisms. This clearly shows why 
we have this constraint in the theory: it is the canonical representation 
of the fact that the theory is invariant under spatial diffeomorphisms. 
The constraint CUf) is analogously associated with the invariance under 
spacetime diffeomorphisms of general relativity, it is related to the time 
reparametrization invariance of the theory. 

We can now work out the equations of motion of the theory by ei­
ther varying the action with respect to qab and frab or taking the Poisson 
bracket of these quantities with the Hamiltonian constraint. 

The above system of constraints is first class (for the definition of this 
see chapter 3). Computing the Poisson algebra one gets 

{C(N), C(M)} = C(CMN), 

{C(N), 1t(M)} = 1t(CRM), 

{1t(f!) , 1t(M)} = C(K), 

(7.20) 

(7.21) 

(7.22) 

where the vector K is defined by Ka = qqab(f!obM -Moaf!). The reader 
should notice, however, that the algebra is not a true Lie algebra, since 
one of the structure constants (the one defined by the last equation) is 
not a constant but depends on the fields qab (through the definition of 
the vector K). At a quantum mechanical level this will imply that the 
fields should appear to the left of the constraint in the appropriate factor 
ordering to ensure consistency. 

7.2.4 Quantization 

Having cast the theory in a canonical form, we can now proceed to a 
canonical quantization, following the general quantization scheme out­
lined in chapter 3. One picks as canonical algebra the pair qab and frab , 
and represents them as quantum operators acting on a set of wavefunc­
tionals w[q] in the obvious fashion: iJab as a multiplicative operator and 
1i"ab = -i6/6qab. One wants the wavefunctions to be invariant under the 
symmetries of the theory. As we saw the symmetries are represented in 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


170 7 Quantum gravity 

this language as constraints. The requirement that the wavefunctions be 
annihilated by the constraints (promoted to operatorial equations) imple­
ments the symmetries at the quantum level. The wavefunctionals that are 
annihilated by the constraints are the physical states of the theory. Notice 
that we do not yet have a Hilbert space. One needs to introduce an inner 
product on the space of physical states in order to compute expectation 
values and make physical predictions. Only at this point does one have an 
actual Hilbert space. How to find this inner product is not prescribed by 
standard canonical quantization (we will discuss this in the next section). 
Under this inner product the physical states should be normalizable. The 
expectation values, by the way, only make sense for quantities that are 
invariant under the symmetries of the theory (quantities that classically 
have vanishing Poisson brackets with all the constraints). We call them 
physical observables. For the gravitational case none is known for com­
pact spacetimes (we will return to this issue later). The observables of the 
theory should be self-adjoint operators with respect to the inner product 
in order to yield real expectation values. 

It is at the level of the constraints that we run into trouble. We have to 
promote the constraints we discussed in the last subsection to quantum 
operators. This in itself is a troublesome issue, since general relativity be­
ing a field theory, issues of regularization and factor ordering appear. One 
can, - at least formally - find factor orderings in which the diffeomor­
phism constraint becomes the infinitesimal generator of diffeomorphisms 
on the wavefunctions. Therefore the requirement that a wavefunction be 
annihilated by it just translates itself in the fact that the wavefunction 
has to be invariant under diffeomorphisms. This is not difficult to ac­
complish (formally!). One simply requires that the wavefunctions be not 
actually functionals of the three-metric qab, but of the "three-geometry" 
(Le., meaning the properties of the three-metric invariant under diffeo­
morphisms). Thus, what we are saying is just a restatement of the fact 
that the functional should be invariant under diffeomorphisms. One can 
come up with several examples of functionals that meet this requirement. 
The real trouble appears when we want the wavefunctions to be anni­
hilated by the Hamiltonian constraint. This constraint does not have 
a simple geometrical interpretation in terms of three-dimensional quan­
tities (remember that the idea that it represents "time evolution" does 
not help here, since we are always talking about equations that hold on 
the three-surface without any explicit reference to time). Therefore we 
are just forced to proceed directly: to promote the constraint to a wave 
equation, use some factor ordering (hopefully with some physical moti­
vation), pick some regularization and try to solve the resulting equation 
(the Wheeler-DeWitt equation). It turns out that this task has never 
been accomplished in general {it has been in simplified mini-superspace 
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7.3 The new Hamiltonian formulation 171 

examples). One of the difficulties encountered in this direction is the fact 
that the constraint is a non-polynomial function of the basic variables 
(remember it involves the scalar curvature, a non-polynomial function of 
the three-metric). 

Therefore the program of canonical quantization stalls here. It could 
well be that the constraints do not admit a consistent factor ordering 
and the quantum theory may not exist. Having been unable to find the 
physical states of the theory we are in a bad position to introduce an inner 
product (since we do not know on what space of functionals to act) and 
actually make physical predictions. This issue is compounded by the fact 
that we do not know any observables for the system, which puts us in a 
more clueless situation with respect to the inner product. This state of 
affairs had already been reached in the work of DeWitt in the 1960s [125] 
and little improvement has been made until recently. We will see in the 
next section that the use of a new set of variables improves the situation 
with respect to the Hamiltonian constraint, giving hope of maybe allowing 
us to attack the problem of the inner product. Moreover, we will see that 
the new formulation allows a natural contact with the main ideas of this 
book. 

7.3 The new Hamiltonian formulation 

As we saw in the previous section, the traditional canonical approach to 
quantum general relativity faces serious obstructions at a very early stage. 
On the other hand, as w~ saw, the canonical quantization of Yang-Mills 
theories has been more successful. For many years efforts were directed 
towards casting general relativity in such a way that it resembled a Yang­
Mills theory more with the hope that quantization techniques and ideas 
developed for the latter would become applicable to general relativity. 
This led to several attempts that started from a gauge theory approach 
with the aim of deriving a theory of gravity based on gauging a partic­
ular symmetry group. This, in general, led to new theories of gravity 
that involved higher order terms in the Hilbert action [126]. There is 
another possible approach: to keep the Einstein equations for the grav­
itational theory but reinterpret them as statements about a connection 
instead of a metric. The simplest way to achieve such a reformulation is 
to consider the Palatini variational principle. In this, one varies the met­
ric and the spacetime connection as independent variables. One retrieves 
the Christoffel definition of the connection as one of the field equations. 
Attempts to formulate gravity in terms of connections in this way go 
back to Einstein and Dirac in the 1940s. In order to have a formalism 
as close as possible to a usual Yang-Mills formulation, one could take 
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172 7 Quantum gravity 

the Palatini principle based on tetrads and 80(3, I} connections. This 
route was studied in some detail by Kijowski [127]. Unfortunately, the 
canonical theory based on such connections has second class constraints 
(in 3+1 dimensions). When one eliminates these, non-polynomialities are 
introduced and one is led back to the traditional Hamiltonian formulation 
[61]. It is remarkable that in 2+1 dimensions one actually can formulate 
the theory in terms of connections, although historically this was realized 
later and through a different construction. We will review the 2+ 1 case 
later. 

In 3+ 1 dimensions, the only successful attempt to obtain a canonical 
theory in terms of a connection that yields first class constraints is that 
due to Ashtekar [51]. It is based on the use of self-dual connections. Not 
only do the constraints remain first class but they are relatively simple 
polynomial functions. The price to be paid is that the self-dual connec­
tions are complex. In the next subsections we will develop this formalism. 
The treatment will follow closely the book by Ashtekar [2], we direct the 
reader to it for extensive details. 

7.3.1 Tetradic general relativity 

To introduce the new variables, we first need to introduce the notion 
of tetrads. A tetrad is a vector basis in terms of which the metric of 
spacetime looks locally flat, 

(7.23) 

where 'f/IJ = diag( -1,1,1, I} is the Minkowski metric, and equation (7.23) 
simply expresses that gab, when written in terms of the basis e~, is locally 
flat. If spacetime were truly flat, one could perform such a transformation 
globally, integrating the basis vectors into a coordinate transformation 
e~ = axI / ax'a . In a curved spacetime these equations cannot be inte­
grated and the transformation to a flat space only works locally, the flat 
space in question being the "tangent space". From equation (7.23) it is 
immediate to see that given a tetrad, one can reconstruct the metric of 
spacetime. One can also see that although gab has only ten independent 
components, the e~ have sixteen. This is due to the fact that equation 
(7.23) is invariant under Lorentz transformations on the indices I, J .... 
That is, these indices behave as if existing in flat space. In summary, 
tetrads have all the information needed to reconstruct the metric of space­
time but there are extra degrees of freedom in them, and this will have a 
reflection in the canonical formalism. 
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7.3.2 The Palatini action 

We now write the Einstein action in terms of tetrads. We introduce a 
covariant derivative via DaKI = oaKI + WaI J KJ. Here WaI J is a Lorentz 
connection (its associated covariant derivative annihilates the Minkowski 
metric). We define a curvature by nabIJ = O[aWb]IJ + [Wa,Wb]IJ, where 
[, ] is the commutator in the Lorentz Lie algebra. The Ricci scalar of 
this curvature can be expressed as e1e~n~f (indices I, J are raised and 
lowered with the Minkowski metric). The Einstein action can be written 
as 

(7.24) 

where e is the determinant of the tetrad (equal to ..;::::g). 
We will now derive the Einstein equations by varying this action with 

respect to e and W as independent quantities. To take the metric and 
connection as independent variables in the action principle was first con­
sidered by Palatini [128]. 

As a shortcut to performing the calculation (this derivation is taken 
from reference [2]), we introduce a (torsion-free) connection compatible 
with the tetrad via V ae~ = o. The difference between the two connections 
we have introduced is a field CaI J , defined by CaIJVJ = (Da - Va)VI. We 
can compute the difference between the curvatures (R~f is the curvature of 
Va), nabIJ -RabIJ = V[aCb{J +C[/MCb]MJ . The reason for performing 
this intermediate calculation is that it is easier to compute the variation 
by reexpressing the action in terms of V and C/ J and then noting that 
the variation with respect to wa I J is the same as the variation with respect 
to C! J. The action therefore is 

s = ! d4x e e1e~(RabIJ + V[aCb]IJ + C[/MCb]M J ). (7.25) 

The variation of this action with respect to Ca I J is easy to compute: 
the first term simply does not contain Ca I J so it does not contribute. 
The second term is a total divergence (notice that V is defined so that it 

annihilates the tetrad), the last term yields e~e~8if8~CbKN. It is easy to 
check that the prefactor in this expression is non-degenerate and therefore 
the vanishing of this expression is equivalent to the vanishing of CbKN. 

So this equation basically tells us that V coincides with D when acting on 
objects with only internal indices. Thus the connection D is completely 
determined by the tetrad and n coincides with R (some authors refer 
to this fact as the vanishing of the torsion of the connection). We now 
compute the second equation, straightforwardly varying with respect to 
the tetrad. We get (after substituting nab I J by Rab I J as given by the 
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174 7 Quantum gravity 

previous equation of motion) 

cR IJ lR MN c d J 0 el cb - 2" cd eMeNeb = , (7.26) 

which, after multiplication by eJa just tells us that the Einstein tensor 
Rab - ! Rgab of the metric defined by the tetrads vanishes. We have 
therefore proved that the Palatini variation of the action in tetradic form 
yields the usual Einstein equations. 

There is a difference between the first order (Palatini) tetradic form 
of the theory and the usual one. One sees that a solution to the Ein­
stein equations we presented above is simply e~ = O. This solution would 
correspond to a vanishing metric and is therefore forbidden in the tradi­
tional formulation since quantities, such as the Ricci or Riemann tensor 
are not defined for a vanishing metric. However, the first order action and 
equation of motion are well defined for vanishing triads. We therefore see 
that strictly speaking the first order tetradic formulation is a "general­
ization" of general relativity that contains the traditional theory in the 
case of non-degenerate triads. We will see this subtlety playing a role in 
subsequent chapters. It should be noticed that the potential of allowing 
vanishing metrics in general relativity offers new possibilities for some old 
questions, since one could envisage the formalism "going through", say, 
the formation of singularities. It also allows for topology change [129]. 

Is there any advantage in this formulation over the traditional one? 
The answer is no. If one performs a canonical decomposition of the first 
order tetradic action, one finds that the momentum canonically conjugate 
to the connection is quadratic in the tetrads. The factorizability of the 
momenta leads to new constraints in the theory that turn out to be second 
class. If one eliminates them through the Dirac procedure one returns to 
the trapitional formulation [61]. 

7.3.3 The self-dual action 

Up to now the treatment has been totally traditional. We will now take 
a conceptual step that allows the introduction of the Ashtekar variables. 
We will reconstruct the tetradic formalism of the previous subsection but 
we will introduce a change. Instead of considering the connection wa I J 

we will consider its self-dual part with respect to the internal indices 
and we will call it AalJ , i.e., iA/J = !€MN1J AaMN . Now, to really be 
able to do this, the connection must be complex (or one should work in 
an Euclidean signature). Therefore for the time being we will consider 
complex general relativity and we will then specify appropriately how to 
recover the traditional real theory. The connection now takes values in 
the (complex) self-dual sub algebra of the Lie algebra of the Lorentz group. 
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We will propose as action, 

S(e,A) = f d4x e e~e~Fa/K, (7.27) 

where Fab JK is the curvature of the self-dual connection and it can be 
checked that it corresponds to the self-dual part of the curvature of the 
usual connection. 

We can now repeat the calculations of the previous subsection for the 
self-dual case. When one varies the self-dual action with respect to the 
connection Aa I J one obtains that this connection is the self-dual part of a 
torsion-free connection that annihilates the triad (if one repeated step by 
step the previous subsection argument, the self-dual part of Cal J would 
vanish). The variation with respect to the tetrad follows along very sim­
ilar lines except that nab I J is everywhere replaced by Fab I J. The final 
equation one arrives at again tells us that the Ricci tensor vanishes. Re­
markably, the self-dual action leads to the (complex) Einstein equations. 
This essentially can be explained by the fact that the two actions differ 
by terms that on-shell are a pure divergence. This implies that the imag­
inary part of the equations of motion identically vanishes. If one works it 
out explicitly one finds that this corresponds to the Bianchi identities. 

7.3.4 The new canonical variables 

As we said before, if one takes the Palatini action principle in terms of 
tetrads and performs a canonical decomposition, second class constraints 
appear and one is led back to the traditional formulation. A quite different 
thing happens if one decomposes the self-dual action. Let us therefore 
proceed to do the 3+1 split. As we did before, we introduce a vector 
ta = N na + N a. Taking the action 

S(e, A) = f d4x e e1e~Fa/J (7.28) 

and defining the vector fields Ej = qge~ (where qg = c5g + nanb is the 
projector on the three-surface), which are orthogonal to na , we have 

S(e, A) = f d4x (e EjE~FabIJ - 2 e Eje1ndnbFabIJ). (7.29) 

We now define Ej = .JQEj, which is a density on the three-manifold. The 
determinant of the triad can be written as e = N.JQ. We also introduce 
the vector in the "internal space" induced by na, defined by nI = e1nd. 
With these definitions, and exploiting the self-duality of Fab I J to write 
FabIJ = _i~€IJ MNFab MN , we get 

f 4 . - -b IJ MN b - IJ S(e, A) = d x (-~!tEjEJ€ MNFab - 2Nn EjnJFab ). (7.30) 
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176 7 Quantum gravity 

The action is now written in canonical form and the conjugate variables 
can be read off directly. The configuration variable is the self-dual con­
nection Aa . The conjugate momentum is the self-dual part of -ii~jf-ItN' 

(7.31) 

Now, in terms of the canonical variables the Lagrangian takes the form 

(7.32) 

where all references to the internal vector n I have disappeared. The 
projection of the spacetime connection on the time-like direction (A· t) is 
arbitrary and acts as a Lagrange multiplier. 

Since nI is not a dynamical variable it can be gauge fixed. We fix 
n I - (1 0 0 0) and therefore fIJKLnL - f IJKO Since AIJ and ira - '" - . a IJ 
are self-dual, they can be determined by their OJ components. We may 
therefore define 

A i 'AOI E-a -a 
a = ~ a' i = 7rOI, (7.33) 

where internal indices i, j refer to the 80(3) Lie algebra. In fact, as is 
well known the self-dual Lorentz Lie algebra is isomorphic to the (com­
plexified) 80(3) algebra 

The new variables satisfy the Poisson bracket relations 
i -b . b i 3 {Aa(x) ,Ej(Y)} = +~6a6j6 (x - y). (7.34) 

The constraints may be read off from the Lagrangian (7.32) and take 
the form 

gi = DaEai , (7.35) 
- _ -b i 

Ca - Ei Fab , (7.36) 
-:. _ ij -a -b k 

11 - fk Ei EjFab , (7.37) 

and the Hamiltonian is again a linear combination of the constraints. 
The last four equations correspond to the usual diffeomorphism and 

Hamiltonian constraints of canonical general relativity. The first three 
equations are extra constraints that stem from our use of triads as funda­
mental variables. These equations, which have exactly the same form as a 
Gauss law of an 8U(2) Yang-Mills theory, are the generators of infinites­
imal 8U(2) transformations. They tell us that the formalism is invariant 
under triad rotations, as it should be. 

Notice that a dramatic simplification of the constraint equations has oc­
curred. In particular the Hamiltonian constraint is a polynomial function 
of the canonical variables, of quadratic order in each variable. Moreover, 
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the canonical variables, and the phase space of the theory are exactly those 
of a (complex) SU(2) Yang-Mills theory. The reduced phase space is ac­
tually a subspace of the reduced phase space of a (complex) Yang-Mills 
theory (the phase space modulo the Gauss law), since general relativity 
has four more constraints that further reduce its phase space. This re­
semblance of the formalism to that of a Yang-Mills theory will be the 
starting point of all the results we will introduce in the rest of the book. 

In terms of the new variables, the structure of the constraints is sim­
ple enough for the reader to be able to compute the constraint algebra 
without great effort (this computation can also be carried out with the 
traditional variables and the results are the same). We only summarize 
the results here. To express them in a simpler form (and to avoid confus­
ing manipulations of distributions while performing the computations), 
it is again convenient to smooth out the constraints with arbitrary test 
fields and to perform some recombinations. We denote 

Q(Ni) = j d3xNi(VaEa )i, 

C(N) = j d3xNbEfF!b - Q(NaA~), 

1t(N) = jd3xNeij E'!-E~Fk 
'" '" k ~ 3 ab' 

(7.38) 

(7.39) 

(7.40) 

and as before the notation is unambiguous. The constraint algebra then 
reads 

{Q(Ni), Q(Nj)} = Q([Ni, Nj]), 

{C(N), C(M)} = C(CMN), 

{C(N),Q(Ni)} = Q(C&Ni), 

{C(N), 1t(M)} = 1t(C&M), 
{Q(Ni), 1t(JY)} = 0, 

{1t(JY) , 1t(M)} = C(K) - Q(A~Ka), 

(7.41) 

(7.42) 

(7.43) 

(7.44) 

(7.45) 

(7.46) 

where the vector K is defined by K a = 2Ef Et(JY8aM - M8aJY). Here 
we clearly see that the constraints are first class. The reader should 
notice, however, that the algebra is not a true Lie algebra, since one 
of the structure constants (the one defined by the last equation) is not 
a constant but depends on the fields Ef (through the definition of the 
vector K). 

The new variables are simply related to the traditional Hamiltonian 
variables: 

Ai ri ·Ki a = a - ~ a' qqab = E'!-E~ 
~ ~ , (7.47) 
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178 7 Quantum gravity 

where K! = KabEbi and r~ is the spin connection compatible with the 
triad. 

The evolution equations for the canonical variables are obtained taking 
the Poisson brackets of the variables with the Hamiltonian, 

. i _ . ijk - b b i 
Aa - -'tf f:!EjFabk - N Fab' 

E; = iE{k Db(f:! EJ EZ) - 2Db(N[a Eb)i). 

(7.48) 

(7.49) 

A similar simplification to that introduced in the constraints is evident 
in the equations of motion. 

As we mentioned above, because of the self-duality used in the definition 
of the canonical variables, these are in general complex. The situation is 
totally analogous to that introduced when we discussed the harmonic 
oscillator and Maxwell theory in the Bargmann representation in section 
4.5. If we want to recover the classical theory we must take a "section" 
of the phase space that corresponds to the dynamics of real relativity. 
This can be done. One gives data on the initial surface that correspond 
to a real spacetime and the evolution equations will keep these data real 
through the evolution. Now, strictly speaking, this procedure is not really 
canonical, since we are imposing these conditions by hand at the end. 
That does not mean it is not useful*. In fact, one can eliminate the 
reality conditions and have a canonical theory. However, much of the 
beauty of the new formulation is lost, in particular the structure of the 
resulting constraints is basically that of the traditional formalism. 

The issue of the reality conditions acquires a different dimension at the 
quantum level. A point of view that is strongly advocated, and may turn 
out to be correct, is the following. Start by considering the complex theory 
and apply the usual steps towards canonical quantization After the space 
of physical states has been found, when one looks for an inner product, 
the reality conditions are used in order to choose an inner product that 
implements them. That is, the reality conditions can be a guideline to 
finding the appropriate inner product of the theory. One simply requires 
that the quantities that have to be real according to the reality conditions 
of the classical theory become self-adjoint operators under the chosen 
inner product. This solves two difficulties at once, since it allows us to 
recover the real quantum theory and the appropriate inner product at 
the same time. This point of view is strictly speaking a deviation from 
standard Dirac quantization, and works successfully for several model 
problems [130]. The success or failure in quantum gravity of this approach 

• A non-trivial example where it can be worked to the end is the Bianchi II cosmology [132). 
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7.4 Quantum gravity in terms of connections 179 

is yet to be tested and is one of the most intriguing and attractive features 
of the formalism. (For a critical viewpoint, see reference [131].) 

In terms of the basic variables, the reality conditions are 

(Ei Ebi)* = Ei E bi , (7.50) 

(€ijk E~a Dc (E!> Ej))* = (€ijk E~a Dc (E!> Ej)). (7.51) 

This particular form of the reality conditions may be useful to select real 
initial data for classical evolutions. However, if one wants to impose the 
conditions as adjointness relations of operators with respect to a quantum 
inner product, it is clear that one would need to recast the conditions in 
terms of physical observables, since these are the only quantities defined 
in the space of physical states. In particular equations (7.50),(7.51) are 
not well defined in that space. 

Up to now we have discussed the theory in vacuum. There is no diffi­
culty in incorporating matter fields in the new variable formulation. The 
constraints can be made polynomial in a natural fashion for coupling to 
scalar fields, Yang-Mills fields, and fermions. It is remarkable that Dirac 
fermions can be introduced only coupled to the self-dual part of the con­
nection. A complete discussion can be found in references [133, 2]. 

It is immediate to include a cosmological constant in the framework. 
In the Einstein action the cosmological constant appears as J d4xRA. 
This action can be immediately canonically decomposed as 

SA = j dt j d3xt!,qA, (7.52) 

and this can be written in terms of the new variables noting that the 
determinant of the three-metric is given by 

q = ~'UstbCeijk Ei EjE~. (7.53) 

The only change introduced in the canonical theory is that the Hamil­
tonian constraint gains an extra term, 

1t(N) = jd3xN€ij El!-E~Fk + A jd3xN'fI_ eijkEl!-E~Ec. '" '" k ~ J ab 6 ",~bc ~ J k (7.54) 

And again, is a polynomial expression. There is no modification to the 
other constraints, since the entire term in the action is proportional to t!,. 

7.4 Quantum gravity in terms of connections 

7.4.1 Formulation 

The casting of general relativity as a theory of a connection has important 
implications at the quantum mechanical level. One can now proceed to 
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180 7 Quantum gravity 

quantize the theory exactly like we did in chapter 5, picking a polarization 
in which wavefunctions are functionals of a connection 

w[A]. (7.55) 

The Gauss law will immediately require that these be gauge invari­
ant functions, i.e., functionals in the space of connections modulo gauge 
transformations. Notice that this is a significant departure from the tra­
ditional picture where one considered functionals of a three-metric, or if 
one imposed the diffeomorphism constraint, of a three-geometry. 

As in the Yang-Mills case a representation for the Poisson algebra of 
the canonical variables considered can be simply achieved by representing 
the connection as a multiplicative operator and the triad as a functional 
derivative: 

A~ w{A) = A~ w{A), 
: 6 
Efw{A) = 6Ai w{A). 

a 

(7.56) 

(7.57) 

It should be emphasized that a difference with the Yang-Mills case 
arises since the connection is complex. The wavefunctions considered 
are holomorphic functions of the connection and the functional derivative 
treats as independent the connection and its complex conjugate. 

We would now like to use this choice in the representation of the canon­
ical algebra to promote the constraint equations to operatorial equations. 
Since the constraint equations involve operator products, a regularization 
is needed. This is a fundamental point. Most of the issues one faces 
when promoting the constraints to wave equations do not have a unique 
answer unless one has a precise regularization. There is not a complete 
regularized picture of the theory at present. We will introduce some of 
the issues in this chapter and will return to them in chapters 8 and 11 as 
we develop the quantum theory and some of its consequences. 

Ignoring for the time being the regularization issue, one can promote the 
constraints formally to operator equations if one f>icks a factor ordering. 
Two factor orderings have been explored: with the triads either to the 
right or the left of the connections. 

7.4.2 Triads to the right and the Wilson loop 

If one orders the triads to the right, the constraints become 

~i 6 
g = Da6Ai ' 

a 
~ . 6 
Ca = F~b 6Ai ' 

b 

(7.58) 

(7.59) 
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it- ijkFi ~~ 
-€ ab oA~ oAr 
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(7.60) 

This ordering was first considered by Jacobson and Smolin [134] because 
the Gauss law and the diffeomorphism constraint formally (without a 
regularization) generate gauge transformations and diffeomorphisms on 
the wavefuctions. 

There is a potential problem when one considers the algebra of con­
straints. Remember that it is not a true algebra, but as we discussed, 
the commutator of two Hamiltonians has a structure "constant" that de­
pends on one of the canonical variables, the triad. This means that in 
this ordering such a "constant" would have to appear to the right of the 
resulting commutator, which is not expected. In fact, an explicit calcu­
lation of the formal commutator shows the triads appear to the right. 
Therefore, it is not immediate that acting on a solution the commutator 
of two Hamiltonians vanishes and it has to be checked explicitly. 

The simplest solution to the constraints in this representation is 

w[A] = constant. (7.61) 

This state is annihilated by all the constraints formally and it is easy to 
check that it is also annihilated with simple point-splitting regularizations. 
This state is less trivial than one may imagine. It has been explored 
in the context of Bianchi models and it has a quite non-trivial form if 
transformed into the traditional variables [135]. 

Jacobson and Smolin set out to find less obvious solutions to the con­
straint equations in this formalism. If one starts by considering the Gauss 
law, one would like the wavefunctionals to be invariant under SU(2) gauge 
transformations. An example of such functionals is the Wilson loop, 

(7.62) 

In fact, as we have seen any gauge invariant function of a connection 
can be expressed as a combination of Wilson loops. In view of this, one 
can consider Wilson loops as an infinite family of wavefunctions in the 
connection representation parametrized by a loop w-y(A) = W(-y, A) that 
forms an (overcomplete) basis of solutions to the quantum Gauss law 
constraint. 

What happens to the diffeomorphism constraint? Evidently Wilson 
loops are not solutions. When a diffeomorphism acts on a Wilson loop, 
it gives as a result a Wilson loop with the loop displaced by the diffeo­
morphism performed. Therefore they are not annihilated by the diffeo­
morphism constraint and cannot become candidates for physical states of 
quantum gravity. In spite of that, they are worth exploring a bit more. 
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182 7 Quantum gravity 

Remember they form an overcomplete basis in terms of which any physi­
cal state should be expandable (since any physical state has to be gauge 
invariant). We will therefore explore what happens when we act with 
the Hamiltonian constraint on them. To perform this calculation we only 
need the formula for the action of a triad on a holonomy along an open 

h oi pat 'Yo, 

E; (x)Ub~') = 8At(x) Ub~') = £ dya83 (x - y)Ub~)TiUb~'), (7.63) 

where Ti are -iV2j2 times the Pauli matrices. 
The reason why we are considering an open path is to avoid ambiguities 

when we act with the second derivative. The expression for the action on 
the Wilson loop we are interested in is obtained in the limit in which 0 

and 0' coincide. We now act with a second triad, 

8 ~ U( 0') = 
8A~(x) 8Ai(x) 'Yo 

1 dyb 1 dza8(x - y)8(x - Z)Ub~)TiUbf)Tjub~') 
J'Y h: 
+ 1 dyb 1 , dza8(x - y)8(x - Z)Ub~)Tjub;)TiUb~'). (7.64) 

h h~ 
We now take the trace and obtain the action of the Hamiltonian, 

H(x)w'Y[A] = 

F:b(x)€ijk [£ dyb £: dza8(x - y)8(x - Z)Tr(TiUbf)Tjub;o)) 

+ £ dyb £~, dza8(x - y)8(x - Z)Tr(TjUb;)TiUbfo))] , (7.65) 

where the notation Ub;o) denotes the portion of the loop going from y 
to z through the basepoint o. 

If the loop has no kinks or intersections, the portion 'Yf shrinks to a 
point due to the presence of the Dirac delta functions and the action of 
the Hamiltonian can be written as 

rl(x)W'Y[A] = 

F:b(x)€ijk [£ dyb £ dza8(x - y)8(x - Z)Tr(TiTjub;o)) 

+ £ dyb £ dza8(x - y)8(x - Z)Tr(TjTiUbfo)) = 

£ dyb £ dza8(x - y)8(x - z)Tr(8ijUb~0))] , (7.66) 
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where we have extended the second integral along the whole loop, since 
no additional contributions are added due to the fact that the loop is 
smooth. 

Notice that we have a quantity F~bf.ijk which is antisymmetric in both 
a, band i, j contracted with an expression that is symmetric in both a, b 
and i, j. Therefore, the expression vanishes! We have just proved that a 
Wilson loop formed with the Ashtekar connection is a (formal) solution of 
the Hamiltonian constraint of quantum gravity. This is a remarkable fact. 
Notice that up to this discovery no solution of this constraint was known 
in a general case (without making mini-superspace approximations). His­
torically, this discovery fostered the interest for loops in this context and 
led to the use of the loop representation. 

A key to this result was the consideration of smooth non-intersecting 
loops. If the loops have intersections or kinks, the proof we presented 
above does not work. Moreover, it should be stressed that the result is 
formal. The expressions considered involve one-dimensional integrals of 
three-dimensional Dirac delta functions. In a particular coordinate sys­
tem they are proportional to 62 (0). Therefore we are canceling divergent 
terms. 

To see if this result holds beyond the formal level, a regularization is 
needed. Two different regularizations were considered by Jacobson and 
Smolin [134]. The first one is based on "flux tubes", a process in which 
the loops are thickened out. The main drawback of this method is that it 
is not gauge invariant. Under this regularization, smooth loops solve the 
constraint with suitable prescriptions for limiting procedures. The second 
regularization method is based on a point-splitting of the two functional 
derivatives of the Hamiltonian constraint. Although point-splitting in 
general breaks gauge invariance (since point-split quantities exist at dif­
ferent points of the manifold and transform with different transforma­
tion matrices) one can restore gauge invariance connecting the point-split 
quantities with holonomies along paths connecting the split points. Un­
fortunately, under this procedure smooth Wilson loops fail to satisfy the 
constraint. An anomaly appears that is proportional to terms that depend 
on the curvature ofthe loops ("acceleration terms") and is non-vanishing. 
We will see that the role of the acceleration terms is different in the loop 
representation and there is a sense in which smooth loops correspond to 
solutions of the constraints. We will return to these and other regulariza­
tion issues later. 

Even ignoring the regularization issues of the Hamiltonian constraint, 
there are two main drawbacks to these solutions: they do not solve the dif­
feomorphism constraint and they fail to solve the Hamiltonian constraint 
if the loops have intersections. 

Why care about loops with intersections? Why not just restrict our-
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184 7 Quantum gravity 

selves to smooth loops? The problem appears when we try to get some 
sort of understanding of what these wavefunctionals are. The first ques­
tion that comes to mind is what is the metric for such a state. This, in 
principle, is a meaningless question, since the metric is not an observable 
in the sense of Dirac, but let us ask it anyway to see where it leads. The 
metric acting on one of these states gives 

~ab 6 6 
q (x)lJI'Y(A) = 6Ai 6Ai lJI'Y(A) = X ax XbxlJl'Y(A). 

a b 
(7.67) 

Again, this expression needs to be regularized. At a formal level we 
see that Wilson loops are eigenstates of the metric operator if the loops 
considered are smooth. Notice that the metric only has support distri­
butionally along the direction of the tangent to the loop. Moreover, the 
metric has only one non-vanishing component, the one along the loop. 
Therefore it is a degenerate metric. Now, this statement is still meaning­
less in a diffeomorphism invariant context, but it actually can be given 
a rigorous meaning with a little elaboration. Consider the Hamiltonian 
constraint for general relativity with a cosmological constant, given by 
expression (7.54). The only difference with the vacuum constraint is the 
term involving the determinant of the spatial metric. This term can be 
promoted to the connection representation with similar regularization dif­
ficulties as the rest of the constraint. It is easy to see that the additional 
term formally annihilates a Wilson loop based on a smooth loop. There­
fore the determinant of the three-metric vanishes for these states, as is 
expected for a degenerate metric. Since these states are annihilated by the 
vacuum Hamiltonian constraint and the determinant of the three-metric, 
this means they are states for an arbitrary value of the cosmological con­
stant! That spells serious trouble. General relativity with and general 
relativity without a cosmological constant are very different theories, and 
one does not expect them to share a common set of states, except for 
special situations, such as for degenerate metrics. 

It turns out, one can improve the situation a little using intersections. 
One can find some solutions to the Hamiltonian constraint for the in­
tersecting case by considering linear combinations of holonomies in such 
a way that the contributions at the intersections cancel [134, 136, 26]. 
However, unexpectedly, this is not enough to construct non-degenerate 
solutions. All the solutions constructed in this fashion, if they satisfy the 
Hamiltonian constraint, are also annihilated by the determinant of the 
metric [26]. This, plus the fact that they do not satisfy the diffeomor­
phism constraint, shows that these solutions are of little physical use in 
this context. They were, however, very important historically as motiva­
tional objects for the study of loops. We will show later how, when one 
works in the loop representation, it is possible to generate solutions to 
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all the constraints that, although still based on loops, do not have this 
degeneracy problem. 

7.4.3 Triads to the left and the Chern-Simons form 

If one orders the constraints with the triads to the left, there is potential 
for a problem: as we have said, apparently in this factor ordering the 
diffeomorphism constraint fails to generate diffeomorphisms on the wave­
functions. This would be a reason to abandon this ordering altogether. 
However, by considering a very generic regularized calculation one can 
prove that the diffeomorphism constraint actually generates diffeomor­
phisms, so this is not a problem [137]. Besides, there is the advantage 
that when one considers the constraint algebra, one obtains (these are 
only formal unregulated results) the correct closure [51]. 

Let us see how the regularized version of the constraint in this factor 
ordering generates diffeomorphisms. We consider a point-split version of 
the diffeomorphism constraint, 

(7.68) 

where liI14->o f€{x - y) = 8{x - y). This expression differs from that 
in the factor ordering with triads to the right by the term in which the 
functional derivative acts on F~b' J d3yf€{x - y)8F~b{y)/8A~{x). When 
the functional derivative acts on the portion of F~b linear in A~ one gets 
a contribution of the form J d3xNa{x) J d3y8b8{x - y)f€{x - y). If one 
considers a regulator that is symmetric in x, y, f€{x - y) = f€{y - x), 
this contribution vanishes. The action of the functional derivative on the 
term quadratic in the connections vanishes due to the antisymmetry of 
the structure constants f. ijk of SU(2). We have therefore proved that the 
expression for the constraint with the triads to the left coincides, if one 
considers symmetric regulators, with the expression with the triads to 
the left. Since the former generates diffeomorphisms on the wavefunc­
tions the latter does so as well. Therefore the diffeomorphism constraint 
regains its natural geometric interpretation and can be solved by con­
sidering wavefunctionals of the connection 'lI[A] that are invariant under 
diffeomorphisms. 

In this ordering, Wilson loops do not solve the Hamiltonian constraint. 
However, there is a very interesting and rich solution one can construct. 
Consider the following state, a function of the Chern-Simons form built 
with the Ashtekar connection, 

(7.69) 
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186 7 Quantum gravity 

This functional has the property that the triad equals the magnetic field 
constructed from the Ashtekar connection (in the language of Yang-Mills 
theory, the electric field equals the magnetic field), 

6~i wA[A] = ! EabcFtcWA[A]. (7.70) 
a 

Moreover, it is well known that this functional is invariant under (small) 
gauge transformations and diffeomorphisms. One can check that it is 
annihilated by the corresponding constraints (with the proviso of the 
symmetric regulator in the diffeomorphism constraint introduced above). 
What may come as a surprise is that it is actually annihilated by the 
Hamiltonian constraint with a cosmological constant. This is easy to see. 
Consider the constraint 

A 66 k A 666 
1i = €ijk 6Ai 6Aj Fab - 6€ijk~bc6Ai 6Aj 6Ak (7.71) 

a b abc 

and notice that the rightmost derivative of the determinant of the metric 
reproduces the term on the left when acting on the wavefunction. Notice 
that the result holds without even considering the action of the other 
derivatives, and therefore is very robust vis a vis regularization. This re­
sult was noticed independently by Ashtekar [53] and Kodama [54]. A nice 
feature of this result is that the metric is non-degenerate in the sense that 
we discussed in the previous section. The metric is just given by the trace 
of the product of two magnetic fields built with the Ashtekar connection. 
Such a property holds classically for spaces of constant curvature. This 
has led some authors to suggest that this wavefunction is associated with 
the DeSitter geometry [55]. 

The reader may question the relevance of the Chern-Simons state. First 
of all, it is only one state. Moreover, a similar state is present in Yang­
Mills theory (this is easy to see, since the Hamiltonian is E2 + B2 and 
adjusting constants one gets for the corresponding state E = iB) and is 
known to be non-physical since it is not normalizable. This is true, but 
it is also true that the nature of a theory defined on a fixed background 
as a Yang-Mills theory is expected to be radically different from that 
of a theory invariant under diffeomorphisms, such as general relativity. 
Therefore normalizability under the inner product of one theory does not 
necessarily imply or rule out normalizability under the inner product of 
the other. The non-normalizability in the Yang-Mills context is under 
the Fock inner product, and it is expected that inner products of that 
kind will not have any relevance in the context of general relativity. At 
the moment, however, the normalizability or not of any state in general 
relativity cannot be decided, since we lack an inner product for the theory. 

It is remarkable that the Chern-Simons form, which is playing such a 
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prominent role in particle physics nowadays, should have such a singular 
role in general relativity. It is the only non-trivial state in the connection 
representation that we know that may have something to do with a non­
degenerate geometry. We will also see in chapters 10 and 11 that the 
state plays a prominent role in the progress made in finding states in the 
loop representation and has opened up new connections between general 
relativity, topological field theories and knot theory. 

There are more things one could say about the connection represen­
tation. There is the compelling work of Ashtekar, Balachandran and Jo 
[61] concerning the CP violation problem and the partial success (in the 
linearized theory) of Ashtekar [56] in addressing the issue of time. We do 
not have space here to do justice to these pieces of work and we refer the 
reader to the relevant literature. In particular, a good summary of these 
topics appears in the book by Ashtekar [2]. 

7.5 Conclusions 

We have formulated gravity canonically and discussed the general fea­
tures of its canonical quantization. We have discussed the difficulties 
associated with the traditional metric variables and introduced a new 
set of variables that allows some progress in the definition of the quan­
tum constraint equations and their solutions. We have discussed some 
of the factor ordering and regularization issues and set the stage for the 
introduction of a loop representation, which we will do in the following 
chapter. 
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8 
The loop representation 

of quantum gravity 

8.1 Introduction 

Having cast general relativity as a Hamiltonian theory of a connection, we 
are now in a position to apply the same techniques we used to construct 
a loop representation of Yang-Mills theories to the gravitational case. 
We should recall that we are dealing with a complex SU(2) connection. 
However, we can use exactly the same formulae that we developed in 
chapter 5 since few of them depend on the reality of the connections. 
Whenever the presence of a complex connection introduces changes, we 
will discuss this explicitly . 

As we have seen, we can introduce a loop representation either through 
a transform or through the quantization of a non-canonical algebra. The 
initial steps are exactly the same as those in the SU(2) Yang-Mills case. 
The differences arise when we want to write the constraint equations. In 
the Yang-Mills case the only constraint was the Gauss law and one had 
to represent the Hamiltonian in terms of loops. In the case of gravity one 
has to impose the diffeomorphism and Hamiltonian constraints in terms 
of loops. In order to do so one can either use the transform or write them 
as suitable limits of the operators in the T algebra. We will outline both 
derivations for the sake of comparison. As we argued in the Yang-Mills 
case both derivations are formal and in a sense equivalent, although the 
difficulties are highlighted in slightly' different ways in the two derivations. 

The space of states of an SU(2) theory in terms of the loop representa­
tion has been discussed in detail in chapter 3. It is formed by wavefunc­
tions with support on the group of loops, 

that satisfy the basic Mandelstam identities, 

w(-y) = W(-y-l), 

188 

(8.1) 

(8.2) 
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8.2 Constraints in terms of the T algebra 189 

\lib' 0 ",) = \lI(", 0 'Y), (8.3) 
\lib' 0",0 (3) + \lib' 0",0 (3-1) = \lI(", 0 'Y 0",) + \lI(", 0 'Y 0 (3-1), (8.4) 

and by combination of these identities one can find an infinite number of 
linear relations among the wavefunctions. 

In many papers on the subject, multiloops have been used to build 
the loop representation. As we discussed in chapter 3, for the SU(2) 
case all expressions in terms of multiloops can be rewritten as single-loop 
expressions via Mandelstam identities. We will therefore restrict ourselves 
here to single-loop wavefunctions. 

The outline of this chapter is as follows. In the next two sections we 
will derive the expression of the constraints of quantum gravity in the 
loop representation both as a limit of the T algebra and via the loop 
transform. We will then discuss the regularization of the Hamiltonian in 
terms of loops and briefly discuss the solution space. We will return to 
the issue of solution to the constraints in chapters 10 and 11. 

8.2 Constraints in terms of the T algebra 

We need to write the classical diffeomorphism and Hamiltonian con­
straints in terms of the T operators. It is quite simple to write the 
diffeomorphism constraint as a limit of a Tl operator. Consider a one­
parameter family 'Y~ii(x) of closed curves in the db coordinate plane base­
pointed at the poin~ x such that in the limit 8 -+ 0 the loops shrink to a 
point. The area element of the loop is given by 

The diffeomorphism constraint is given by the limit 

To prove this, notice that in this limit the holonomy is given by 

lim Hb'!b(X)) = 1 + !acdb'aii(x))F cd(X), 
6-+0 

(8.5) 

(8.6) 

(8.7) 

When one takes the trace to construct the Tl, the contribution from the 
identity drops out because of the tracelessness of the triad and the lead­
ing contributions is Tr(Ea(x)Fab(X)), which corresponds with the usual 
expression of the vector constraint. 

A remarkable fact is that the constraint algebra is consistently repro-
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190 8 The loop representation of quantum gravity 

duced in the limit 

-+ { C6 (lV), C6 (lW-)} 
1 

-+ {C(N), C(M)} 
(8.8) 

i.e., computing the Poisson bracket of two TIs and shrinking the loops 
yields the same results as shrinking the loops and computing the Poisson 
algebra of the constraints [139]. 

To obtain the Hamiltonian constraint we will introduce a double lim­
iting procedure, which in what follows will be useful as a regularization 
procedure for the quantum calculation. We will consider the point-split 
classical Hamiltonian, 

C(N) = lim Cf(N) = lim J d3xN(x) J d3yff(x - y) 
,...., f~O ,...., f~O ,...., 

xTr(:fua(y)H(JL~):fub(x)F ab(x)H(JL~)), (8.9) 

where we have introduced an arbitrary infinitesimal path JL~. The intro­
duction of this path is needed in order to have a gauge invariant point-split 
Hamiltonian. Since the T variables are gauge invariant it would be im­
possible to retrieve a non-invariant quantity from them. The contribution 
from the holonomy H(JL~) reduces to the identity in the limit. 

We will present a shrinking loop procedure that will yield the split 
constraint Cf (tt), and from there one recovers the usual constraint in the 
limit to -+ O. We introduce a one-parameter family of shrinking loops as 
before '~b(x). The Hamiltonian constraint is given by 

Cf(tt) = J~ ;2 J d3xtt(x) J d3yff(x - y)T[abl(JL~, JL~ 0 '~b(x)). (8.10) 

The proof follows similar lines as before: in the shrinking limit the 
holonomy yields two contributions; the one proportional to the identity 
vanishes due to the antisymmetrization in the ab indices (if not one would 
get the metric Tr(:fua:fub) as leading contribution) and the term propor­
tional to F ab yields the constraint. 

We therefore have classical expressions relating the constraints and the 
T operators. This allows us to find expressions for the constraints as 
quantum mechanical operators by promoting their definitions in terms of 
the T quantities to quantum mechanical operators. The quantum me­
chanical expressions for the T operators were introduced in chapter 5, 
choosing a factor ordering with the triads to the right. We recall here 
their expression 

(8.11) 
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8.2 Constraints in terms of the T algebra 191 

1 

fa(1]~)wb) == L E f dya8(x - y)wb 0 1]f), 
f=-l 

(8.12) 

fab( 1]i, 1];) w(,) = X ax (, )Xby (,) [w (,i 0 fl;,,; 0 fli) 
+ w(,'d 0 1];,,; 0 1]i) + w (,'d 0 fl; 01'd 0 1];) 
+wb; 0 fli 01; o1]i)]. (8.13) 

We now promote the relation (8.6) to an operatorial equation, 

C(N)wb) =E~6 ;2 J d3xNU(x)fbb~b(x))Wb) 
1 

=J~ ;; J d3xNU(x) L E f dyb8(x - y)wb 0 b~b(x)n, 
f=-l 

(8.14) 

and we notice that the introduction of the infinitesimal loop '~h(x) with 
the two possible orientations given by the power E corresporfds to the 
action of the loop derivative. Since the loop derivative along the reversed 
loop introduces a minus sign the two contributions E = ±1 add up to give 

(8.15) 

and we see that the diffeomorphism constraint in the loop representation 
can be obtained in the limit of shrinking loops from the Tl operator. As 
the derivation shows, the loop derivative arises because the action of the 
Tl operator corresponds to the introduction of a small loop of precisely 
the same form as in the loop derivative. 

The Hamiltonian constraint can be obtained through manipulations 
that are very similar to those of the diffeomorphism constraint. Since the 
final expression coincides exactly with the one we will obtain in the next 
section via the loop transform we do not give the explicit calculation. 
For details see reference [139]. We will just outline the first steps of the 
calculation to facilitate the comparison with the expression that we derive 
in the next secion. We need to compute 

Tab(p,~, p,~ 0,8 ab(x))wb) = Xaxb)Xbxb)[wb'd 0 p,~, 1~b(X) 0 p,~ 0,;) 

+wb'd 0 p,~,8 ab(X), p,~,:) + wb'd 0 p,~ 01'd 0 p,~ 0,8 ab(X)) 

+wb; 0 1~b(X) 0 p,~ 01; 0 p,D] (8.16) 

and using the Mandelstam identities and recalling that we are only inter­
ested in the antisymmetric part of Tab we get 

Cf(tD = J~ ;2 J d3xtt(x) J d3yff(x - y)X[a1xb)Xb]Yb) 
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192 8 The loop representation of quantum gravity 

x [2W(l ab(X) 0 Ii 0 J-t~ o1i 0 J-t~) 

+2wb6 ab(X) 0 1xY 0 J-t~ 0 Ii 0 J-t~)] (8.17) 

which, taking into account the definition of the loop derivative, yields a 
regularized expression for the Hamiltonian constraint that we will present 
in an explicit fashion in the next section. 

8.3 Constraints via the loop transform 

To obtain the quantum version of the constraints via the loop transform, 
we proceed in the same way as we did for an SU(2) Yang-Mills theory 
in chapter 6. There is a difference, however, due to the fact that the 
connection in the general relativity case is complex. In principle, its com­
plex conjugate is a complicated expression given by the reality conditions. 
Therefore we cannot quite write for the transform as we did in chapter 6, 

Wb) = J dAW{'[A]*w[A] (8.18) 

since the expression for W{'[A]* would, in principle, be a complicated non­
polynomial expression in terms of A. Moreover, as we argued before, it is 
not clear that one wants to implement the reality conditions at this level. 
One may want to impose them later as relations among observables of the 
theory. 

In order to be able to proceed we will assume in the following manip­
ulations that A is real. This is not unjustified, since the manipulations 
in terms of real As yield operator expressions in the loop representation 
that have exactly the same commutation relations as their counterparts 
in the connection representation. In this sense the loop transform is a 
very useful heuristic device for finding appropriate loop counterparts to 
operators in the connection representation. The reader should be aware 
that the following calculations are heuristic and not meant to be precise 
derivations. It is remarkable that through this procedure one can recover 
exactly the same expression for the constraints as we did in the previous 
section. This suggests that a measure may exist such that the manipu­
lations can be made rigorous taking into account the complex nature of 
the connections. 

We therefore define 

(8.19) 

where by ot we mean the operator 6 but with a reverse factor ordering. 
Therefore the practical calculation of transforming an operator consists 
in evaluating its action on a Wilson loop as if it were a calculation in the 
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8.3 Constraints via the loop transform 193 

connection representation and rearranging the result as a manipulation 
purely in terms of loops. One should remember that when considering the 
action on the Wilson loop one should choose for the operator one wishes 
to transform the opposite factor ordering to the one chosen for its action 
on wavefunctions 'l1 [A]. 

We start with the vector constraint. Its action on a Wilson loop is 
given by 

F~b(X) c5At(x) W-y[A] = F~b(X) £ dyac5(y - x)Tr(H(-y~)TiH(-y;)) 

= £ dyac5(y - x )Tr(H( 'Y~)F abH( 'Y~)). (8.20) 

Recalling the action of a loop derivative on a Wilson loop introduced 
in chapter 1 we get 

F~b(X) c5At(x) W-y[A] = £ dyac5(y - x)~ab(-y~)W-y[A], (8.21) 

and therefore we can write for the diffeomorphism constraint in the loop 
representation 

O(N) = f d3xNb(x) £ dyac5(x - Y)~ab(-y~). (8.22) 

This is exactly the expression we introduced in the first chapter as the 
generator of diffeomorphisms on functions of the group of loops and we 
checked in that chapter that it satisfied the correct algebra of diffeomor­
phisms, 

Sometimes one may use the shorthand notation 

O(N) = f d3xNb(x)xax(-y)~ab(-y~)' 

(8.23) 

(8.24) 

where X ax (1') is the first order multitangent to the loop, but care should 
be exercised if the loop has multiple points (intersections). 

The reader may appreciate the remarkable fact that a formalism so 
heuristic in nature manages to yield the expected result. We started with 
the action of the diffeomorphism constraint in the connection representa­
tion and by the most direct and obvious manipulation we end up with an 
expression with the desired geometric action in terms of loops. Encour­
aged by this result we will follow the same procedure for the Hamiltonian 
constraint. 

The calculations for the Hamiltonian constraint are of the same nature, 
the only care to be taken is the presence of a second functional derivative, 
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194 8 The loop representation of quantum gravity 

which requires a regularization. We will perform here only a formal cal­
culation in order to simplify the presentation, we postpone the discussion 
of regularization issues to the next section. In fact, at the formal level we 
have already performed the required calculation in the previous chapter, 

A 0 Ok ° 8 8 
1i(x)W1'[A] = f.~J F~b(X)-j l:Ak 

8Aa U b 

= F:b(x)f.ijk 1 dyb 1 dza8(x - y)8(x - Z)Tr(TiHb~)TjHb;o)) h hE 
+F:b(x)f.ijk 1 dyb I, dza8(x - y)8(x - z)Tr(TjHb;)TiHb~o)). 

J1' h~ 
(8.25) 

We now rearrange this expression using the identity, 

if.1mnTr(Tm ATnB) = Tr(TIA)Tr(B) - Tr(A)Tr(TIB), (8.26) 

where A, Bare SU(2) matrices. The integrands can then be rewritten as 

f.ijkTr(TiHb~)TjHb;o)) = Tr(TkHb~))Tr(Hb;o)) 

-Tr(Hb~))Tr(TkHb;o)), (8.27) 

f.ijkTr(TjHb;)TiHb~o)) = Tr(TkHb~o))Tr(Hb;)) 

-Tr(Hb~o))Tr(TkHb;)), (8.28) 

and noticing that 

Tr(Hb;o)) = Tr(Hb~o))' 

Tr(TkHb~)) = -Tr(TkHb;)), 

we get for the action of the Hamiltonian, 

(8.29) 

(8.30) 

H(x)W1'[A] = F:b(x)( 1 dyb 1 dza + 1 dyb 1 dza )8(x - y)8(x - z) h hE h J1'~ 
XTr(TkHb~o))Tr(H~) - Tr(H~o)Tr(TkHb;)). (8.31) 

The two sets of integrals can be combined into a single one, and insert­
ing the F~b in the holonomies we get, 

H(x)W1'[A] = i dyb i dza8(x - y)8(x - z) 

xTr(F ab(x)Hb~o))Tr(Hb;) - Tr(H~o)Tr(F ab(x)Hb;)). 
(8.32) 

We now rearrange the products of holonomies into a single one using the 
generalization of the Mandelstam identities when elements of the algebra 
are involved. One could have left the expression as it was and then the 
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8.3 Constraints via the loop transform 195 

action of the Hamiltonian constraint on a wavefunction of a single loop 
would be a function of a multiloop. This has been the approach taken 
in some papers [138]. Here, as we said before, we reexpress everything in 
terms of single loops. The identity needed is 

Tr(Ti A)Tr(B) = Tr(Ti(AB + AB-1)) = Tr(Ti(BA + B-1 A)), (8.33) 

where A, B are again elements of the SU(2) group. Rearranging terms 
with this identity, we get 

il(x)W-y[A] = i dy[b i dza1 8(x - y)8(x - z) 

xTr(F ab(x)[H(-y;)H(-y; 0) + H(-y;o)H(-y;)]), (8.34) 

We can rearrange this expression in terms of loop derivatives, 

il(x)W-y[A] = i dy[b i dza1 8(x - y)8(x - z) 

x~ab(-y;)'I'r([H(-y; 0 'Y~o) + H(-y~o 0 'Y~)]), (8.35) 

from which we can read off the expression of the Hamiltonian constraint 
in the loop representation, 

il(JY)w(-y) = J d3xJY(x) i dy[b i dza1 8(x - y)8(x - z) 

X~ab(-y;)[W(-y; 0 '1;0) + W(-y;o 0 'Y~)]. (8.36) 

It should be pointed out that the notation in the above two expressions 
for the loop derivative precisely means 

(8.37) 

and similarly for the action of the loop derivative on the holonomy. From 
now on we will use this notation whenever the Hamiltonian constraint is 
involved. Again, this expression coincides with the one introduced in the 
previous section directly obtained as a limit of the T operators. We see 
that the two approaches yield the same constraints. 

One can perform another rearrangement that simplifies the expression 
of the Hamiltonian constraint even further. Going back to the expres­
sion in terms of F~b (8.34), there are two terms in the expression of the 
Hamiltonian. Each of them is a trace of an element of the algebra times 
elements of the group. Such traces are equal to minus the trace of the 
inverse argument. If one replaces the argument of the second trace by its 
inverse, one obtains exactly the same expression as the argument of the 
first trace, with y and z exchanged. One can relabel y and z in the second 
term (one gains an additional minus sign from the antisymmetrization in 
dy[adzb1 ) and one gets back (in the limit in which the regulator is re­
moved) the same term as the first one. Continuing with the derivation as 
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196 8 The loop representation of quantum gravity 

presented above one gets for the final action of the Hamiltonian 

H(f!)'if!(-y) = 2 f d3xt!(x) £ dy[b £ dzaj8(x - y)8(x - z) 

X~ab(-y;)'if!(-y; 0 'Y;o). (8.38) 

Because the equality presented only holds in the limit in which the 
regulator is removed, the above expression can be thought of as a different 
regularization of the Hamiltonian constraint introduced before. 

It is remarkable that such a compact expression embodies all the infor­
mation of the time evolution of the Einstein equations in the language of 
loops. 

The constraint algebra involving the Hamiltonian constraint that we 
derived above has been computed at the formal level in reference [141] 
and it reproduces the classical algebra. Care should be exercised when 
computing the constraint algebra, since the problem necessarily requires 
a regularization, as has been emphasized in the papers by Tsamis and 
Woodard[142] and Friedman and Jack [143]. The formal computation of 
the constraints is useful, however, to illustrate a series of computational 
techniques in loop space and to clarify the meaning of the expressions of 
the constraints in the loop representation. 

8.4 Physical states and regularization 

In the previous section we found expressions for the Hamiltonian and dif­
feomorphism constraints of quantum gravity in the loop representation. 
In this section we will discuss the construction of solutions to these con­
straints. We will start with the diffeomorphism constraint and then we 
will analyze the Hamiltonian. We will elaborate further on the Hamil­
tonian constraint in chapters 9, 10 and 11. In order to operate properly 
with the quantum constraints on wavefunctions we will be required to 
study the regularization of the constraints. 

8.4.1 Diffeomorphism constraint 

Let us start with the diffeomorphism constraint. In section 1.3.4 we 
showed that the diffeomorphism constraint acts on functions of loops by 
infinitesimally deforming the loop argument along a vector N. The de­
formation is the same that the loop would suffer if it existed in a spa­
tial manifold on which a diffeomorphism is performed along a vector N. 
Therefore if a wavefunction 'if! ('Y) in the loop representation is to be an­
nihilated by the diffeomorphism constraint it should be invariant under 
deformations of the loop argument. Such functions are known as knot 
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8.4 Physical states and regularization 197 

invariants. Another way of putting this is to say that the function only 
depends on the knot class of the loop. The knot class of a loop is given 
by the orbit of the diffeomorphism group in loop space that contains the 
given loop. 

Therefore by considering such functions of loops one immediately solves 
the diffeomorphism constraint. The diffeomorphism invariance of gen­
eral relativity therefore is very elegantly coded into knot invariance in 
the loop representation. There is an abundant literature on the study 
of knot invariants, and we will return in more detail to issues of knot 
theory in the next chapter. Notice that the situation is qualitatively dif­
ferent from that in the traditional variables for quantum gravity. There 
one considered functionals of a spatial metric w[q]. The invariance un­
der diffeomorphisms implied that one was dealing with functionals of the 
"geometry" (or more precisely its diffeomorphism invariant properties) 
rather than functionals of a metric. The situation is also qualitatively 
different from that in the connection representation that we discussed in 
the previous chapter. Again, there one had to consider functions of a 
connection that were invariant under diffeomorphisms \lI[A]. Although 
some isolated examples of these can be given, it is quite evident that one 
can construct many more examples of functions of loops invariant under 
diffeomorphisms. For instance, functions that depend on the number of 
intersections of a loop or the number of corners or kinks in the loops are 
examples of functions that are invariant under diffeomotphisms. So are 
the "characteristic functions" in loop space: functions that give 1 if the 
argument is in a certain knot class and zero otherwise. Although we have 
seen that the use of loops played a role in the connection representation, 
we see that the shift in point of view offered by the loop representation is 
very important in the task of finding the physical states that are annihi­
lated by the constraints. We will find many solutions to the constraints 
in the loop representation of which the counterpart in terms of connec­
tions is either not known and is expected to be quite complicated or ill 
defined. Knot theory captures in a natural way the non-local, topological 
properties of a theory invariant under diffeomorphisms. The connection 
between knot theory and quantum gravity was first noticed by Rovelli 
and Smolin [38]. 

8.4.2 Hamiltonian constraint: formal calculations 

In order to discuss the solutions to the Hamiltonian constraint one needs 
to introduce a regularization. The issue of the regularization of the Hamil­
tonian constraint is the subject of intense investigations at present. Basi­
cally the problem is that all known regularization procedures are difficult 
to make compatible with diffeomorphism invariance and typically intro-
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198 8 The loop representation of quantum gravity 

duce conflicts or ambiguities in the resulting regularized theory. We will 
first introduce a point-splitting regularization in loop space and discuss 
the action of the Hamiltonian constraint on a generic function of loop 
W (T)' We will not at the moment assume that the function is invariant 
under deformations of the loops, i.e., the state will not, in general, be 
annihilated by the diffeomorphism constraint. This is the most natural 
thing to do, since the Hamiltonian constraint is an operator that is not in­
variant under diffeomorphisms and therefore its action is not well defined 
on the space of knot invariants. In general the action of the Hamiltonian 
on a knot invariant will produce as a result a function of a loop that is 
not invariant under diffeomorphisms. 

There is a second motivation for considering the action of the Hamil­
tonian on all function of loops, related to the details of the definitions we 
give for the constraints. This is due to the fact that the loop derivative 
that we defined in chapter 1 is not, in general, well defined on functions 
that are invariant under diffeomorphisms. This can be readily seen. The 
notion of a loop derivative involves, in general, a change of topology in 
the loop. Therefore in its definition, 

(8.39) 

it could happen that the loop argument of W in the left-hand side is in 
a different knot class that that of the right-hand side. The addition of 
the infinitesimal loop would therefore not amount to a small change in 
the loop function and the limit involved in the derivative is not well de­
fined. The situation is the loop analog of the derivative of the Heaviside 
theta function at the origin in elementary calculus. The usual way to deal 
with this problem (that leads to the calculus of distributions) is to con­
sider the Heaviside function as a limit of a set of differentiable functions. 
Similarly here we would like to regard the functions invariant under dif­
feomorphisms as suitable limits of non-invariant functions that are loop 
differentiable. The action of the Hamiltonian constraint on a diffeomor­
phism invariant function will also be defined in a limiting process. 

There have been several proposals for the Hamiltonian constraint in the 
loop representation [39, 138, 139, 16, 140]. Some of them do not involve 
the use of loop derivatives or use derivatives that are different from the 
one we introduce in this book. All of them, however, are based on the 
idea of appending an infinitesimal loop to the knot and therefore do not 
have a clear and unambiguous topological action in terms of knots. 

We consider the Hamiltonian introduced in the last section 

H(,lY)W(,) = J d3x,lY(x) i dy[b i dzaj8(x - y)8(x - z) 

(8.40) 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


8.4 Physical states and regularization 199 

As we pointed out before, the above expression is formal and a regu­
larization is needed for its proper definition. Before discussing the regu­
larization let us qualitatively study the action of the formal constraint on 
a function of a loop. Taking the results from the connection representa­
tion as a guide, we know that the action of the Hamiltonian constraint 
is different if loops with and without intersections are involved. In the 
loop representation wavefunctions must take values for all piecewise dif­
ferentiable loops. We will therefore study separately the action of the 
Hamiltonian constraint on a generic loop function W assuming that the 
argument is a smooth loop, a loop with a kink or a loop with intersections. 

The action of the formal Hamiltonian on a function of a loop W ("1) is 
very simple in the case in which the argument is a smooth non-intersecting 
loop at the point where the Hamiltonian acts. In that case, in the for­
mal expression of the Hamiltonian there is a single contribution per point 
x belonging to the loop "1. The contribution is proportional (through a 
divergent factor) to the double contraction of the tangent to the loop at 
the point with the loop derivative -ya-yb ~ab W b) (where -ya is the tangent 
vector to the loop in a certain parametrization). Since one is contract­
ing a symmetric tensor with an antisymmetric one the result vanishes. 
This is the counterpart in the loop representation of the same result 
that we found in the connection representation at the formal level: non­
intersecting smooth loops yield solutions of the Hamiltonian constraint. 
In general, the action of the Hamiltonian involves a splitting and rerout­
ing of the argument of the wavefunction. For the case of non-intersecting 
loops or kinks, the contribution gives back the same loop as the original 
one since "1; --t "1 and "1;0 --t " in the limit (or vice-versa depending on 
the order of y and z along the loop). The rerouting is non-trivial only at 
intersections. At the formal level of this discussion, the Hamiltonian has 
a non-vanishing contribution at intersections and kinks but not at points 
where the loops are smooth. 

The fact that the Hamiltonian constraint has a (formally) vanishing 
action at points where loops are smooth and non-intersecting led [38, 
39] to the construction of a historically very important set of "physical 
states" of quantum gravity by simply considering wavefunctions W ("1) with 
support only on smooth non-intersecting loops, i.e., 

w( ) = {wob) if "1 is smooth and ~on-intersecting, 
"1 0 otherwlse, (8.41) 

where wob) is any knot invariant. Formally the Hamiltonian has van­
ishing action on this state since it gives no contribution if the loop "1 is 
either smooth (for the reasons explained above) or intersecting (since the 
state vanishes for such loops). This state has the appearance of a "step 
function" in loop space. The reader may question the applicability of a 
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200 8 The loop representation of quantum gravity 

Fig. 8.1. The loop used in the Mandelstam identity that is not satisfied by the 
naive states 

differential operator in loop space to such a state. In principle, the action 
could be well defined since the Hamiltonian in this case does not change 
the number of intersections of the loop and therefore has a separate ac­
tion in the two regions into which the definition of the state partitions 
the loop space. 

Unfortunately, there is a serious objection to these kinds of naive states. 
This was noticed by Rovelli and Smolin ([39] page 135). The problem is 
that, as we emphasized at the beginning of this chapter and throughout 
this book, a state in the loop representation is not any function of a 
loop, but has to satisfy several properties, among them the Mandelstam 
identities. The Mandelstam identities imply relations among the values 
that a wavefunction takes when evaluated on loops with and without 
intersection. It is easy to check that the above proposed wavefunctions 
do not satisfy the appropriate relations. For instance, consider a non­
intersecting loop I obtained by the composition of loops II, 12 and 13 as 
shown in the figure 8.1, and apply the Mandelstam identity 

W(r1 ° 12°13) + W(r1 012 013"1) = W(r2 0Il 013) + W(r2 011013"1). (8.42) 

The first term in the left-hand side is W (r) and all the other terms in­
volve intersections (and multiple lines) between the different components. 
Therefore the state has vanishing value on all the terms in the expression 
except on the first where it is wo(r) and one is led to the contradiction: 
Wo(r) = O. 

One could think of constructing a set of states motivated by the non­
intersecting ones by assigning proper values to loops with intersections 
via the Mandelstam identity. This was suggested in reference[39]. Very 
recently, the introduction of the spin-network [146] ideas gave a concrete 
meaning to this construction. There is rapid development at present in 
trying to exploit these states for physical purposes [144]. 
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There is another way in which states based on non-intersecting loops 
can be thought of as generating genuine solutions to the Hamiltonian 
constraint, using the notions of bras and kets. Consider the space of kets 
1'l1 > and let us assume that we know an inner product in loop space 
such that the Hamiltonian is a self-adjoint operator (notice that the inner 
product is not on the physical space but on all states). We define the bra 
<al by 

'l1(a) =< al'l1 > . (8.43) 

Notice that the bras, from their definition, satisfy the Mandelstam iden­
tities, for instance < al =< a-II, etc. 

By definition, the action of the Hamiltonian on 'l1 (a) is 

H'l1(a) =< alHI'l1 >, (8.44) 

from which one can immediately read off the action of the Hamiltonian on 
a bra < ai, being given by the usual expression in the loop representation. 
If one now considers a bra < al with a a smooth loop then < alHI = 
O. Making use of the assumption that the Hamiltonian is a self-adjoint 
operator one has that Hla >= 0 and therefore 

(8.45) 

That is, if one knows the inner product in the space of loops under which 
the Hamiltonian is a self-adjoint operator, one can construct a family 
of functions of loops 'l1a (-y) (where the smooth non-intersecting loop a 
plays the role of a parameter) that are annihilated by the Hamiltonian 
constraint simply by taking the inner product < 'Yla >. These states 
satisfy the Mandelstam constraint. Notice that the wavefunctions depend 
on a loop 'Y that can have arbitrary intersections and kinks. Though this 
construction constitutes an interesting observation, the fact that it relies 
on the introduction of an inner product in loop space under which the 
Hamiltonian is self-adjoint makes it of little use in practice. 

There is a chance that one could modify the definition of the naive 
states in order make them compatible with the Mandelstam constraints. 
In particular, Smolin[145] has a proposal based on the use of an area 
operator; however, it is not clear whether under the proposed modification 
one still manages to solve the Hamiltonian constraint. 

Let us now discuss the regularized action of the Hamiltonian constraint. 

8.4.3 Hamiltonian constraint: regularized calculations 

We again consider the Hamiltonian introduced in the last section, 

il(ft)'l1(-y) = J d3xft(x) i dy[b i dza1 6(x - y)6(x - z) 
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202 8 The loop representation of quantum gravity 

x~abb:)wb; 01';0), 

but we point split one of the Dirac delta functions, 

ilE(ff)wb) = f d3xff(x) £ dy[b £ dza1 8(x - y)fE(Y - z) 

x~abb~)wb; 01';0)' 

(8.46) 

(8.47) 

where fE(Y - z) is a usual symmetric regulator. For the sake of concrete­
ness, we can consider a family of Gaussians, 

fE(X-Y) = (7rf)-3/2 exp (-IX;YI2). (8.48) 

One can consider other families of regulators, like families of Heaviside 
functions fE(X, y) = 8 E(x, Y)/f3 where 8 E(x, y) = 3/47r if Ix - yl < f and 
zero otherwise. The background metric enters in all cases since one has 
to compute the distance between x and y. 

Notice that there are several possibilities to regularize and the regular­
ized expressions will, in general, be different and coincide only in the limit. 
For instance, we could have split the other delta function that appears in 
the definition of the Hamiltonian. 

The introduction of the point-splitting implies that the paths that ap­
pear in the expression of the regularized constraint do not close a loop. 
This is equivalent to the introduction of a non-gauge invariant point­
splitting in the connection representation, the breaking of gauge invari­
ance being manifest in the loop representation in the appearance of open 
paths. When the regulators are removed, the open ends of paths coincide 
and one recovers closed loops and gauge invariance. One could simply 
choose to work in a regularized framework with open loops and recover 
gauge invariance only as a limit after regularization. Another procedure 
is to close the loops by adding arbitrary small paths and restore gauge 
invariance in the regularized expressions. In the limit, the contributions 
from the added paths drop out. In the connection representation one does 
not have any privileged paths to restore gauge invariance in the point­
splitting. In the loop representation one can always choose to close the 
loops through their original trajectory before reroutings and splittings, 
as was done in references [138, 139], or through other prescribed paths 
[16, 39]. Notice that these constructions hide implicit assumptions about 
the behavior ofthe wavefunctions ofloops W b). It is not true that for all 
functions the contributions of the infinitesimal added paths drop out in 
the limit. These kinds of statements imply a certain notion of continuity 
of the functions in loop space that at the moment is not well understood. 

Let us now redo the calculation of the action of the Hamiltonian con­
straint acting on a function of loops in the case in which it acts on a point 
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8.4 Physical states and regularization 203 

of the loop that has no kinks nor intersections. To make the calculation 
as explicit as possible we introduce a parametrization for the loop ,(s)a 
with s E [0,1] and we rewrite the Hamiltonian (8.47), 

il,,(JY)w(,) = [1 ds [1 dt1'[b(s)i'a1(t)N(,(s)) 
10 10 '" 
xf,,('(s) - ,(t))~ab(,~)W(,! 0 '!o). (8.49) 

We now split the integral in t, 

il,,(JY)w(,) = (10 1 ds 11 dt + 101 ds loS dt) 1'[b(s)i'a1(t) 

xJY(,(s))f,,('(s) - ,(t))~ab(,O)W(,! 0 '!o). (8.50) 

The above expression involves open loops, as we discussed. One needs 
to close them appending infinitesimal loops going from s to t in one of 
the terms and from t to s in the other. Since we assume the point of 
action is smooth, there is no ambiguity in the closing process and one 
gets ,! 0 ,!o ---+ ,-1 when t > sand ,! 0 ,!o ---+ , when t < s. 

If we now replace, in the limit € ---+ 0, 1'a(t) ---+ 1'a(s) + .:ya(s)(t - s) 
and ,a (s) - ,a (t) ---+ 1'a (s )( s - t), the terms involving two tangent vectors 
cancel out, exactly as they did in the formal calculation. Introducing the 
variable u, defined as t - s for the first integral and s - t for the second, 
one is left with 

il,,(JY)w(,) = 2 [1 [1 dsduu1'[b(shal(s)JY(,(s))fe(u1'(s))~ab(,o)W(,) 
~ ~ . 

and noticing that with the Gaussian regulator 

21~12aufe(u1'(S)) = -ufe(u1'(s)), 

we get for the leading action of the Hamiltonian, 

A 1 [1 1'[b(s).:ya1(s) s 
1i,,(JY)w(') = - 7r3/ 2€1/2 10 ds 11'(s)12 JY(,(S))~ab(,O)W(,). 

(8.51) 

(8.52) 

(8.53) 

We see that the action of the Hamiltonian is divergent. This will be 
the case for all kinds of loops and points in the loop and we will be forced 
to define a renormalized Hamiltonian as the regulated operator that has 
a finite limit for € ---+ 0, i.e., 

(8.54) 

We see that the action of the Hamiltonian constraint on a smooth point 
of a loop, after the constraint is appropriately regularized and renormal­
ized, is non-vanishing, contrary to what the naive calculation suggested. 
The resulting terms depend on higher derivatives of the loop and are 
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204 8 The loop representation of quantum gravity 

usually referred to as "acceleration terms" [134]. The result (8.53) is in­
variant under reparametrization of the loops but depends explicitly on a 
background metric through Ii'( s) 12, reflecting the fact that the regulator 
we took is not invariant under diffeomorphisms. 

Notice that the expression (8.53) can be reinterpreted as the action on 
a loop state of a diffeomorphism along the vector field i'[b(s)ia1(s)/Ii'(s)12. 
This is not a standard diffeomorphism along a fixed external vector field, 
but the vector field is defined by the loop. If the loop has intersections, 
then this vector field is not well defined. If the loop is smooth, however, 
one could construct smooth vector fields N on the manifold such that on 
the loop take the same value as i'[b(s).:ya1(s)/Ii'(s)12 and the wavefunction 
should be annihilated by them (if it is invariant under diffeomorphisms). 
Therefore we see that the contribution from the acceleration terms van­
ishes if one considers wavefunctions of smooth loops that are invariant un­
der diffeomorphisms and one can solve the Hamiltonian constraint. This 
is an improvement on the situation in the connection representation. As 
we pointed out in the previous chapter, there one also finds acceleration 
terms when one regulates using point-splitting and that means that the 
Wilson loops do not satisfy the Hamiltonian constraint. In the loop rep­
resentation, since we can deal with diffeomorphism invariant states, one 
can make the contributions from the acceleration terms vanish. There­
fore we see that - ignoring the objections already stated concerning the 
Mandelstam constraints - the naive states based on loops without inter­
sections also solve the constraints when a proper regularization is taken 
into account. 

Let us now consider the action of the Hamiltonian at a point where the 
loop has a kink [138], i.e., a discontinuity in the tangent vector to the 
curve, but there is only one line going in and out of the point, i.e., there 
are no intersections. Such a situation is illustrated in the figure 8.2. In 
the expression of the Hamiltonian there is now a contribution of lower 
order than in the previous case, stemming from the fact that at the point 
of the kink So there are two possible values for the tangent to the loop 
which we denote i'+. and i'~. Therefore, in the formal computation one 
gains a term i'+. i'~ ~ab that does not vanish. The regularized calculation 
gives as result 

where Xi is the point at which the kink lies. If there were more than one 
kink in the loop, the expression would be the same for each of them and a 
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y 

Fig. 8.2. A loop with a kink. Notice the convention for the tangent vectors i'~. 

discrete sum along all the kinks should be introduced. In this expression 
we have assumed that a parametrization was chosen such that I'Y± 12 = 1. 

The integral can be explicitly computed, giving 

. [b. a) N{x.) 
it. (N)W{ ) = 2 'Y+ 'Y- '" , 

f '" 'Y )1- 6+ . -f_)2 {7T€)1/2 

( 1 _ arcsin{-f+. -f-))!:1 ( Xi)W{ ) 
X 4 27T ab 'Yo 'Y . (8.56) 

Again, we see this contribution from the Hamiltonian has to be renor­
malized with a factor J€ to obtain a finite contribution. We also see 
that the expression is background dependent through the angle that the 
two tangents to the loop at the kink form measured with the background 
metric. The expression of the action of the Hamiltonian on a kink can be 
rewritten in terms of a quantity called the normalized area element, 

. [b. a) 
ab{) _-;===,'Y::::::+=,='Y -== UN 'Y = V1 - (-f+ . -f_)2 

(8.57) 

The word normalized is used in the sense that the norm of the vector 
dual to the area element is independent of the angle of the tangent vec­
tors of the loop and therefore is independent of the background metric 
introduced for the regularization. The normalized area element is ill de­
fined when the two tangent vectors coincide. However the product that 
appears in the action of the Hamiltonian on a kink, 

ab{ ) (1 _ arcsin{-f+ . -f-)) 
UN 'Y 4 27T ' (8.58) 
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206 8 The loop representation of quantum gravity 

is well defined. It vanishes in the limit in which the two tangent vectors 
are the same and therefore the loop is smooth. This agrees with the result 
that we derived before in which the tangent-tangent contribution to the 
Hamiltonian at smooth points vanished, the leading order being given by 
the acceleration terms. We will notice a different behavior in the case of 
intersections. 

It is remarkable that much like in the case of the acceleration terms, the 
action of the Hamiltonian on a kink can be reduced to a diffeomorphism. 
Consider the usual expression for the diffeomorphism constraint, 

(8.59) 

and consider the particular vector field 

N~(x) = M(x) £ dza ~ exp (_IZ ~ x12) . (8.60) 

It is immediate to see that, 

(8.61) 

Therefore we see that the action of this particular diffeomorphism on 
the loop state is exactly the same as that of the Hamiltonian in the reg­
ularized limit if the loop is smooth with at most a finite number of kinks 
and no intersections. We therefore see another difference with the connec­
tion representation, where Wilson loops with kinks simply failed to solve 
the Hamiltonian constraint. In the loop representation, if one considers 
states that have support on loops with kinks and are diffeomorphism in­
variant, they automatically solve the Hamiltonian constraint (again there 
can be a conflict with the Mandelstam identities that prevents us from 
considering such functions as true states of the gravitational field). 

We finally discuss the case of a loop with intersections. We will fo­
cus our attention on double intersections but higher order ones are a 
straightforward generalization. The calculation is very similar to the one 
we performed for the case of kinks, except that now there are four possible 
contributions coming from taking the four lines adjacent to the intersec­
tion in groups of two. The contribution per pair is exactly the same as 
that of a single kink (8.56) with the difference that the argument of the 
wavefunction is not the loop , in the regularized limit but a rerouting 
of the loop at the intersection takes place. The vectors i'~ in this case 
correspond to the two tangent vectors in the particular pair of lines con­
sidered. An orientation convention has to be determined a priori as was 
done in the case of the kinks in figure 8.2. 
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Fig. 8.3. Three different possibilities at a double intersection: (a) a straight­
through intersection; (b) intersection with a kink; (c) intersection with more 
than two tangent vectors. Cases (b) and (c) are usually referred to as cases with 
"kinks at the intersection" 

At a double intersection there are several different possibilities, illus­
trated in figre 8.3. The case of a straight-through intersection gives a 
qualitatively different result than the cases with kinks at the intersection. 
In the former case, the four contributions coming from taking the lines 
in pairs add up in such a way that the arcsin6+ . ~_) terms in (8.56) all 
drop out and we get 

N(x·) 
ilE(t!)'I!(-y) = 2CT~(-y) (:€)1~2 ~ab(-y;i)'I!(-y;: 0 ,;: 0)· (8.62) 

It is remarkable that the expression depends on the tangent vectors 
only through the normalized area element and therefore it is independent 
of the background metric used for the regularization. This result was 
first noticed by Rovelli and Smolin [140]. Unfortunately, the resulting 
expression is ill defined in the limit in which the tangent vectors coincide, 
as opposed to the case of a single kink. 

If there are kinks at the intersection, the above cancellation of the 
arcsin( ~ + . ~ _) terms does not happen and one is left with a background 
dependent result. Several terms appear, some having the same rerouting 
effect as in the straight-through intersection but others having as the 
argument of the wavefunction the loop " as happened at a kink. 

The action of the Hamiltonian on an intersection cannot be rewritten 
as a genuine diffeomorphism as was the case of the action on a kink or 
the acceleration terms. Attempts have been made to interpret the Hamil­
tonian at intersections in this way ("shift operator") [39, 139] but they 
all amount to a reinterpretation of the terms we have derived, without 
a genuine connection with diffeomorphisms. These reinterpretations may 
help to visualize the action of the Hamiltonian at intersections. At a 
smooth point in the loop the action of the Hamiltonian can be viewed as 
a diffeomorphism along the tangent to the loop. 
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208 8 The loop representation of quantum gravity 

As can be concluded from this section, the action of the regularized 
Hamiltonian in loop space is only non-trivial at points where the loops 
have intersections. The resulting action of the Hamiltonian at such points 
is relatively simple, it amounts to the sum of terms consisting of a straight­
forward rerouting of the argument of the wavefunction acted upon by a 
loop derivative contracted with the normalized area element of the loop 
at the intersection point. 

At this point it is worthwhile pondering whether the point-splitting 
procedure introduced has been enough to produce well defined expressions 
for the constraints in the loop representation. The answer is positive if one 
makes certain assumptions about the wavefunctions considered. A strong 
assumption is the existence of a loop derivative of the wavefunctions. As 
was mentioned above, the loop derivative is ill defined for wavefunctions 
that are diffeomorphism invariant. In general, the action of appending 
an infinitesimal loop does not preserve the knot class of a given loop. 
Moreover, the particular way in which the infinitesimal loop is added can 
influence the final result. The way in which this conflict may be resolved 
is through the use of suitable limiting procedures for the definition of 
the wavefunctions, such that they are diffeomorphism invariant in the 
limit. Outside the limit, the loop derivative is well defined. A practical 
implementation of this proposal is the use of extended loops, to which we 
will return in chapter 11. Another proposal is to take the limits involved 
in a different way such that loop derivatives do not explicitly appear. We 
refer the reader to reference [140] for more details. 

8.5 Conclusions 

We have applied the loop representation ideas to the quantization of gen­
eral relativity based on the Ashtekar new variables formulation. We in­
troduced explicit expressions for the constraint equations at a formal and 
regularized level. We discussed some general issues concerning the space 
of states of the theory. In the following chapters we will discuss applica­
tions of these ideas. In the next chapter we will discuss the inclusion of 
matter and the use of approximations. In chapter 10 we will elaborate 
on the connections with knot theory. In chapter 11 we will discuss a reg­
ularization that gives rise to a new representation in terms of extended 
loops. 
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9 
Loop representation: 
further developments 

9.1 Introduction 

In the previous chapter we discussed the basics of the loop representation 
for quantum gravity. We obtained expressions for the constraints at both 
a formal and a regularized level and discussed generalities about the phys­
ical states of the theory. In this chapter we would like to discuss several 
developments that are based on the loop representation. We will first dis­
cuss the coupling of fields of various kinds: fermions using an open path 
formalism, Maxwell fields in a unified fashion and antisymmetric fields 
with the introduction of surfaces. These examples illustrate the various 
possibilities that matter couplings offer in terms of loops. We then present 
a discussion of various ideas for extracting approximate physical predic­
tions from the loop representation of quantum gravity. We discuss the 
semi-classical approximation in terms of weaves and the introduction of 
a time variable using matter fields and the resulting perturbation theory. 
We end with a discussion of the loop representation of 2 + 1 gravity as a 
toy model for several issues in the 3 + 1 theory. 

9.2 Inclusion of matter: Weyl fermions 

As we did for the Yang-Mills case, we now show that the loop repre­
sentation for quantum gravity naturally accommodates the inclusion of 
matter. In the Yang-Mills case, in order to accommodate particles with 
Yang-Mills charge one needed to couple the theory to four-component 
Dirac spinors. A Dirac spinor is composed of two two-component spinors 
that transform under inequivalent representations of the group. This 
made the addition of matter complicated and one had to resort to the 
staggered fermion techniques. Although one could couple Dirac fermions 
to gravity, in the gravitational case the simplest and most natural kind 
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210 9 Loop representation: further developments 

of matter to couple would be uncharged spinning particles. These are 
described by two-component Weyl fermions. From a particle point of 
view we will be studying the coupling of neutrinos to general relativity, 
which is described by the Einstein-Weyl fermion theory. The first dis­
cussion of this system in terms of the new variable formulation is due to 
Morales-Tecotl and Rovelli [149]. 

In order to describe Weyl fermions we need to use two-component 
spinors. We recall some basic definitions of these mathematical objects, 
a more complete treatment is in the appendix of reference [2]. Consider a 
two-dimensional complex vector space. Consider a two-form in that space 
EAB and its inverse EAB , defined by EABEBC = 8 A c. The linear mappings 
LA C which preserve the two-form EAB must have unit determinant, i.e., 
they are elements of 8L{2, C). The two-forms E provide an isomorphism 
between the two-dimensional vector space and its dual, which we can de­
note by raising and lowering of indices with the following conventions (care 
should be exercised because of the antisymmetry of EAB): 'fJA = EAB'fJB 

and 'fJB = 'fJA EAB . Since the elements of this vector space are complex, 
a natural notion arises of the vector space of the complex conjugate ele­
ments and its dual. A vector in the complex conjugate space is denoted 
by a prime in its index 'fJA' or 'fJA' if it is in its dual. Primed indices are 
raised and lowered with the matrix fA' B' and fA' B'. 

In terms of two spinors one can define a vector space V of objects of the 
form f3AA' such that fJAA' = _f3AA'. It is straightforward to check that 
this has the structure of a four-dimensional real vector space equipped 
with a natural metric EABEA' B' of signature (-, +, +, +). Consider now a 
four-dimensional spacetime and a fiber bundle over it with fibers isomor­
phic to the two-dimensional vector space introduced above. It is natural 
to identify the tangent space at each point of the spacetime with V, 

,..a f3AA' - f3a 
vAA' = (9.1) 

in such a way that the metric of V is mapped to the metric of spacetime, 
gab = (J"AA' (J"~B' EAB fA' B'. If (J" exists globally on the spacetime we say that 
it admits an 8L{2, C) spinor structure. Objects of the form 'fJA are called 
unprimed spinors and those of the form 'fJA' primed spinorsj the matrices (J" 

are called soldering forms. The role of the soldering forms is the analogue 
in spinor language of the role of the tetrad fields in tetradic language. 
Both entities carry enough information to reconstruct the spacetime met­
ric and they are determined by the metric up to local transformations 
(80{3, 1) in the case of the tetrads, 8L{2, C) in the case of the soldering 
forms). Their relation can be explicitly written (J"AB' = e1(J"6AB' where the 
(J"6AB' matrices are constant 8L{2, C) matrices. A basis of such matrices 
is given by (J"I = (I, Ti), where Ti are iV2/2 times the Pauli matrices 
[148]. 
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9.2 Inclusion of matter: Weyl fermions 211 

The Lagrangian for general relativity coupled to Weyl fermions in terms 
of self-dual first order variables was independently introduced by Jacobson 
[147] and Ashtekar, Romano and Tate [133]. It is given by 

8(e, A, 1[;,,,p) = J d4x [e eJe~F~K + v'2 e eia~AA,1[;A' Da"pA] , (9.2) 

where the notation is the same as in section 7.3. The fields "pA and 1[;A' 
are Grassmann-valued (anticommuting) 8£(2, C) spinors. The covariant 
derivative on spinors is defined as Da"pA == 8a"pA + Aa~"pB and the self­
dual connection is defined in terms of the connection defined in section 
7 3 3 b A A - A I A JC' .. y a B = aIJao C,aO B' 

One can perform a canonical decomposition of this action along the 
same lines as that performed in chapter 7 for pure gravity. We will not 
give the details here (they are discussed in reference [2]). The main point 
is that the introduction of the unit normal na introduces an isomorphism 
in the spinor space that casts the formalism in terms of 8U(2) spinors. 

8U(2) spinors are defined in the same fashion as 8£(2, C) spinors but 
one introduces an additional structure, a Hermitian inner product among 
spinors defined by < "p 14> > == 1[;A' G A' A 4>A with G AA' = G AA' . It fol­
lows that the transformations that leave invariant both €AB and G AA' are 
8U(2) transformations. The metric G defines an operation "t" relating 
the primed and unprimed spinors (f3A) t == _€AB G BA' pA'. If one now con­
siders the space H of objects f3A B such that f3A A = 0 and (f3t)A B = f3A B, 
it turns out that it has the structure of a three-dimensional vector space 
equipped with a positive definite metric (13, "I) = - f3A B"IB A- It can then 
be made isomorphic to the tangent space of a curved three-manifold with 
metric qab == _aaA BabB A, the matrices a again are called soldering forms 
and are related to the (undensitized triads) by aaA B = Efri with ri as 
defined above. 

Continuing with the discussion of the canonical decomposition of the 
action, the introduction of the unit normal na and its associated 8£(2, C) 
spinor nAA' = iv'2naa:A' gives the matrix GAA' that implements the 
Hermitian inner product that introduces the 8U(2) spinors in the for­
malism. The three- and four- dimensional soldering forms are related 
by aa~ == q~a~A' GA'B' The canonical variables end up being A~ and 
"pA and the corresponding canonically conjugate momenta are Ef and 
irA = -ie("pA)t. The theory has the same constraints as usual gen­
eral relativity (the theory is invariant under the same symmetries) but 
the constraints are appropriately modified to generate the corresponding 
transformations in the fermionic variables. The constraints are given by 

gi - D Eai _ ~ir .1. a iAB 
- a ..;2 A'I'B 0 , (9.3) 
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(9.4) 

(9.5) 

The Weyl field is Grassmann-valued, so the canonical Poisson bracket 
between irA and 1/JB has a + sign. 

We now define an algebra of gauge invariant operators for the theory. 
Apart from the usual T variables constructed with the connection A~ one 
can define the following variables, based on open paths such as the ones 
defined in chapter 1: 

z(.,,~) = 1/JA(x)UAB(.,,~)1/JB(Y)' 
Y(.,,~) = irA(x)UAB(.,,~)1/JB(Y). 

(9.6) 
(9.7) 

These objects form a closed algebra under Poisson brackets with the 
T variables. One could define two other variables, one by considering 
1/J and ir in the reverse order in Y and another with two irs at the ends. 
Although one does not need these variables to write the Hamiltonian they 
are needed to write other gauge invariant quantities. 

The open path variables satisfy a series of identities; first of all notice 
that the dependence is on a path, in the sense of chapter 1, so retraced 
portions do not contribute. Moreover, they satisfy the relations 

Z(.,,;) = Z(.,,~), 

Z(.,,~ 0 f3~)T°(-y) = Z(.,,~ 0 'Y 0 f3~) + Z(.,,~ 0 'Y-1 0 f3~), 
Z(.,,~l )Z(.,,~2)Z(.,,~3) = o. 

(9.8) 

(9.9) 

(9.10) 

The first identity (retracing) stems from the fact that the spinor fields 
are Grassmanian and as a consequence U(-y)AB = U(-y-l)B A and also 
U(-Y)AB = U(-y-l )AB. The second identity is the Mandelstam identity 
for open paths. In that identity the loop 'Y is connected by a tree to the 
point y to connect with the open path. The third identity, which is also 
valid for three open paths ending at the same point comes from the fact 
that the spinor fields are Grassmanian and being two-component objects 
one cannot have more than two at a given point. These identities are the 
same as those we found in chapter 6 for Yang-Mills theories coupled to 
fermions, with the exception of the retracing identity, which was absent 
in that case. 

The algebra of these quantities is 

{Z(.,,~), Z(-y~)} = 0, (9.11) 
{Y(.,,~), Z(-y~)} = 8(x - w)Z(-y~ 0 .,,~) + 8(x - z)Z(-y~ 0 .,,~), (9.12) 

{Y(.,,~), Y(-y~)} = 8(x - w)Y(-y~ 0 .,,~) + 8(y - z)Y(.,,~ 0 'Y~), (9.13) 

and their commutators with the T variables can be seen in reference [149] 
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9.2 Inclusion of matter: Weyl fermions 213 

but are similar to the commutators of the T variables with TO since the 
fermionic parts do not contribute. The algebra of the Z and Y operators 
can be viewed, as in the Yang-Mills case, as a set of rules of fusion and 
splitting of paths. 

The diffeomorphism and Hamiltonian constraint can be written purely 
in terms of the T variables and the Y variable but we will not present a 
detailed derivation here. 

A quantum representation of this algebra can be obtained in terms of 
operators that act on a space of wavefunctions of loops and open paths. 
One can reduce the loop dependence, using Mandelstam identities, to a 
single loop and a series of open paths ,8~~, ... , ,8~~. The quantum repre­
sentation is given by 

z (7r~)W(,8~~, ... , ,8~:,,) = w( 7r~,,8,,), (9.14) 
n 

Y(7r~)W(,8,,) = i 2: [8(x - Xk)W( . .. ,,8~; 0 7r~, ... ,,) 
k=l 

+ 8(x - Yk)W( ... ,,8~~ 0 7r~, ... ,,)] . (9.15) 

The operator Z simply appends the open path it has as argument to 
the wavefunction. The operator Y appends its open path argument at 
the beginning and at the end of each of the open paths on which the 
wavefunction depends. 

The quantum constraints can be written in a straightforward fashion. 
We will not discuss in detail the realization of the diffeomorphism con­
straint. The effect is the expected geometric one: the loops and paths 
are deformed along the diffeomorphism flow. The additional terms in 
the constraint take care of moving the end points of the open paths. It 
is immediate to construct the solution space to that constraint in a ge­
ometric fashion, much in the same spirit as in the purely gravitational 
case. The solution space is composed of wavefunctions of the generalized 
knot classes, the sets of knots and open paths that are related by the 
orbits of the diffeomorphism group. The concept of knotting when open 
paths are involved is non-trivial due almost only to the possible presence 
of intersections. If no intersections (or self-intersections) are present, all 
open paths are equivalent under diffeomorphisms. The "almost only" ac­
counts for the fact that configurations with non-intersecting paths can be 
diffeomorphism inequivalent if the number of paths is different. 

We will not present in an exhaustive fashion the general action of the 
Hamiltonian on a wavefunction of a multipath with arbitrary intersections 
and self-intersections, since it resembles very closely the case of pure grav­
ity when written in terms of multiloops [138]. The action of the operator 
can be found by writing it in terms of the algebra of gauge invariant 
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214 9 Loop representation: further developments 

operators that we introduced above or in terms of the loop transform, 

W{.B~~, ... , .B~:, '1) = J dA J d7/Jw[A, 7/JJZ{.B~D x ... x Z{.Bt)T°(-Y). 
(9.16) 

We would, however, like to illustrate the new contributions that arise 
due to the fermionic parts by considering the action of the Hamiltonian 
on a state dependent on a single, possibly self-intersecting, path. In or­
der to compute this, we consider the action of the fermionic part of the 
Hamiltonian on one of the Zs that appear in the loop transform, 

(9.17) 

The result is 

where DK is the Mandelstam covariant derivative we introduced in chapter 
1, with the generalization that it acts not only at the end point of the 
open path but also at the beginning. From this result we can read off 
the action of the Weyl part of the Hamiltonian on a state dependent on 
a single open path, 

HWeYl(Z)W(7f~, '1) = 2{8(z - x)Xax (7f)D~ - 8(z - y)xaY(7f)D~)w(7f~, '1). 
(9.19) 

The geometric meaning of the Weyl part of the Hamiltonian is to trans­
late the ends of the open paths in the direction of the tangent vector at 
those points. It is remarkable that the action of the purely gravitational 
Hamiltonian we discussed in the previous section on non-intersecting loops 
has a rather similar effect, in the sense that it can be interpreted as a dif­
feomorphism along the loop. In this sense, if one considers the purely 
gravitational Hamiltonian in terms of loops and extends naturally its 
action to open paths one is automatically left with the Einstein-Weyl 
fermion theory, without the need to input details about the Weyl Hamil­
tonian. In this sense the loop representation of quantum gravity naturally 
"predicts" the Dirac equation for fermions [149J. 

As in the previous section, one must regularize and renormalize the 
operators; the techniques involved are similar so we omit a detailed dis­
cussion. Morales Tecotl and Rovelli [149] study the issue in detail using 
regularization ideas that we will discuss in section 9.5.1 in the context of 
pure gravity using a matter clock. 
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9.3 Inclusion oj matter: Einstein-Maxwell and unification 215 

9.3 Inclusion of matter: Einstein-Maxwell and unification 

Once a theory is cast in terms of a connection we can build a loop rep­
resentation for it. We have done so for Yang-Mills theories and also for 
general relativity. What happens when one couples such theories? The 
obvious answer is to consider a mixed loop representation with some loops 
associated with the connection of a certain theory and others to the other. 
Such an approach can be pursued for all gauge fields that are coupled in 
gauge invariant fashion, as are all Yang-Mills fields coupled to gravity. In 
essence, the resulting description is faithful to the spirit of this book in 
which each gauge field has been treated as quantizable in its own right. 
For many years, however, the trend in particle physics has been towards 
viewing the different gauge fields as different low energy manifestations 
of a single unified theory that is apparent only at high energies. The 
question therefore arises: are loop descriptions estranged from unification 
ideas or can they be made compatible to a certain extent? Such a subject 
is largely unexplored at present. What we would like to show in this sec­
tion is that the seeds for a unified description of gauge fields in terms of 
loops may be present. We will illustrate the idea with the simplest possi­
ble example, that of Einstein-Maxwell theory. However, we will see that 
the idea goes through largely unchanged if one replaces Maxwell theory 
with a Yang-Mills field. 

The Einstein-Maxwell theory in the canonical formulation based on 
Ashtekar's new variables is described in terms of the usual variables for 
the gravitational part plus a U{l) vector potential aa, its associated field 
tensor Jab = 8[aab] and the electric field ea. The constraint equations are 

8aea = 0, 

DaEai =0, 

E- aFi . b. -a I 0 
i ab +, 4 e Jab = , 

(9.20) 
(9.21) 

(9.22) 

plus a Hamiltonian constraint. The first equation is the U{l) Gauss law 
of Maxwell theory, the second set is the gravitational Gauss law and the 
third set is the diffeomorphism constraint. Due to the fact that the Gauss 
laws for both gauge groups appear separately one could build, as argued 
above, a loop representation based on two separate sets of loops, one 
associated with the U{l) invariance and other with the SU(2) invariance. 
In that loop representation, each set of loops would operate independently 
and be subject to separate Mandelstam identities. 

We now show that the above gauge symmetries can be cast in a unified 
fashion, suitable for the introduction of a loop representation based on a 
single kind of loop that still captures the information of the two interacting 
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216 9 Loop representation: further developments 

theories. Let us introduce a U(2) connection Aa in the following way, 

(9.23) 

where Ti are the Pauli matrices with our usual conventions and 1 is the 
identity matrix in two dimensions. One can similarly introduce a U(2) 
electric field t a and from the U(2) connection build a field tensor Fab and 
a covariant derivative Va. 

The remarkable fact is that the constraints we wrote above can now be 
written 

vata = 0, 

Tr(ta Fab) = 0, 

(9.24) 

(9.25) 

and the Hamiltonian constraint can also be written in terms of these 
variables, though we will not need its particular expression here. We 
refer the reader to reference [97] for more details. The point is that at the 
kinematical level, the theory looks exactly the same as vacuum general 
relativity but with an enlarged gauge group, U(2) instead of SU(2). This 
construction can also be carried out for general relativity coupled to a 
Yang-Mills field with gauge group GYM, the resulting group is SU(2) X 

GYM [150]. 
Therefore one can now construct a loop representation based on a single 

kind of loop for the U(2) symmetry. In such a representation the unified 
Gauss law (9.24) is automatically solved. The wavefunctions are functions 
of multiloops subject to the U(2) Mandelstam constraints, 

(9.26) 

wb1' ,2, ,3) = wb1 0,2, ,3) + wb2 0,3, ,1) + wb3 0,1, '2) 
-wb1 0,2 0 ,3) - wb1 0,3 0 ,2)' (9.27) 

Two comments are in order. First notice that there is no retracing 
identity, wb) i= wb-1). Second, notice that the second Mandelstam 
identity is considerably different from that of SU(2). In the SU(2) case 
the second Mandelstam identity allowed us to express a wavefunction of 
n loops as a combination of wavefunctions of n - 1 loops and could be 
used recursively to reduce any wavefunction of a multiloop to a single­
loop wavefunction. In the present case, the identity allows us to reduce 
a wavefunction of n loops to a combination of wavefunctions of n - 1 
and n - 2 loops. This implies in particular that one can only reduce a 
wavefunction of an arbitrary multiloop to a wavefunction of two loops. 

Remarkable we therefore come to the conclusion that wavefunctions in 
the unified loop representation depend on two loops, exactly as if we had 
built two independent representations for gravity and electromagnetism. 
There is an important difference: in the unified case there is no distinction 
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9.3 Inclusion of matter: Einstein-Maxwell and unification 217 

between the two loops and the Mandelstam identities for both of them are 
the same. We therefore see that a unified setting arises as a consequence 
of going to the language of loops. Similar considerations hold for the case 
in which the group is not U(2) but SU(2) x GYM though the minimum 
number of loops involved is higher. 

There are several aspects of this unification that are interesting enough 
to merit investigation. We will only briefly discuss them here since the 
subject is largely unexplored. By inspection we can tell what the diffeo­
morphism constraint of the unified theory implies in the loop represen­
tation. Since it has exactly the same form as the usual diffeomorphism 
constraint of general relativity, we know it will require that the wavefunc­
tions be invariant under smooth deformations of the loops. Therefore we 
know how to solve that constraint: we just need to consider functions of 
two loops that are invariant under deformations of the loops. Notice that 
if one had pursued a loop representation based on separate loops for both 
gauge invariances, the action of this constraint would be considerably less 
geometrical and more involved. Some of the results we introduced in the 
connection representation for gravity in the previous chapter apply to 
the unified model. For instance, if one constructs a state based on the 
exponential of the Chern-Simons form of the unified connection, such a 
state solves all the constraints of the theory with cosmological constant. 
As we will see in chapters 10 and 11, such a state has importance in the 
loop representation, being related to the Jones polynomial. The same 
relationship appears for the unified model. If one considers the inclusion 
of fermions in the unified model, one would hpve to proceed as in the pre­
vious section by introducing open paths. However, in the unified model, 
opening the loops implies introducing not only a charge at the level of the 
gravitational Gauss law (spin) but also one for the Maxwell Gauss law 
(electric charge). This means that the most natural form of matter in the 
unified model has an electric charge if it has spin. 

Finally, what happens with the Hamiltonian? The Hamiltonian of 
Einstein-Maxwell can be written in terms of the unified variables but 
its form is slightly cumbersome (it still is polynomial) and differs from 
that of vacuum gravity. There is nothing to prevent us from realizing it 
in the loop representation and studying its solutions, though this issue 
is as yet unexplored. In an interesting development Chakraborty and 
Peldan [150] have noticed that one can write a Hamiltonian in terms of 
the unified variables that looks quite similar to that of vacuum gravity. 
The resulting theory is not Einstein-Maxwell but reduces to it in the weak 
field limit. The loop representation of such a model could appear quite 
naturally and lead to new insights of the unified theory. 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


218 9 Loop representation: further developments 

9.4 Kalb-Ramond fields and surfaces 

Kalb-Ramond fields [171] are antisymmetric second ra~k tensor gauge 
fields. They found physical application in the field theories that arise as 
low energy limits of string theory [151] and as models of dark cosmological 
matter[152]. We will discuss Abelian Kalb-Ramond fields here because 
they couple very simply to gravity and because their gauge symmetry 
makes them associated with surfaces which are a natural higher dimen­
sional generalization of loops. They are suited to a geometric quantum 
formulation completely analogous to the loop representation for usual 
gauge symmetries, but based on surfaces instead of loops. These surfaces 
can later be used in quantum gravity to measure properties of the metric, 
as was argued by Smolin [172] and which we will see in section 9.5.1. The 
first analysis of antisymmetric tensor fields in terms of surfaces was dis­
cussed by Arias, Di Bartolo, Fustero, Gambini and Thias [155]. Although 
non-Abelian antisymmetric tensor fields have been considered [154], it has 
not been possible to give them a geometric formulation. 

Let us start with a brief discussion of the properties of the Abelian 
group of surfaces and then relate it to the loop representation of an 
Abelian Kalb-Ramond field. 

9.4.1 The Abelian group of surfaces 

Consider the set S of closed two-dimensional oriented surfaces in R 3 . For 
each surface s we denote by s the reverse-oriented surface. We define the 
following product, 

(9.28) 

which is associative and commutative, but lacks an inverse element. In 
order to define this we introduce, in the same spirit as for loops, the notion 
of a tree. We define as trees all elements of S such that the integral of all 
scalar functions on them is zero. We introduce an equivalence relation in 
S by identifying two elements if their composition is a tree. The quotient 
set is an Abelian group. We denote it by ~ and its elements by (Ji. This 
structure is easily generalizable to the set A of surfaces with boundary. 
One can naturally view the group of closed surfaces without boundary 
as the group of deformations of surfaces with boundaries, very much as 
loops can be viewed as deformations of paths. We will not discuss open 
surfaces here, details can be seen in references [155, 172]. We will see that 
from these group structures we can recover all the kinematical content of 
a Kalb-Ramond theory, in the same sense as the group of loops contained 
all kinematical information of usual gauge theories. In order to unravel 
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9.4 Kalb-Ramond fields and surfaces 219 

this connection we proceed as we did for gauge theories, by introducing 
the infinitesimal generators of the group. 

Consider the following two infinitesimal elements in S. The first one 
which we call 6a(x, il, V, 'Iii) is an infinitesimal three-dimensional paral­
lelepiped with vertex at the point x and sides along the three vectors 
il, V, 'Iii. The second element which we call 8a( 1C'~ , il, V) is defined by an 
infinitesimal parallelogram similar to the one we used to define the loop 
derivative in chapter 1 attached to a path going from a basepoint to the 
point x. 

Consider now a representation of the Abelian group that associates to 
each element ai a complex number U(ai), acting on a space of functions 
on the group of surfaces w(ai), 

U(a)w(a') = w(a 0 a'), 

U(al 0 a2) = U(at}U(a2)' 

and we fix U(ao) = 1 with ao the identity element in E. 

(9.29) 

(9.30) 

To find the infinitesimal generators of the group we assume the repre­
sentation is differentiable in the sense that the following expansions exist: 

w(8a(z, il, V, 'Iii) 0 a) = (1 + uavbwc.a(Z)abc)w(a), (9.31) 

w(8a(1C'~, il, v) 0 a) = (1 - uavb8(1C'~)ab)w(a). (9.32) 

As in the case of loops, we now have differential operators and we 
would like to find relations among them. Exactly like when we proved 
the Bianchi identity for loop derivatives, we start from an identity in the 
space of surfaces, 

6a(x, il, v, 'Iii) = 8a(1C'~, il, v) 0 8a(1C'~, il, 'Iii) 0 8a(1C'~,v, 'Iii) 
o8a(1C'~+'U, 'Iii, v) 0 8a(1C'~+v, il, 'Iii) 0 8a(1C'~+w, v, il), 

(9.33) 

simply stating that the parallelepiped can be obtained by joining together 
six parallelograms. Introducing the parallel derivative acting on the path 
dependence of functions, 

(uaaa)8(1C'~) = 8(1C'~+'U) - 8(1C'~), (9.34) 

the geometric identity (9.33) implies 

.aabc(Z) = aa6bc(1C'~) + ab8ca(1C'~) + ac8ab(1C'~). (9.35) 

This relation is the analogue for surfaces of the identity between the 
connection and the loop derivatives that we proved in chapter 1. As in 
that case, we have an identity that relates path dependent objects with 
path independent ones. If one seeks a description that is path indepen­
dent, one must associate with each point x a prescription of a fiducial 
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220 9 Loop representation: further developments 

path 7r~, with which we can identify 8{x) -t 8{7r~). Modifications of the 
fiducial path. prescription amount to gauge transformations. 

Representations of the Abelian group of surfaces in U{l) yield as a result 
the kinematical structure of the Kalb-Ramond fields. The two derivatives 
~abc and 8ab become the field tensor and antisymmetric tensor potential. 
Let us now discuss the usual formulation of a Kalb-Ramond field to make 
explicit contact with the ideas that we have introduced in this subsection. 

9.4.2 Kalb-Ramond fields and surface representation 

An Abelian Kalb-Ramond field is a two-form Aab = -Aba. Its field 
strength is a three-form Fabc = 8[aAbc). The action for these fields is 
defined in analogy with the Maxwell action, 

SKR = J atxHFabcFabc, (9.36) 

where indices are raised with a spacetime metric 9ab that defines the 
coupling to gravity. The action is invariant under gauge transformations 

(9.37) 

It is easy to introduce a Hamiltonian formulation of the theory. The 
canonical variables are the pull-back to the three-surface of the Kalb­
Ramond field Aab and its canonically conjugate momentum ifab. The 
theory has a Gauss law constraint associated with the gauge symmetry 

(9.38) 

and the coupling to gravity is achieved by adding the following terms to 
the usual Hamiltonian and diffeomorphism constraints of vacuum general 
relativity: 

C- -bc-cdeF. 
a = ~bc7r € cde, 

'1J 1 {-abcF. )2 1 -ab-cd -:..ef 
II. = 2" € abc + 2"7r 7r ~be~dfq . 

(9.39) 

(9.40) 

One can build a quantum representation for the joint Einstein-Kalb­
Ramond system coordinatized by loops and surfaces. We start by con­
structing a non-canonical algebra of quantities associated with the Kalb­
Ramond field, to supplement the usual T algebra for gravity. To each 
surface we associate the gauge invariant quantity, 

(9.4l) 

which is the analogue of the Wilson loop for Kalb-Ramond fields and 
materializes the representation of the group of surfaces we discussed in 
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the previous subsection. This object forms an algebra with the gauge 
invariant quantity 1i"ab, 

(9.42) 

One can construct a representation of this non-canonical algebra in 
terms of functions of the group of surfaces W (a); it is given by 

W(a')w(a) = w(a' 0 a), 

~abw(a) = J d2Sab(y)8(x - y)w(a). 

(9.43) 

(9.44) 

A joint representation for gravity and Kalb-Ramond fields can be ob­
tained by considering states that are functions of loops and surfaces 
W ('Y, a). We will see in the next section how to build diffeomorphism 
invariant quantum observables for such a system. Finally, the formalism 
involving open surfaces is useful for representing the coupling of Kalb­
Ramond fields to matter, in particular to Abelian one-form fields. Details 
can be seen in references [155, 172, 156]. It is a complete analogue of what 
happened with usual gauge theories and coupling to fermions, which was 
achieved through the introduction of open paths on which loops acted as 
deformations. 

9.5 Physical operators and weaves 

In canonical quantization, as we outlined in chapter 3, after finding the 
space of physical states one needs to introduce an inner product under 
which the observables are self-adjoint operators. One can then compute 
expectation values and make measurable physical predictions. 

Several difficulties prevent us from completing these steps for general 
relativity. Although we discussed some possible solutions to the con­
straints and in the next two chapters we will introduce further ones, one 
is far from knowing at present the space of all solutions to the constraints. 
On the other hand, for general relativity on compact spatial manifolds, 
we do not know at present a single observable in the Dirac sense. As a 
consequence, we are far from knowing a suitable inner product. In spite 
of these drawbacks, one would like to know if the structures that we have 
developed in these chapters have any connection, even at a kinematical 
or formal level, with possible physical ideas. An example of this was the 
argument presented in chapter 7 concerning the value of the determinant 
of the metric operator on the space of loops without intersections. This 
was not an argument based on a Dirac observable and yet it allowed us to 
draw conclusions about the space of states discussed. A further motiva­
tion for this kind of studies is that by discussing the action of operators 
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222 9 Loop representation: further developments 

in loop space one gains knowledge that may be useful whenever operators 
that commute with the constraints are found. Apart from this, one is, 
in general, interested in making a connection between the quantum de­
scription of gravity in terms of loops and the classical picture of general 
relativity as a theory of a metric. 

All these considerations lead us to discuss in some detail some operators 
in the space of loop states. These operators will not commute with the 
constraints and therefore are not observables. We will see, however, that 
some of them could be related to observables (or at least commute with 
some of the constraints) if matter sources are introduced. They will allow 
us to give a notion of classical geometry associated with a certain set of 
loop states that play the role of "semi-classical states". We will see the 
crucial role that diffeomorphism invariance plays in the regularizatiOn of 
these operators. 

9.5.1 Measuring the geometry of space in terms of loops 

Consider the metric in terms of the new variables 

-:::.ab _ E-aE-b 
q - i i' (9.45) 

It would be easy using the technology introduced in chapters 7 and 8 to 
promote this to an operator in loop space. One can regularize and renor­
malize the expression but it will depend on the particular details of the 
background metric introduced in order to regularize it. This is a general 
result. One regularizes expressions that involve products of Dirac delta 
functions, as the metric operator does. The renormalization procedure 
always amounts to replacing the product of two delta functions by a sin­
gle one. The problem is that the Dirac delta function 8(x - y) is not only 
a distribution but also a density*. Therefore any procedure that converts 
the product of two deltas into one has to supply a factor with appropriate 
density weight. Since there are no natural scalar densities defined in a 
manifold without a metric, one is forced to introduce a density weight 
constructed with an external metric structure. Therefore renormaliz;ed 
expressions will always depend on a background metric. 

There is a way out of this general objection that is based on the defini­
tion of operators that, unlike the metric, are well defined via a regulariza­
tion procedure but without a renormalization. Let us give an example of 
such an operator, first introduced by Ashtekar, Rovelli and Smolin [167] . 

• In reference [153] this is emphasized by writing it as 6(x, y) since the expression 6(x - y) 
only- makes sense when a background metric is defined. Then 6(x, y) is a density in one of 
its arguments. 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


9.5 Physical operators and weaves 223 

Consider the classical expression 

(9.46) 

where W is an arbitrary smooth one-form. This quantity associates a real 
number to anyone-form and it evidently contains information about the 
spatial metric in the sense that one can reconstruct the spatial metric from 
knowledge of Q(w) Vw. To construct the quantum version of this operator 
we regulate the classical expression, Q(w) = limf--+o Qf(W), where 

Qf(W) = J d3x J d3y J d3zff (x, y)ff(X, z)Ef(y)Ef(z)wa(Y)Wb(Z), 

(9.47) 
We now promote the quantity under the square root to an operator in 

the loop representation. This is accomplished in a straightforward fashion 
using the calculational techniques of the previous chapter. The result is 

J d3y J d3zff (x, y)ff(X, z)E; (Y)E: (z)Wa(Y)Wb(Z)W(-y) = 

2 J d3y J d3zff (x, y)ff(X, z)Wa(Y)Wb(Z) 

X i dva i dwb6(z - v)6(y - w) [2W(-y~ 0 'Y~o) + w(-y)]. (9.48) 

Notice that this operator, when acting on a state w(-y) with support 
on loops without intersections like the ones we discussed in the previ­
ous chapter, returns a contribution proportional to W (-y). Therefore the 
square root is well defined, as we shall see. If the wavefunction has sup­
port on loops with intersections, the definition of the square root is more 
involved. It turns out that one can ignore the intersections in the defini­
tion of the operator. To see this, notice that the argument of the square 
root is a function of x that coincides with its value on loops without inter­
sections at all xs except at a finite number of XiS, the intersection points. 
Therefore if one assumes that the value of the square root at those points 
is finite, one can ignore their contribution to the integral defining the 
operator Q(w). 

Therefore at points without intersections one can explicitly compute 
the square root that appears in the definition of Q(w). The result is, in 
the limit in which € ---+ 0, 

(9.49) 

which gives for the operator Q(w), after noting that it is the integral of a 
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positive quantity with support along the loop, 

Q(w)'1!(r) = J6 £ Idxawa (x)I'1!(r)· (9.50) 

The operator so defined is finite and independent of the background 
structure that was used to define the regulator. No renormalization was 
needed in its definition. 

Let us now define another quantity in the same spirit as the previous 
one, also suggested by Ashtekar, Rovelli and Smolin [167]. This quantity 
is associated with a surface S with normal vector na. Its infinitesimal 
element of area is given by dA = d2 sab.jiincEabc where h = qab nanb. From 
here we can give a polynomial expression in terms of the new variables 
for the square of the infinitesimal area element, 

dA(S) = dsabdscd~be~dfB(Ef. (9.51) 

Additional comments on this formula for the area can be seen in refer­
ence [166]. From the above expression one can compute the area of the 
surface partitioning it into a countable number N of small area elements 
and writing 

(9.52) 

where the quantity 

A;pprox(Sd = r d2 Sib (x) r d2 Sfd(Y)EabeEcdfTef (.,.,~, .,.,;) J Si J Si 
(9.53) 

approximates the infinitesimal element of area in the limit in which Si 
shrinks to a point and therefore the points x and Y coincide and.,., (a loop 
contained in Si that passes through x and y) shrinks to a point as well. 
Recall that when the loop.,., shrinks to a point Tab (.,.,~, .,.,~) --t Bf (x) By (x). 
We could have also proceeded as for the Q operator and introduced the 
limit in a gauge non-invariant fashion. We do it here in terms of the T2 
for illustration purposes. 

The above expression for A~pprox (Sd is immediately promoted to a 
quantum operator in the loop representation replacing the T by its cor­
responding quantum operator, which we introduced in formula (8.13). 
Assuming we act on a wavefunction '1!(r) of a loop, without intersec­
tions on the surface Si the action of 7'2 gives four terms that in the limit 
in which Si shrinks to a point are, after Mandelstam rearrangements, 
identical, 

(9.54) 

and in the limit.,., --t t the point x --t y. 
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9.5 Physical operators and weaves 225 

On the other hand, the integral fS i d2sab(x)Eabcxax(-y) gives as a result 
the intersection number ofthe surface Si and the loop" [[Si, I], meaning 
that it counts the (oriented) number of times the loop, pierces the surface 
Si. As a result, we can write for the approximate area element in the limit 
in which it shrinks to a point, 

(9.55) 

We can therefore write as a result the expression for the area operator, 

(9.56) 

where [+[S, ,] is the unoriented intersection number of the loop, and 
the surface S. That is, the area operator counts the (unoriented) number 
of times the loop pierces the surface S. 

In contrast to the case of the Q operator, one cannot simply ignore 
intersections in the definition of the .A operator. If the wavefunction on 
which it acts has support on intersecting loops, it is no longer an eigen­
state of .A2 and the square root cannot be taken. Smolin [145] proposed 
an extension of the A(S) operator to the intersecting case using a con­
structive procedure. This is based on the application of the Mandelstam 
identity to infer the value of A(S) on loops with intersections. Some sim­
ple examples are given in reference [145] but a complete definition can 
only be introduced through the use of spin network states [146]. 

Rovelli and Smolin[146] have introduced a regularized definition of the 
volume element along the same lines as the operators we have intro­
duced here. In that case the relevant states on which the operator is 
non-vanishing have intersections with three independent tangents. The 
attractive feature of this is that as a consequence its eigenstates can be 
naturally described by spin networks. Spin networks also seem to simplify 
the definition of A(S) for intersecting loops. Further discussion of the Q 
and .A operators can be found in the Les Rouches lectures of Ashtekar [3] 
as well as in the previously quoted references. 

In both the Q and .A operators we saw that in order to define the 
square roots it was simpler if the states on which they operated had 
support on loops without intersections. As we discussed in chapter 8 it is 
apparently inconsistent with the Mandelstam identities to consider such 
states. Therefore it is useful to introduce the notation of bras, in terms 
of which it is well defined to say that 

< alQ(w) = v'6 t Idxawa(x)1 < ai, 

< al.A(S) = [+[S, a] < ai, 
if the loop a is smooth and non-intersecting. 

(9.57) 

(9.58) 
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226 9 Loop representation: further developments 

A few comments are in order about the above expressions. The integrals 
that appear in the right-hand side of these equations are, prima facie, not 
well defined as functions of loops, in the sense of chapter 1. If one adds a 
tree to the loop 'Y their value changes. In the first integral this is due to 
the absolute value and in the second one it is due to the fact that we are 
considering the unoriented intersection number (which can be arbitrarily 
changed adding trees that pierce the surface). In both cases the problem 
can be traced back to the definition of an operator as the square root of a 
square, which introduces a sign ambiguity. This difficulty can be remedied 
by defining the operators in the following way. Consider the action of the 
operator on a loop 'Y. Then define a curve p obtained by stripping all 
trees from a representative curve of 'Y and compute the integrals in the 
right-hand side of the definitions of the operators using the curve p. The 
result is a function of loops. 

As we mentioned above the definition introduced for A(8) is only valid 
for smooth non-intersecting loops and a more elaborate one is needed for 
intersections. It seemed that the definition of Q was free of these kinds of 
complications since intersections only constituted a set of measure zero in 
the integral on the loop that appeared in the definition of the operator. 
This, however, assumes that intersections only appear at isolated points. 
If one considers loops with lines traversed several times each of them 
would contribute a non-negligible amount to the integral and in those 
cases the operator that appears inside the square root is no longer in an 
eigenstate. It is possible that this complication can be handled in the 
same fashion as for the A operator with the use of spin networks. Loops 
with multiple lines are inevitable in any formulation that preserves the 
Mandelstam identities as we discussed in chapter 8, figure 8.1. 

The idea of considering operators that are naturally densities of order 
one through the introduction of a square root in order to define them 
without renormalization is a general one. It could be applied to any 
operator with those characteristics. An interesting point would be to 
apply this idea to the Hamiltonian constraint as a means to overcome 
the regularization ambiguities and background dependences discussed in 
chapter 8. The Hamiltonian constraint is naturally a density of weight 
two. Its square root is a density of weight one and its integral on the three­
manifold is likely to be well defined without the introduction of additional 
background structures. The trouble is that the canonical formulation of 
vacuum general relativity requires that the constraint vanish point by 
point and not only as an integraL 

There is a context, however, in which the integral of the square root 
of the Hamiltonian constraint arises naturally. This has been explored 
by Rovelli and Smolin [140]. Suppose one couples general relativity to a 
massless minimally coupled scalar field T(x). In the canonical formulation 
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9.5 Physical operators and weaves 

a new canonical pair arises: T(x) and PT. The constraints are 

Ca(x) = C2(x) + PT(X)OaT(x) = 0, 

H(x) = HO(x) + Pi + iEf.EyoaT(x)ObT(X) = 0, 

227 

(9.59) 

(9.60) 

where we have used a zero superscript to denote the usual diffeomorphism 
and Hamiltonian constraints of general relativity. 

One can now use the scalar field to keep track of time in this problem 
by considering a foliation of spacetime defined by leaves in which T(x) is 
constant. Such a foliation, in general, only exists locally but the approach 
is to explore the resulting quantum theory as long as such a foliation is 
acceptable. In that case the terms involving gradients of the fields drop 
out from the constraints and one can solve the Hamiltonian constraint for 
Pr classically, 

(9.61) 

where we have kept the same notation for PT though it is now a constant 
due to the gauge fixing for the field T. 

We therefore see that the square root of the integral of the Hamiltonian 
appears naturally in this context. One can now construct a quantum 
theory in which states are functions of loops parametrized by the "time" 
T, wb, T), and satisfying a Schrodinger-like equation, 

(9.62) 

in which the integral of the square root of the usual Hamiltonian con­
straint in the loop representation which we discussed in chapter 8 arises 
naturally. Rovelli and Smolin [140] studied this operator and found that 
it can be defined without the introduction of a background metric for 
smooth and intersecting loops without kinks at the intersections or else­
where. The resulting Hamiltonian for the theory, being background inde­
pendent, can be purely formulated as a set of topological operations on 
the space of knots. This requires setting a prescription for how one adds 
the infinitesimal loop that arises in the definition of the usual Hamiltonian 
constraint. There is an infinite-fold ambiguity on how to add the infinites­
imalloop in the space of knots with intersections. Also, the definition of 
the addition of an infinitesimal loop is problematic in the space of knots, 
since the addition of the infinitesimal loop changes the knot character and 
therefore may lead to discontinuities unless one requires special properties 
of the wavefunctions. It is not even clear that there exists, in general, a 
diffeomorphism invariant assignment of a small loop. Moreover, viewing 
the Hamiltonian as the square root of a matrix may be problematic since 
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228 9 Loop representation: further developments 

the basis of knots with intersections is, in general, not a countable basis t. 
This approach has recently led to an important amount of activity 

with the introduction of topological Feynman rules for the interaction 
of gravity and matter, when combined with the formulation of fermions 
of Morales-Tecotl and Rovelli that we discussed at the beginning of this 
chapter. 

9.5.2 Semi-classical states: the weave 

Usually, in a quantum theory, in order to extract physical information it 
is necessary to make some kind of correspondence with classical physics. 
This is accomplished through a semi-classical limit. This implies picking 
a preferred set of states that "approximate" the classical behavior with 
"small" quantum corrections. Typically what is meant by "approximate" 
and "small" refers to quantum fluctuations, which implies considering 
expectation values of observable quantities. Evidently, we cannot take 
this route here since we do not have an inner product or observables to 
compute such expectation values. 

Ashtekar, Rovelli and Smolin [167] have suggested a different strategy. 
They consider a set of loop states based on collections of loops character­
ized by a certain (macroscopic) length scale L and a (microscopic) length 
scale l, associated with a classical geometry h. We will consider the oper­
ators introduced in the previous subsection and study their eigenvalues. 
We will see that if one considers the functions that parametrize the oper­
ators (wa and the surface S) as smoothly varying with respect to L there 
is a unique value of the parameter 1 for which the eigenvalues coincide 
with the classical value of the quantities Q and A as calculated in the 
classical geometry determined by h. 

The states that we will consider are constructed in the following way. 
Given the three-geometry h to which one wants to associate a state, sprin­
kle in a region of it a randomly distributed number of points N with a 
density n = NIL3 , where L is a certain (macroscopic) length scale. At 
each point draw a circle ofradius 1 = (1/n)1/3 with a random orientation. 
This results in a set of curves which we can consider a representative 
element of a multiloop < ~I. For the moment we consider multiloops 
without intersections, for simplicity, though the circles involved can be 
linked. One then considers, for instance, the action of the Q( w) operator 
on such a state with w a fixed one-form that is smooth on the scales de-

t An intuitive way of seeing that it is not countable is to consider quintuple intersections. 
In the extension of the braid group to intersections one needs to consider a two-parameter 
family of new elements with quintuple intersections, parametrized by the angles one of the 
tangents forms with the other three. 
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9.5 Physical operators and weaves 229 

termined by L and smaller. Applying the results of the previous section 
we get 

N 

< ~IQ(w) = V62: i Idyawal < ~I, 
i=l Qi 

(9.63) 

where ai is the circle located at the ith point. 
Since Wa is slowly varying the integral at each circle can be computed, 

and averaging over all possible directions, we get 

< ~IQ(w) = (V67r (A) Q(w)[h] + 0 (~)) < ~I (9.64) 

where Q(w)[h] is the value of the quantity Q evaluated for the one-form 
Wa on the classical three-geometry h, which we have assumed to be flat 
for the particular form of the result presented. We therefore see that for 
the eigenvalue of the operator Q to approximate its classical value on the 
three geometry that we want to associate with the state < ~I to order 1/ L 
we need the separation of the loops to be fixed to a value of order unity 
(12 = V67r), in natural units. That is, the loops need to be separated by 
a length approximately equal to the Planck length. 

This result is remarkable in the sense that we have derived a natu­
ral cutoff scale in quantum gravity in order to recover classical physics. 
The a priori feeling would have been that the weave would have approx­
imated the classical geometry better as the separation of the loops was 
smaller. The detailed calculation shows that this is true until one reaches 
scales of the order of the Planck scale. Then, beyond a certain value, 
the approximation is worse the finer the weave is. The appearance of a 
natural cutoff in a detailed calculation of quantum gravity opens up the 
possibility that the theory could be made finite by its own dynamics and 
shows a significant departure from the usual behavior of quantum field 
theories. It is also remarkable that the Planck length appears naturally 
as the cutoff, especially since the theory is a diffeomorphism invariant one 
and one has the expectation that no scales would be privileged in such 
theories. Natural cutoffs appear in various contexts in quantum gravity. 
For a discussion see the paper by Garay [173]. 

To consider that we have approximated a classical geometry because 
a single quantity - which does not commute with the constraints -
approximates its classical value is clearly insufficient. One can repeat the 
above construction for the area operator, but it is clear that these kinds 
of calculations are at the moment only indicative of the kind of physics 
one should expect when one is able to perform similar calculations with 
genuine observables of the theory. 

It is possible that this kind of calculation could be performed for gen­
eral relativity coupled to matter, where one can construct quantities that 
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230 9 Loop representation: further developments 

commute with (at least some of) the constraints. For instance, Smolin 
[172] has considered general relativity coupled to Kalb-Ramond fields in 
a surface formulation similar to the one we discussed in section 9.4.2. In 
that context he can use the surfaces that characterize the Kalb-Ramond 
field to construct with the gravitational variables an operator similar to 
A{ 8). The difference now is that the surface 8 is determined by the fields 
of the theory, i.e., it is dynamical. As a consequence the operator defined 
is invariant under diffeomorphisms. A similar construction of diffeomor­
phism invariant quantities was performed for the Maxwell field by Husain 
[169], and for topological field theories by Rovelli [170]. 

A very important result is that of Iwasaki and Rovelli [168] who have 
carried this analysis one step further. They studied in detail the corre­
spondence between the theory offered by the weave and its perturbations 
with the quantized theory of gravitational perturbations of a classical 
background (the usual linearized quantum gravity). They found a cor­
respondence between sectors of the space of states of both theories such 
that now gravitons can be viewed as a particular family of perturbations 
of the weave. 

9.6 2+1 gravity 

General relativity in two spatial and one temporal dimensions offers a 
remarkable laboratory to test ideas of loop quantization. Because in three 
dimensions the Ricci tensor completely determines the Riemann tensor, 
the vacuum Einstein equations in three dimensions, 

R,.w = 0, (9.65) 

imply that spacetime is locally fiat. The only non-triviality of the Einstein 
theory in three spacetime dimensions comes from the topology of space­
time. The theory therefore does not have any local degrees of freedom. 
It has a finite number of topological degrees of freedom. Therefore the 
theory is exempt from the difficulties associated with the infinite number 
of degrees of freedom of field theories and yet it shares several features 
with the 3 + 1 theory, foremost among which is the invariance under 
diffeomorphisms. 

The Einstein action in 2 + 1 dimensions is, written in first order form 
[157], 

(9.66) 

where eai is a set of triads, A~ is the spin connection compatible with the 
triad and Fic is the curvature. The indices i,j and k are 80{2, 1) indices 
in the tangent space to the three-dimensional spacetime. Notice that this 
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9.6 2+1 gravity 231 

is just the Palatini action for the theory and all the variables are real. 
The equations of motion resulting from the variation with respect to the 
triad and the connection are 

8 3 . 
(9.67) 8Ai D[aeb) = 0, 

a 
8 

F~b = 0. (9.68) 
8ei a 

The first equation tells us that A~ is the torsion free covariant deriva­
tive that annihilates the metric constructed with the triad. The second 
equation tells us that the curvature of the connection is zero and therefore 
spacetime is flat. 

One can immediately perform a canonical decomposition of the action. 
The details can be seen in reference [153]. The resulting phase space 
consists of the pull-back of the connection A~ to the two-dimensional 
surface and the canonically conjugate momentum is the pull-back of the 
cotriad Ef = labebi , where lab is the Levi-Civita density on the two­
dimensional spatial surface. The other variables are Lagrange multipliers 
whose variation enforces the constraints, 

DaEf =0, 

F~b =0, 

(9.69) 

(9.70) 

which can be obtained by pulling back to the spatial slice the equations 
of motion. 

The first equation is the usual Gauss law that tells us that the theory is 
invariant under 80{2, 1) triad rotations in the tangent space. The second 
equation contains in a joint form the diffeomorphism and Hamiltonian 
constraint of the 2 + 1 theory. This form of the constraints was first in­
troduced (in a slightly different way) by Witten [46]. The relationship 
with the usual form of the (3+1)-dimensional Ashtekar constraints can 
be made explicit [158] by contracting the second equation with Ef for the 
diffeomorphism and with liikEf Ej, where lijk are the structure constants 
of 80{2, 1). With these projections the form of the constraints becomes 
exactly the same as those in the 3 + 1 theory (with the exception that 
the spatial indices run from 1 to 2 and the internal indices are 80{2, 1)). 
One could choose either form of the constraints to study the theory, but 
it should be made clear that the two forms are inequivalent. The pro­
jections introduced to obtain the Ashtekar constraints from the Witten 
ones can become degenerate and therefore the former admit many more 
solutions. This inequivalence is far from academic. It can be shown that 
the Ashtekar form of the constraints classically allows configurations with 
an infinite number of degrees of freedom whereas the Witten one does not 
[159]. 
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232 9 Loop representation: further developments 

Counting the degrees of freedom, we have twelve variables in phase 
space and six first class constraints. The system has no local degrees of 
freedom. The constraints are either linear in momenta or independent of 
momenta. The situation is considerably simpler than in the 3 + 1 theory. 
In particular we can find observables for the theory, i.e., quantities that 
commute with all the constraints, something we were unable to do in the 
3 + 1 theory. It is easy to see that the TO and Tl quantities constructed 
with the canonical variables have vanishing Poisson brackets with the 
constraints (in the 2+ 1 literature it is customary to integrate the Tl along 
a loop using Tl = J dya~bTr(Eb(y)U(-y:)), we adopt this nomenclature 
for the rest of this section). These observables are closely related to those 
introduced by Martin [160] in the Witten language. Another difference 
with the 3 + 1 case was that there the higher order T variables were needed 
to express in a convenient fashion physical quantities of interest, such as 
the Hamiltonian constraint. Here we can write the constraints exclusively 
in terms of the small T algebra. In order to gain an intuitive feeling for the 
meaning of the observables introduced, it is worthwhile mentioning that 
in three-dimensional gravity in the asymptotically flat case the metric of 
a point particle corresponds to a cone. The deficit angle of the cone is 
proportional to the mass of the particle. The TO measures that quantity. 
If the particle is spinning, the Tl measures the rate of spin. 

It may appear surprising that in a diffeomorphism invariant theory the 
T variables are observables. After all, they are not in the 3 + 1 theory. 
The key to this difference lies in the flatness of the connection. For a 
flat connection, a loop and the same loop shifted by a diffeomorphism 
yield the same holonomy. Therefore quantities based on holonomies, in 
spite of their dependence on an external structure - the loop -, can be 
diffeomorphism invariant. Because the connection is flat, two homotopic 
loops lead to the same holonomy. If the loops are homotopic to the 
identity, the holonomy is the identity. That implies that the only loops 
that yield non-trivial holonomies are those that wrap around topologically 
non-contractible paths. 

We can now proceed to the quantization of the theory following the 
same steps as for the 3 + 1 theory. Let us start in the connection represen­
tation. We pick wavefunctionals of the connection w[A]. The constraints 
are easily promoted in an unambiguous fashion to quantum operators. 
The Gauss law simply requires that we consider wavefunctions that are 
gauge invariant. The constraint P~b w[A] = 0 simply requires that the 
wavefunctions have support on flat connections. Together they demand 
that the wavefunctions considered be wavefunctions on the moduli space 
of flat connections. This space can be endowed with a simplectic struc­
ture, and an inner product that makes the T operators self-adjoint [2]. 

Consider now the loop representation. We can find a representation of 
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9.6 2+1 gravity 233 

the T operators in terms of loops in exactly the same fashion as we did 
for the 3 + 1 theory (the formulae differ slightly since the gauge group 
is 80{2,1) instead of 80(3)). If one wants to make more progress it 
is convenient to pick a particular spatial topology. Let us consider the 
simplest non-trivial example: that in which the spatial manifold has the 
topology of a two-torus. 

There are two possible avenues one could take to construct the loop 
representation. One is to promote the constraint equations to operators 
in loop space and study the space of solutions. The other one is to take 
advantage of the knowledge that the physical states in the connection 
representation have support on the moduli space of flat connections and 
directly build a loop representation for the flat connection. 

If we take the latter approach let us start by characterizing the moduli 
space of flat connections on a torus. In this case any flat connection can 
be characterized by the value aI, a2 of its holonomy along two preferred 
families of loops 111, 112, the loops that encircle the two generatrices of the 
torus. As we discussed above, homotopically equivalent loops yield the 
same holonomy when the connection is flat, so the holonomies are really 
functions of the homotopy classes of loops. Since the homotopy group of 
the torus is Abelian, the holonomies along the two different families of 
loops commute. That is, they correspond to 80{2,1) rotations around 
the same axis. Depending on the null, time-like or spatial character of 
this axis in the 80{2, 1) manifold one has three distinct sectors of the 
theory. 

Let us discuss in detail the time-like sector. For this case, the two 
non-trivial holonomies can be written, 

b= 1,2, (9.71) 

where t i is the time-like rotation axis in the internal space, ab are the 
rotation parameters and Ti are the 80{2,1) matrices. From here it is 
immediate to compute the value of the T quantities, 

TO{ii) = 2 cos{ii 0 a), 
Tl (ii) = 2 sin{ii 0 a)ii x p, 

(9.72) 

(9.73) 

where ii = (nl' n2) and ii 0 a = nlal + n2a2, ii x p = nla2 + n2aI, and p 
are the variables canonically conjugate to the a. 

We now consider a quantum representation of this algebra on a space 
of functions w{aI, a2). This space can be endowed with an inner product 
such that a and p are self-adjoint operators. The measure is simply given 
by dalda2. The T operators are [157] 

(9.74) 
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234 9 Loop representation: further developments 

(9.75) 

and with the inner product introduced above the Ts become self-adjoint 
operators. 

Let us now build a loop representation from this "connection represen­
tat ion". Recalling the expression for the TO variable, the loop transform 
then reads 

w{nI, n2) = [11 [11 da1da2 cos{{n1a1 + n2a2))W{aI, a2), (9.76) 

and we see that it reduces to a familiar Fourier transform. 
Wavefunctions in the loop representation are given by functions of 

two integers n1 and n2. The only Mandelstam identity left (because 
of the Abelian nature of the homotopy group of the torus) is given by 
W{n1' n2) = w{ -nIl -n2). 

In this space of wavefunctions one can particularize the usual expres­
sions for the action of the T operators, 

1'O{1])wh') == wh' 0 1]) + wh' 0 1]-1), 
1 

f a{1];)wh') == i L € f dya8{x - Y)wh' 0 1]£), 
£=-1 

(9.77) 

(9.78) 

to the following expressions for the basic operators associated with 1]1, 
AO 

T (1]l)W{nI, n2) = W{n1 + 1, n2) + w{n1 - 1, n2), 
Al 

T (1]dw{n1' n2) = in2{w{n1 + 1, n2) - w{n1 - 1, n2)), 

which are Hermitian in terms of the inner product 
00 

< wlel> >= L q,{n1' n2)el>{nI, n2). 
nl,2=-00 

(9.79) 

(9.80) 

(9.81) 

The loop transform (9.76) is symmetric in a1,2' Therefore antisym­
metric functions are mapped to zero. The transform defines an isomor­
phism between the space of symmetric functions of a1,2 and the loop 
representationt . 

Up to now we have considered the case of holonomies that are 80{2, 1) 
rotations around a time-like internal vector. Let us now briefly consider 
the case of space-like rotations. In that case, the holonomy is again given 
by (9.71), which particularized to the space-like sector of 80{2, 1) {where 

t As we mentioned in chapter 3, we are disregarding symmetries that are not generated by 
constraints. Peldan [161] discusses the role that large diffeomorphisms play in this sector 
of 2+ 1 gravity. 
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9.6 2+1 gravity 

the T matrices are anti-Hermitic) gives 

TO(ii) = 2 cosh(ii 0 a), 

Tl (ii) = 2 sinh( ii 0 a)ii x p. 

235 

(9.82) 

(9.83) 

Notice that the topology of the phase space is different from that in the 
time-like case: lal is now unbounded. 

From here on one could construct a loop representation in exactly the 
same fashion as in the time-like case. The quantum T algebras are exactly 
the same and the inner product is the same. 

It should be emphasized that the T algebras can be completely real­
ized in terms of either the space-like or the time sectors of the phase 
space (the null sector has also been considered in detail in references 
[19, 162]). Therefore these sectors correspond to separate - in principle, 
inequivalent - quantum theories. In fact, the theories are quite inequiv­
alent. As pointed out before, for the time-like case the TO operator was 
bounded as a classical quantity, and being a multiplicative quantum op­
erator, its eigenvalues are bounded. This is not the case for the space-like 
holonomies. Moreover, it is the space-like sector that is equivalent to the 
ADM quantization [162]. 

This leads to a disquieting picture: both the space-like and the time­
like cases in the connection representation seem to give rise to the same 
loop representation; however, at the level of connections they are quite 
distinct. How could it be that two inequivalent representations in terms 
of connections give rise to the same loop representation? 

The answer lies in the precise relationship between the connection and 
loop representations. For the time-like case we saw that the loop rep­
resentation was isomorphic to the symmetric connection representation. 
We will see that for the space-like case it is not. This solves the contra­
diction. Let us discuss the situation in some detail. The loop transform 
for the spatial case reads 

w(nI, n2) = i: i: dalda2 cosh((nlal + n2a2))W(al, a2), (9.84) 

and using the symmetries of the connections in the spatial sector which 
imply W(a) = w( -a), we can reduce it to a two-sided Laplace transform, 

w(nI, n2) = i: i: dalda2 exp((nlal + n2a2))w(al, a2). (9.85) 

The problem is that this would be a usual Laplace transform if the 
parameters nl and n2 were real numbers. Being integers, one immediately 
finds that the transform is not an isomorphism. It turns out that it 
has a large non-trivial kernel. To give an intuitive idea of the problem 
it is instructive to construct one of the elements of the kernel of the 
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236 9 Loop representation: further developments 

transform. Simply consider a function f(81' S2} with 81,2 E R such that it 
vanishes for S1,2 integer. Such a function is mapped by the inverse Laplace 
transform to a non-trivial element in the connection representation that 
has a vanishing image in the loop representation. 

One may ask if this problem is just a technicality or if it is a serious 
drawback. It turns out that the kernel we found is dense in the space of 
connections [19]. That means that any wavefunction in terms of connec­
tions can be obtained as a limit of a sequence of elements that are all in 
the kernel. This is a serious problem: the sector of the theory which corre­
sponds to usual geometrodynamic quantization is not properly described 
by the loop representation we introduced. 

Does this example imply that loop representations are inadequate to 
describe theories based on non-compact gauge groups? At least it should 
be viewed as a warning. It turns out that the problem is not fatal and one 
can deal with it if proper care is exercised. Up to now, two solutions have 
been proposed: the use of a non-trivial measure in the transform and the 
use of extended loops. In a sense, this difficulty can be seen as added 
motivation for the consideration of such ideas in the case of gravity. 

Ashtekar and Loll [163] pointed out that if one introduces a non-trivial 
measure in the space of connections, the resulting loop transform does not 
have a non-trivial kernel. The explicit construction of the measure has 
been found for surfaces of lower genus and it implies a non-trivial change 
in the quantum realization of the T operators. This just corresponds to 
one of the many different choices one has when quantizing a field theory. 
For the case of the torus the non-trivial measure is 

{9.86} 

where c is a positive constant and 1]1 and 1]2 are two fixed loops be­
longing to independent homotopy classes. The measure depends quite 
non-trivially on the genus and apparently cannot be derived from any 
general principle in the loop representation. One has to know that the 
difficulty arises and then carefully examine the correspondence between 
the loop and the connection representation to construct a measure that 
solves it. This is somewhat discouraging since one does not hope to have 
all that information available in more complicated cases. 

Another solution that has been proposed by Marolf [19] is the use of 
extended loops. From the point of view that is presented in this book, 
this would be a very satisfactory solution since it uses the same general 
principles that are advocated for use in the non-trivial theories. The 
idea has not been analyzed in great detail, but the basic concept is very 
simple: if one considers extended loops, the holonomies of a connection 
in the torus are labeled by two real numbers instead of integers. If one 
writes the extended loop transform in the spatial case it corresponds to 
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(9.85) but with nl,2 real numbers, which defines an isomorphism between 
the spaces. 

Many other issues have been explored in the (2+1)-dimensional theory. 
Our intention here was not to be exhaustive but to show that the program 
in general lines can be carried along in a theory in which one has control 
over the mathematical issues. We encountered expected difficulties that 
can be resolved with ideas that are being applied in more complicated 
cases. For more details see the reviews by Carlip [164] and Ashtekar [165] 
and the papers by Marolf and Louko [19, 162]. 

9.7 Conclusions 

We have discussed several applications of the loop representation of gen­
eral relativity coupled to matter fields and the definition of physically 
meaningful quantities in terms of loops. We have shown how to define 
regularized operators that could be used through matter couplings to 
give an idealized picture of the measurement process in quantum gravity. 
Evidently there is a long way to go before we can make actual physical 
predictions in quantum gravity. In particular it is expected that cur­
rently unknown approximation techniques will be crucially needed due to 
the complexity of the Einstein equations. The hope is that the ideas pre­
sented in this chapter may act as building blocks of such a measurement 
theory. We ended this chapter by discussing a rather disjoint applica­
tion: general relativity in 2 + 1 dimensions, which plays the important 
role of showing that the ideas being advocated in this book can actually 
be applied to a theory of quantum gravity in a simplified setting. The 
ideas in this chapter were mainly built either at a kinematical level or 
heuristically implemented in the space of smooth non-intersecting loops. 
In the following chapter we will be concerned with the dynamics of quan­
tum gravity and therefore we will make progress towards finding physical 
states of the theory. Many, though not all, of the ideas of this present 
chapter go through for the intersecting solutions that we will present in 
the next two chapters. Some others will need a revision. We expect that 
in the next few years progress will be made in this direction. 
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10 
Knot theory and physical 
states of quantum gravity 

10.1 Introduction 

In the previous two chapters we developed several aspects of the loop 
representation of quantum gravity. One of the main consequences of these 
developments is a radically new description of one of the symmetries of 
the theory: because of diffeomorphism invariance wavefunctions in the 
loop representation must be invariant under deformations of the loops, 
they have to be knot invariants. This statement is much more than a 
semantical note. Knot invariants have been studied by mathematicians 
for a considerable time and recently there has been a surge in interest in 
knot theory. Behind this surge of interest is the discovery of connections 
between knot theory and various areas of physics, among them topological 
field theories. We will see in this chapter that such connections seem to 
play a crucial role in the structure of the space of states of quantum 
gravity in the loop representation. As a consequence we will discover a 
link between quantum gravity and particle physics that was completely 
unexpected and that involves in an explicit way the non-trivial dynamics 
of the Einstein equation. Such a link could be an accident or could be 
the first hint of a complete new sets of relationships between quantum 
gravity, topological field theories and knot theory. 

We will start this chapter with a general introduction to the ideas of 
knot theory. We will then develop the notions of knot polynomials and the 
braid group. In the third section we will discuss the connection between 
knot theory and topological field theories, through the Chern-Simons 
theory. In section 10.4 we will show how to use the previous notions to 
construct states of quantum gravity in the loop representation related to 
the Kauffman and Jones polynomials. In the last section we will present 
a simple explanation for the existence of the Jones polynomial state and 
a discussion on the possibility of generating new solutions. 

238 
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10.2 Knot theory 239 

10.2 Knot theory 

The study of invariants of closed curves under smooth deformations is 
quite old. One of the first examples was the introduction by Gauss (1820) 
of· the linking number. The linking number is an invariant of two closed 
curves that measures the number of times one of the curves winds around 
the other. This is obviously an invariant since the only way to change that 
number is to cut one of the closed curves and therefore it is not a smooth 
deformation. Although such an invariant may appear quite trivial, we will 
see it plays an important role in topological field theories and quantum 
gravity. In particular, it admits an integral expression, as we discussed in 
chapter 3, 

L('Yl, ,2) = 41 1 dxa 1 dyb€abc ~x = y~:. 
7r hl h2 X Y 

(10.1) 

Such an expression was considered by Maxwell [174] in connection with 
electromagnetic theory. If one builds a thin solenoid with the shape of 
each loop the above integral measures the magnetic flux produced by 
each solenoid across the other [175] in appropriate units. In particular 
Maxwell gives a good explanation for why that expression gives one or 
zero as result. It measures the solid angle that one of the loops subtends 
from the point of view of the other as one traverses along the latter. 
Therefore the result is either an integer multiple of 47r or 0 depending 
on how the loops are linked. Notice that the expression we give for the 
linking number depends explicitly on a background metric and yet the 
result is diffeomorphism invariant. 

It is evident that there is much more to knot theory than the linking 
number as can be illustrated by the Borromean rings which we show in 
figure 10.1. 

This example illustrates a usual difficulty with trying to distinguish 
knots through the values of a particular knot invariant. Every time one 
introduces an invariant it is able to detect up to a certain degree of knot­
ting. For each invariant one can construct complicated links or knots such 
that the invariant does not detect the linking. 

The fundamental problem of knot theory is the classification of knots 
and links*. The main question is how to tell apart two knots that are not 
smoothly deformable to each other. 

Historically, there was a surge of interest in knot theory towards the end 

• Usually "knot" refers to a single curve and "link" to many curves. We will loosely use 
them indistinguishably whenever the context allows. We will also use the word "loop" 
in the precise sense introduced in chapter 1 whenever applicable. For instance the Gauss 
linking number is a genuine function of loops. 
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240 10 Knot theory and physical states of quantum gravity 

Fig. 10.1. The Borromean rings. An example of loops that have a non-trivial 
linking but zero linking number if taken in pairs. 

of last century due to a failed theory of atoms of James Clerk Maxwell, 
Lord Kelvin and Peter Guthrie Tait [176]. After the discovery of the 
complete theory of electromagnetic phenomena, the outstanding unsolved 
problem in physics was the explanation of atomic spectra. In the proposed 
theory atoms were depicted as knotted lines of aether (this predated spe­
cial relativity and quantum mechanics). The theory had several attractive 
features, among which it associated the stability of atoms with the topo­
logical nature of knots. The main lasting impact of it, however, was that 
through its development many of the central issues of modern knot theory 
were brought to the forefront. Among these was the classification of knots 
and their representations. It is remarkable that 100 years later, although 
the physical motivations are quite different, the interest in knot theory 
remains basically the same. 

The typical depiction of a knot is through its projection on a plane, 
as we did when depicting the Borromean rings. This adds an additional 
complication in the sense that a single knot admits a number of different 
projections. Smooth deformations of knots in three-dimensional space 
translate themselves in a series of motions in terms of the projections. 
Such motions are known as Reidemeister moves. There are three types 
of Reidemeister moves, which are depicted in figure 10.2. If two knot 
projections can be mapped into each other through a finite number of 
Reidemeister moves, they are projections of the same knot. 

In the knot theory literature two knots that are connected through a 
finite number of Reidemeister moves are called ambient isotopic. Strictly 
from our point of view, it is this kind of equivalence that we are interested 
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Fig. 10.2. Reidemeister moves. 
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in, since it corresponds to the usual diffeomorphism invariance. For sev­
eral reasons that we will discuss shortly it will be useful to consider quan­
tities invariant under a slightly different set of transformations leading to 
a notion called regular isotopy. Two knots are called regular isotopic to 
each other if they can be connected through a finite set of Reidemeister 
moves of types (ii) and (iii). Such an idea is important in the following 
context. Suppose instead of dealing with knots made of strings of zero 
width we were considering knots made of ribbons. It is clear that the 
first Reidemeister move does not correspond to a smooth deformation of 
a ribbon, since the elimination of a "curl" can only be attained through 
the introduction of a twist, as shown in figure 10.3. The justification for 
the consideration of regular isotopy in quantum gravity will be related 
to regularization issues. As we have done in previous chapters, in many 
contexts one needs to point-split expressions and in such splitting the re­
sulting objects resemble ribbons rather than loops. We will give details 
in chapter 11. 

At this point the reader may be wondering what is the connection with 
quantum gravity. To put it in a different way: one knows that the wave­
functions of quantum gravity are knot invariants. Which of all the possible 
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242 10 Knot theory and physical states of quantum gravity 

Fig. 10.3. Reidemeister moves of type (i) do not leave invariant functions of 
ribbons. 

knot invariants are of interest for quantum gravity? At the moment the 
answer is quite open. We will later introduce some invariants that solve 
the Hamiltonian constraint. Previous to that there are three main points 
to be remembered: (a) any knot invariant of interest to quantum grav­
ity has to be a function of the group of loops rather than a function of 
curveSj (b) it should satisfy the Mandelstam identitiesj (c) it has to be a 
well defined function of intersecting loops. 

Very little needs to be said about points (a) and (b)j since one is in­
terested in a loop representation that is obt~ined via a loop transform 
from the connection representation only functions of the group of loops 
that satisfy the Mandelstam identities should be allowed. Point (c) stems 
from the discussion in chapter 8. As we saw there, the Mandelstam iden­
tities related the value of the function on loops with intersections with 
the value on loops without. Therefore for consistency one has to consider 
loops with intersections. Furthermore we saw that non-intersecting loops 
solved the constraints for all values of the cosmological constant: they 
corresponded to degenerate geometries. 

Intersecting knot theory is a quite novel subject. A surge of interest 
has arisen as a consequence of the theory of Vassiliev invariants [188, 
189]. Most of the studies of knot invariants, however, were done for 
non-intersecting, smooth curves. It turns out several ideas can be easily 
generalized. We will do so in section 10.3.4. 

10.3 Knot polynomials 

As we mentioned above, the main problem in knot theory is to classify 
knots. The obvious solution to this problem is to try to generate a large 
number of knot invariants. The hope is that through the computation of 
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their values one could distinguish knots, since knots with different values 
of their invariants are necessarily different. This program is at present 
incomplete. Though we know a large number of knot invariants they are 
not enough to classify knots. An important step towards the generation 
of knot invariants was the construction of certain polynomials associated 
with knots. In this section we will sketch some ideas of the theory of 
knot polynomials. We start with a discussion of the braid group. We 
then construct polynomials and their skein relations. We end with a 
discussion of the extension of these ideas to intersecting loops. There are 
many good references on the subject of knot polynomials and braids and 
we many passages of this 'chapter are modeled after these ideas. As an 
example we can cite the books by Kauffman [177, 178] and the review 
article by Guadagnini [179] and his book [180]. A more elementary but 
very readable treatment is given in the books by Adams [182] and Baez 
and Muniain [181]. 

10.3.1 The Artin braid 9rouP 

A useful way to represent knots and links is through the braid group, 
Bn. Consider a set of n vertical strings starting and ending in two rows 
of n horizontally aligned points. The lines can cross each other an arbi­
trary number of times, forming a braid. Now arrange the lines in such 
a way that at each horizontal level there is only one crossing at the ith 
strand, which we denote 9i. One can describe such a braid by a sequence 
9i9j9k .... Such an ordered sequence states that if one follows the braid 
from the top to bottom (or vice-versa) one encounters a twist ofthe strings 
at the ith and (i + l)th positions followed by a twist of the strings at the 
jth and (j + 1 )th positions and so on, as shown in figure lOA. Each twist 
has two possible orientations, denoted by 9i and 9;1. 

The twists 9i form a group structure, called the Artin braid group. For 
n strings Bn has n - 1 generators 91, ... ,9n-1 that satisfy the relations 

Ii - jl > 1, 

9i9i+19i = 9i+19i9i+1, i < n -1, 

(10.2) 

(10.3) 

which can be easily checked by drawing n strings and applying the twists. 
The strings involved in the braid group can be thought of as the space­

time trajectory of particles in 2 + 1 dimensions as they orbit around 
each other. This suggests an immediate connection between the braid 
group and (2 + 1 )-dimensional physics. This connection has been explored 
in several contexts, including particle [190] and solid state physics. In 
particular it is the root of unusual statistics in 2 + 1 dimensions connected 
with the idea of anyons [191, 192, 193]. 
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; ;+1 1 2 3 

Fig. lOA. Graphical representation of 9i and 91921. 

What is the relation with knots? One simply obtains a knot or a link 
by gluing together the ends of a braid in an order preserving manner 
(this is called a closure of the braid). Conversely, one can associate to 
each knot a braid. Therefore several properties of knots can be coded 
in the language of braids. The first question that arises is: given two 
braids, what are the conditions for their closure to yield the same knot 
or link up to ambient isotopy? For knot diagrams the answer is given 
by the Reidemeister moves. In terms of braids they translate themselves 
into a set of moves called the Markov moves. Reidemeister moves of type 
(iii) are already included in the braid group relation (10.3). Reidemeister 
moves of type (ii) are almost included in the relation (10.2), except for 
the fact that 91 f: 9291921, whereas both 91 and 9291921 yield the same 
link under closure. The message is that to implement fully the second 
Reidemeister move in terms of braids, one has to identify elements that 
are conjugate under the adjoint action of the braid group. Two elements 
of the braid group that are conjugate are said to be related by a Markov 
move of type 1. Reidemeister moves of type (i) imply that a link diagram 
associated with the closure of a certain braid b E Bn and the closure of 
the braid b9;1 E Bn+! are equivalent. These two elements are said to be 
related by a Markov move of type 2. 

The advantage of the description of links in terms of braids is that 
one can present several properties of link diagrams in terms of algebraic 
notions. One can define link invariants as functionals of the elements of 
the braid group that are invariant under Markov moves. This implies the 
introduction of representations of the braid group. The closure of braids is 
represented by taking traces of expressions in terms of the group. We will 
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explicitly use this kind of construction to derive expressions for some of the 
knot polynomials of relevance for quantum gravity. Before going into the 
details, we will discuss some general notions related to knot polynomials. 

10.3.2 Skein relations, ambient and regular isotopies 

A knot (or link) polynomial is an assignment of a finite set of numbers 
to a knot (or link) that is invariant under ambient or regular isotopies. 
Given a knot 'Y one gets a polynomialt P('"'()q in an arbitrary variable q 
such that all the coefficients Pi ('Y) of the polynomial are knot invariants. 
An important point is that for each knot the polynomial is of a finite 
order, but the order depends on the particular knot. An intuitive picture 
is that the lower coefficients of the polynomial represent "more naive" 
knot invariants that sense the simpler kinds of knottings whereas the 
higher coefficients are sensitive to more sophisticated kinds of knottings. 
Therefore for a simple kind of knot the lower coefficients of the polynomial 
are non-zero and the higher ones vanish. For more complicated knottings 
the lower coefficients fail to "see" the knottiness and the higher coefficients 
are the ones that sense it up to a certain order where again the knottiness 
is perceived as "trivial" by the more sophisticated higher coefficients. 
Therefore the order pf a knot polynomial is finite and depends on the 
particular knot considered. 

Why are these objects interesting? The reason is they are an ordered 
way of assigning an unlimited number of invariants to knots according 
to their complexity. There is therefore the expectation that they could 
constitute a systematic procedure for classifying knots. Moreover, some 
of the polynomials are defined by quite succinct recursion relations called 
the skein relations. The price for all this is high: there are only a handful 
of polynomials explicitly known at present. 

The first polynomial was introduced in the 1920s by Alexander [197]. 
We present here a modification of that polynomial due to Conway [198] 
known as the Alexander-Conway polynomial C('"'()q. It is defined by the 
skein relations, 

C(U)q = 1, 

C(L+)q - C(L_)q = qC(Lo)q, 

(lOA) 
(10.5) 

where U is the unknot (a knot isotopic to a circle) and L±, Lo refer to the 
crossings shown in figure 10.5. 

t In general they are Laurent polynomials. Sometimes it is convenient to write them as 
functions of a certain fractionary power of a variable, as we will see. Some polynomials 
may depend on several variables. 
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x X "--/ 
/"-

L+ L LO 

Fig. to.5. The crossings L± and Lo. 

The way in which the skein relations are to be interpreted is the fol­
lowing. The first one is simply a normalization condition that states that 
the polynomial evaluated for the unknot is 1. To read the second rela­
tion consider a specific knot and focus on a point where there is a line 
crossing. Excise a ball around the crossing so as to leave four incoming 
strands. The relation (10.5) states that if one evaluates the polynomial 
for the knot where the crossing we excised is replaced by the crossing 
L+ and subtracts from it the polynomial evaluated for the same crossing 
replaced by L_ one gets as a result q (the polynomial variable) times 
the polynomial evaluated for the crossing replaced by Lo. The resulting 
equation is a relationship between the polynomials associated with three 
different knots. The strategy is to apply the relationship recursively com­
bined with the Reidemeister moves until one gets a system of equations 
for the coefficients with a unique solution. 

For a particular set of relations it is very difficult to prove that they 
determine the value of the polynomial for all knots unless one generates 
the skein relation in such a way as to guarantee it. The same considera­
tion is true with respect to the diffeomorphism invariance of the objects 
constructed. The skein relations are relations between projections Of the 
knots and it is quite non-trivial that the polynomial they define is inde­
pendent of the projection. 

Another important polynomial is the one due to Jones [199], J(-y)q. 
The skein relations that define it are 

J(U)q = 1, 

qJ(L+)q - q-l J(L_)q = (ql/2 - q-l/2)J(Lo)q. 

(10.6) 

(10.7) 

The Jones polynomial is more "selective" than the Alexander-Conway 
one. However, there exist non-isotopic knots that have associated the 
same Jones polynomial, i.e., it fails to provide a classification for knots. 
There are other known polynomials, such as the HOMFLY [200] polyno­
mial, which are slightly more general and contain Jones and Alexander-
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+ 

Fig. 10.6. Crossings for the skein relations of regular isotopic invariants. 

Conway polynomials as particular cases. However, no polynomial known 
at present is sufficient to distinguish all knots. 

Let us now concentrate on regular isotopy invariants. As we mentioned 
before, these are invariants that are sensitive to the first Reidemeister 
move, i.e., they "see" the additions of curls in the knots. Another way 
to put it is that they are invariants of (oriented) ribbons rather than 
of curves. Knot polynomials that are regular invariants can be defined. 
Their definition requires the introduction of a new set of crossings in their 
skein relations, L±,Q, as shown in figure 10.6. 

As an example of a regular invariant polynomial let us consider the 
Kauffman bracket, which can be viewed as a regular generalization of the 
Jones polynomial. The skein relations that define it are 

(10.8) 

(10.9) 

(10.10) 

(10.11) 

Regular isotopic invariants of curves can be associated with ambient 
isotopic invariants of oriented ribbons if one gives a prescription to asso­
ciate a ribbon to each curve. Such prescriptions are called "framings". 
Technically they correspond to an assignment of a vector to each point of 
the curve, such that one obtains a second curve by infinitesimally shifting 
the original one along the vector. 

We now introduce some concepts that are useful in the discussion of 
regular isotopic invariants. The first of them is the writhe of a knot 
diagram, wb), defined by 

wb) = L €(crossing), (10.12) 
crossings 

where €(L±) == ±l. This quantity measures the number of "curls" in the 
diagram. It is clearly not invariant under Reidemeister moves of type (i) 
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__ )C)( __ -
Fig. 10.7. A twist can be exchanged by a curl through a Reidemeister (i) move 

but it is a regular isotopic invariant. 
Another regular invariant, in this case of bands, is the twist. Assume 

one paints the two sides of the band with different colors. The twist 
measures how many times the color changes as seen from the planar pro­
jection. It can also be defined in terms of an analytic expression, but 
we will not discuss this here [196]. It is evident that if one performs a 
Reidemeister move of type (i) one can exchange a twist in a band by a 
curl, as shown in figure 10.7. 

Using the fact that Reidemeister moves of type (i) exchange curls and 
twists in bands, one can combine the previous two quantities into an 
ambient isotopic invariant of the two curves that form the band. The 
resulting invariant is given by their linking number, which now can be 
viewed as a quantity associated with the knot diagram through a framing 
procedure. To reHect that association it is usually called the "self-linking" 
number of a knot diagram. One can summarize this result in a formula 
called White's theorem [194]' 

SL(-y) = T(-y) + w(-y), (10.13) 

where SL(-y) stands for self-linking number ofthe knot diagram. Explicit 
expressions for all the terms in White's theorem can be given. For the 
Gauss linking number, apart from the integral formula we have already 
discussed, a definition can be introduced terms of the plane projection of 
two curves. This is given by 

L('Yl,'Y2) = ~ L f(crossing), (10.14) 
crossings('Yl ,Y2) 

where the summation is only over the crossings of one curve with the 
other. The reader can check that this expression gives the usual result 
for the linking of two curves. White's theorem has found important ap­
plications in biology, where one has to count the twists of DNA struc­
tures through the plane projections one gets when viewing it through a 
microscope [195] and also in Polyakov's description of the Fermi-Bose 
transmutation in the context of anyons [196]. 

There are many prescriptions for framing. One of them is the "vertical 
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framing", in which the twist of the ribbon is set to zero, i.e., all twists 
are converted to curls. Due to White's theorem, in this framing the 
linking number coincides with the writhe. This is also called "blackboard 
framing" [178] since it corresponds to considering the projection of the 
knot and drawing a parallel knot along it. The resulting ribbon has 
no twist. Another common framing is the "standard" or "canonical" 
framing. This is defined by setting the self-linking number to zero. This 
is a "natural" framing in the sense that it does not depend on particular 
projections. 

The value of the self-linking number in different framings differs by 
an integer corresponding to the number of twists introduced in the band 
associated with the loop by the framing procedure. The existence of the 
natural framing may appear as reassuring since it would seem to restore 
diffeomorphism invariance to the discussion. Unfortunately, the natural 
framing only exists in certain manifolds, e.g., S3 manifolds, since in other 
cases the linking number may be ill defined or be a non-integer number 
[45]. 

The explicit relation between the Kauffman and Jones polynomials is 
given by 

(10.15) 

and we will offer a proof of this in the next section. It is remarkable that 
all the framing dependence of the Kauffman bracket is concentrated in 
the prefactor involving the writhe. 

10.3.3 Knot polynomials from representations of the braid group 

At present a complete classification of the irreducible representations of 
the braid group is not known. Finding representations for the braid group 
is a non-trivial matter. We will present here a construction that yields 
the representation that gives rise to the Jones polynomial. This repre­
sentation is the simplest one of the family that can be constructed with 
a method called the R matrix approach [201, 202]. 

Assume that a two-dimensional linear space Vi is associated with the 
ith string so that the total linear space associated with the n strings is 
given by the tensor product V(n) = VI ® V2 ® ... Vn . In each space Vi 
introduce a basis et, A = 1,2. Each generator is represented by a 2n x 2n 

matrix of the form 

Gi = ql/4(J® .... ® R ® ... ® I), (10.16) 

where q is an arbitrary complex number, I is the 2 x 2 identity matrix 
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250 10K not theory and physical states of quantum gravity 

and the matrix R, which acts on Vi ® Vi+b is given by 

o 
1 -1 -q 
q-1/2 

o 

o 
q-1/2 

o 
o 

. th b . f T T T T • b {1 1 1 2 2 1 2 2 } III e asiS 0 vi ® vi+1 gIven y ei ei+1, ei ei+1, ei ei+1, ei ei+1 . 

(10.17) 

It is a straightforward calculation to show that the relations defining the 
braid group (10.2),(10.3) are satisfied by the matrices Gi and their cor­
responding inverses. Therefore they define a representation of the braid 
group on the vector space V (n). 

In order to construct knot polynomials starting from a representation of 
the braid group we need to construct quantities that are invariant under 
Markov moves. As we discussed in section 10.3.1 by taking traces of 
the representation one constructs invariants under Reidemeister moves of 
types (ii) and (iii), i.e., regular isotopic invariants. In order to implement 
invariance under type (i) moves we will introduce a matrix in V(n) called 
"enhancement matrix". This is defined by 

(10.18) 

where 

( q-1/2 0 ) 
f-Li = 0 q1/2 . (10.19) 

The enhancement matrix has two main properties. First, it commutes 
with all the generators of the braid group Gi . To introduce the second 
property we recall that in a tensor product of spaces one can introduce 
a partial trace operation on one of the factor spaces. For instance, if one 
considers the trace in Vi+! of a tensor product V1 ® ... ® Vi+! one gets 
as a result an element of V1 ® ... ® Vi. Taking this into account one can 
check that for the enhancement matrix 

(10.20) 

where the product Rf-Li+! is defined in the space Vi ® Vi+! as R times 
lb.,; ® f-Li+1· A similar result holds for the inverse, 

Trl (R- 1 .) - -1/211 \';+1 f-Lz+! - q \'; . (10.21) 

We can use this property to construct quantities that are invariant un­
der all Reidemeister moves. Consider a matrix B representing an arbitrary 
element b of the braid group Bn and define the quantity 

(10.22) 
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where b is the link obtained as a closure of the element band w(b) is its 
writhe. We will now prove that this quantity is a link invariant under 
ambient isotopy associated with the closure b of the braid b. We prove 
this by showing that it is invariant under Markov moves. Since J.tn com­
mutes with all the generators of the braid group, it is immediate to show 
that F(Bil B 1B2) = F(Bd. Moreover, if BI and B2 are the matrices 
representing the elements bl E Bn and ~ = b1g;1 E Bn+1 in the spaces 
V(n) and V(n + 1) we have 

F(B2) = q-~W(b2)Trlv(n+1) (B2J.tn+1) 
3' 3 

= q-iW(bl)qTiTrIV(n)I)WnH (BIG~IJ.tn ® J.tn+d 

= q-~w(bl)Trlv(n)(BIJ.tn) 
= F(Bd (10.23) 

which can be straightforwardly checked relating the trace operation in 
V (n + 1) with that in V (n). The writhes of bl and ~ differ by a factor 
±1 since G;l introduces an additional curl in the loop. The extra power 
of q this introduces exactly cancels a factor that arises when relating the 
traces in V(n + 1) and V(n). 

Therefore F is associated with an ambient isotopic invariant. To see 
which invariant it is we compute its skein relations. One can check that 
the matrix Gi satisfies the relation 

ql/4Gi _ q-I/4a;1 - (ql/2 _ q-I/2)Ii = 0, (10.24) 

which combined with the definition of the invariant F gives 

qF(BGi ) - q-l F(BG;I) = (ql/2 _ q-I/2)F(B), (10.25) 

which is the skein relation for the Jones polynomial. 
Equation (10.24) yields, multiplying by J.tn and taking traces, the skein 

relation for the Kauffman bracket polynomial. As a consequence we imme­
diately have that the Kauffman bracket polynomial is a regular isotopy 
invariant and is related to the Jones polynomial by expression (10.15) 
which we introduced in the previous section (they only differ by a fac­
tor depending on the writhe). This will have important consequences in 
quantum gravity. 

10.3.4 Intersecting knots 

Up to now we have studied the construction of knot polynomials based 
on smooth loops without intersections. As we have argued before, in 
the case of gravity we need to consider knots with intersections, because 
the Mandelstam identities naturally introduce them and because they 
are associated with non-degenerate metrics. There is no fundamental 
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Fig. 10.8. The additional element needed in the braid group to generate invari­
ants of links with double intersections. 

= = 

Fig. 10.9. The relations satisfied by the intersecting element of the braid group. 

difficulty in adding intersections to the constructions of the braid group 
and the Jones polynomial we introduced. 

The main idea is to extend the braid group with the introduction of 
an additional element that represents the crossing of two strands. The 
resulting structure is not a group but an algebra. If one wants to con­
sider intersections of more than two lines additional elements need to 
be added. Though technically more complicated, the generalization is 
straightforward [189, 183]. The additional element needed to include dou­
ble intersections is denoted ai and we depict it in figure 10.8. It satisfies 
the relations 

ai9i = 9iai, 
-1 -1 

9i ai+1 9i = 9i+1 ai 9i+1' 

and 

Ii - jl > 1, 

(1O.26) 

(1O.27) 

(1O.28) 

and the graphical representation of equations (10.26},(1O.27) is given in 
figure 10.9. 

The element ai has no inverse (one cannot remove intersections) and 
that is the reason why the resulting structure of extending the braid group 
to intersections is not a group but an algebra. 
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A matrix representation including the intersecting elements is given by 
the 2n x 2n matrices [183], 

Ai = I ® ... ® A ® ... ® I, (10.29) 

where A is given by the matrix acting on Vi ® Vi+!: 
o 
a 

(1 - a)ql/2 
o 

o 
(1 - a)ql/2 

1- (1- a)q 
o 

(10.30) 

where a is another complex parameter. We see that the generalization of 
a polynomial to (double) intersections requires the introduction of a new 
variable in the polynomial. The skein relations for the new matrix are 

Ai = ql/4(1 - a)Gi l + ali, (10.31) 

and we see that the extension of a polynomial to intersecting loops pre­
serves the usual skein relations for the polynomial but requires additional 
skein relations that involve intersections. For the Kauffman bracket poly­
nomial the additional skein relation derived from the above expression 
is 

(10.32) 

For triple intersections a generalization of the braid group can also be 
given in terms of an algebra. There are three new added elements cor­
responding to triple intersections since different (unrelated by diffeomor­
phisms) spatial orientations of the incoming strands are possible. A gen­
eralization of the HOMFLYpolynomial to this case was given by Armand­
Ugon, Gambini and Mora [183] and it coincides with the construction we 
gave for the doubly intersecting case. The generalized polynomials depend 
on a number of extra variables due to the presence of intersections. 

It should be emphasized that there exist many non-equivalent exten­
sions of a given polynomial to intersecting knots. General expressions 
taking into account this fact are present in reference [183]. The extension 
that we presented above is a particular one, corresponding to the use of 
R matrix techniques. It is remarkable that this particular extension turns 
out to be connected with the knot polynomials that appear in topological 
field theories, as we will discuss in the next section. 

10.4 Topological field theories and knots 

The previous derivations concerning the Artin braid group and the knot 
polynomials, as attractive as they may appear in their own right, seem to 
have little connection with the rest of this book. Throughout this book 
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254 10 Knot theory and physical states of quantum gravity 

we have always considered functions of curves defined through explicit 
analytic expressions. In this chapter dependences on loops have up to 
this point been implicit and the resulting formulation seems ill suited to 
be mixed with the loop calculus developed in chapter 1. The missing link 
is provided in this section. 

Topological field theories are field theories that do not require the intro­
duction of a background structure (in particular, no background metric) 
for their definition. They are therefore naturally diffeomorphism invari­
ant. If one formulates these theories in terms of loops, the resulting 
quantities should be knot invariants. This may not appear to be a great 
surprise or advantage: after all the wavefunctions of quantum gravity 
are diffeomorphism invariant as well. There is, however, an important 
difference in the case of topological field theories. Most of these theo­
ries have only a finite number of topological degrees of freedom and as 
a consequence are exactly solvable. As a result they provide concrete 
computable expressions that are invariants of knots. 

This was precisely the insight of Witten [45] who noticed that com­
puting expectation values of loop dependent quantities in Chern-Simons 
and other topological theories one could come up with explicit, analytic, 
expressions for knot invariants. In the following section we will exploit 
these results to construct explicit quantum states of the gravitational 
field. Here we discuss the connection between Chern-Simons theory and 
the Jones polynomial in some detail. 

10.4.1 Chern-Simons theory and the skein relations of the Jones 
polynomial 

A Chern-Simons theory is a gauge theory in 2 + 1 dimensions where the 
action is given by the Chern-Simons form of a connection, 

BGS = 4~ J d3x €abcTr(Aa8bA c + ¥AaAbAc), (10.33) 

where k is the coupling constant of the theory. 
In contrast to the usual Yang-Mills action, the Chern-Simons action 

does not require the introduction of a metric or any other background 
structure for its definition. The Chern-Simons action is invariant under 
diffeomorphisms and (small) gauge transformations [59]. It is not invari­
ant under large gauge transformations (not connected with the identity). 
Moreover, the integral is crucial in providing the gauge invariance: the 
integrand itself is not invariant. The classical equations of motion of this 
action require that the connection be flat and the theory be gauge invari­
ant. The Chern-Simons action can be written for an arbitrary compact 
simple gauge group; however, we will restrict our attention to the BU(2) 
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10.4 Topological field theories and knots 255 

case. 
We can now proceed and perform a computation similar to the one we 

did for Yang-Mills theory in chapter 5, where we computed the value of 
the Wilson loop average. We recall that the Wilson loop average was 
identified as the generating functional of the Green functions of the the­
ory. The main difference is that in the present case we will be able to 
perform the computation explicitly. Because the system does not depend 
on any external structure the result for the Wilson loop average will be a 
topological invariant. Notice that we are talking about a Euclidean for­
mulation and the loops will exist in three dimensions. The expectation 
value of a Wilson loop is given by 

< W(-y} >= ! DA exp (i8cs) WA(-y}. (1O.34) 

This quantity is a knot invariant since 8cs is invariant under diffeomor­
phisms and we assume the measure D A has been chosen to be invariant 
as welL Which knot invariant is it? We will show it satisfies the 'skein 
relations of the Kauffman bracket polynomiaL The proof goes along the 
same lines as in the Makeenko-Migdal formulation of gauge theories that 
we introduced in chapter 5. 

In order to check the skein relations satisfied by the expectation value 
of the Wilson loop we will consider its change under the addition of an 
infinitesimal loop. If one considers a straight strand Lo in the notation 
of the previous section and one adds a loop one obtains a crossing L±, 
the plus or minus sign being determined by the orientation of the loop 
added. Similar considerations apply to the other types of crossings; upper 
and under crossings are related through the addition of a loop to an 
intersection. We are well equipped to study the change of expressions 
that are functions of loops under the addition of an infinitesimal loop, 
so we will do the calculation in this limit. If one wants to consider the 
addition of a finite loop, a resummation of all orders of perturbation can 
be formally done, as is discussed in reference [184]. 

The change of the expectation value of a loop under the addition of a 
small loop can be computed simply by evaluating the loop derivative. A 
derivation along these lines was first introduced (for the non-intersecting 
case) by Cotta-Ramusino, Guadagnini, Martellini and Mintchev [185]. 
For the intersecting case it was generalized in reference [137]. Smolin 
[186] introduced a slightly different perturbative derivation. The first 
proof of the skein relation was introduced by Witten [45] using rational 
conformal field theory techniques. 

We now consider the variation of the expectation value of a Wilson 
loop when a small loop of area (J'ab is appended to the loop 'Y. Let us first 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


256 10K not theory and physical states of quantum gravity 

consider the case without intersections. We get 

(Jab ~ab(X) < W(-y) >= i J dA (Jab F:b(X)Tr(TkU(-y~)) exp(iScs) , 

(10.35) 
where ~ab is the loop derivative and we have used 

~ab(X )Tr(U(-y)) = iF:b (x )Tr( TkU(-y~)), 

in which ,~ is a loop with origin at the point x. 

(10.36) 

The exponential of the Chern-Simons action has the property that the 
quantum electric field acting on it is equal to the magnetic field, 

k: exp (iScs) = -i 8!~ exp (iScs) = 4: Bk exp (iScs) . (10.37) 

Using this relation and integrating by parts, one obtains 

- 4~7r J dA(Jab~bc J dyC8(x - y)Tr(TkU(-y~)TkU(-y;)) exp(iScs). 

(10.38) 
The integral is proportional to the volume factor 

(JabEabcdyC8(x - y), (10.39) 

which, depending on the relative orientation of the two-surface ~ab and 
the differential dyC (which is tangent to ,), can lead to ±1 or zero. (This 
expression is only formal, a regularization is needed. We have absorbed 
appropriate divergent factors in the definition of the coupling constant 
in order to normalize the volume to ±1, see reference [184] for details.) 
Consequently, depending on the value of the volume, there are three pos­
sibilities 

8 < W(-y) > =0, 
37ri 

8 < W(-y) > = =fT < W(-y) > . 

(10.40) 

(10.41) 

These equations can be interpreted diagrammatically in the following way, 

A A 37ri A 

< W(L±) > - < W(Lo) >= =fT < W(Lo) >, (10.42) 

and when the volume element vanishes it corresponds to a variation that 
does not change the topology of the crossing. 

We therefore see that, to first order in the area of the added loop, the 
expectation value of a loop in Chern-Simons theory satisfies one of the 
skein relations of the Kauffman bracket polynomial. This is a quite non­
trivial result that is the root of the renewed interest in knot theory in the 
past decade. 

What about intersections? We introduced in the previous section skein 
relations for knot polynomials with intersections. Is Chern-Simons theory 
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10.4 Topological field theories and knots 257 

Fig. 10.10. The addition of a small loop at an intersection in the derivation of 
the skein relation 

associated with knot invariants for intersections as well? The answer is 
yes. It is quite remarkable that of the many possible extensions of knot 
invariants to intersecting loops, the one that is most naturally picked by 
Chern-Simons theory coincides with the one we introduced in the previous 
section. 

In order to derive the skein relation for intersections we consider as 
before an infinitesimal deformation of the loop consisting of the addition 
of a small closed loop, in this case at the point of intersection (see figure 
10.10), 

aab~ab(Y) < W(-y) >= ~ J dAaab€dabTr(TkU23(-y~)U41(-y~)) 
x 8A;(Y) exp(iScs). (10.43) 

Again, integrating by parts and choosing the element of area aab parallel 
to the segment 1-2 so that the contribution of the functional derivative 
corresponding to the action on the segment 1-2 vanishes (since the volume 
element is zero) we get 

aab ~ab < W(-y) > = - 4~7r J dAaab~bc J dvC8(y - v) 

x Tr(TkU23(-y~)TkU41(-y~)) exp(iScs). (10.44) 

Making use of the Fierz identity for the usual SU(2) matrices (the 
convention for T differs by a factor i /.,fi from the ones considered in 
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258 10K not theory and physical states of quantum gravity 

chapter 8), 

one finally gets 

kA kC 1 {'A {'C 1 {'A-"C 
T BT D = "2UDUB - 4UBUD , 

(Tab f1ab < W(r) >= 

(10.45) 

- 2~7f J dA (Tab~bc J dvCb(y - V)Tr(U23(rt))Tr(U41(rt)) exp(iScs) 

+ i; J dA (Tab~bc J dvCb(y - V)Tr(U23(rt)U41(rt)) exp(iScs), (10.46) 

where we have called Uij(r;;;) the holonomy from point Xl to X2 traversing 
through lines i and j. 

These relations can be interpreted as the following skein relation for 
the intersection: 

( i7f) 2i7f < W(L±) > = 1 ± k < W(LI) > ~k < W(Lo) >, (10.47) 

A (3i7f) A < W(L±) > = 1 ~ k < W(Lo) > . (10.48) 

In order to make a comparison with the link polynomials we must first 
notice that the results we have obtained correspond to a linear approxi­
mation, since we have only considered an infinitesimal deformation of the 
link. In order to consider a finite deformation we would have to consider 
higher order derivatives of the wavefunction. 

It is convenient to rewrite the relations obtained in such a way that 
the correspondence with those of the Kauffman bracket polynomial in 
the intersecting case is manifest. To do this we notice that the factor 
(1- 37fi/k) plays the role of q3/4 in the usual skein relation and therefore 
in the linearized case if we define q as q = exp( -47fi / k). Inverting relation 
(10.47) we get 

(10.49) 

which allows us to recognize that the value of the variable a of the gener­
alized Kauffman bracket polynomial is up to first order a = -27fi/k. 

The expression relating < W(L+) > and < W(L_) > can be obtained 
in this case by combining equations (10.49). Again we emphasize that 
the above proofs are only to first order in the area of the loop; in order to 
prove the skein relations for the addition of a finite loop one can formally 
sum the perturbative series and confirm for the finite case the result we 
found infinitesimally. A detailed discussion of this is presented in the 
paper by Briigmann [184]. 
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10.4 Topological field theories and knots 259 

So we see that the generalized Kauffman bracket, introduced in the 
last section for loops with double self-intersections from the R matrix 
representation of the braid group, is actually the loop transforms of a 
physical non-degenerate quantum state of the gravitational field defined 
by values of q and a that to first order in perturbation theory coincide 
with the ones presented above. 

It should be noticed that in order to recover exactly the expression for 
the polynomials introduced in the previous section we should normalize 
our results in such a way as to ensure that the value of the polynomials for 
the unknot is equal to one. This can easily be accomplished by dividing 
the above expressions by < W (unknot) >. This does not affect the skein 
relations and ensures the normalization condition. 

At this point the reader may be confused. Our promise was to produce 
via Chern-Simons theory explicit expressions for knot invariants. As a 
result of our construction we almost obtained this objective, except for 
the fact that the resulting polynomial is not a genuine knot invariant, 
but rather a regular knot invariant. Why is the resulting expression not 
invariant under Reidemeister moves of type (i)? 

The difficulty already arises if one considers the expectation value of 
a Wilson loop in the case of a U(l) Chern-Simons theory. In that case 
the integral is a Gaussian and the result is the exponential of the self­
linking number. The self-linking number is a quantity that involves a 
0/0 indeterminacy, which can be removed by considering a limit. The 
problem is that the limit is metric dependent. A way to view this is that 
the limit is a (metric dependent) regularization procedure and the result 
of it is not metric independent. Another way of viewing it is to consider 
a point-splitting regularization of the loop. In that case the final result is 
metric independent (it is the linking number of the split components of 
the loop) but depends on the particular way the loop is split. 

Another difficulty is added in the non-Abelian case. Since the Chern­
Simons form is not invariant under large gauge transformations and the 
Wilson loop is, the resulting integral is not expected to be invariant under 
large gauge transformations. Therefore, strictly speaking it cannot be a 
function only of a loop. How this problem relates to the framing ambiguity 
is not clear. However, it should be stressed that this problem does not 
arise in the Abelian case (in which all the transformations are small) 
but the framing ambiguity still persists. The fact that the non-Abelian 
Chern-Simons form is not invariant under large gauge transformations 
poses difficulties to doing computation in the non-Abelian case using the 
rigorous integration techniques of Ashtekar and collaborators [203]. 

The framing ambiguity issue completely disappears in the extended 
loop representation, since the extended holonomy is not invariant under 
large gauge transformations. This issue lies at the crux of the problem of 
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260 10 Knot theory and physical states of quantum gravity 

how much is it needed to extend the group of loops to account for these 
kinds of issues. Is the extension to framed loops enough, as the Chern­
Simons integral seems to suggest or does one really need to consider the 
full extended group of loops? These issues are at present not settled. 

10.4.2 Perturbative calculation and explicit expressions for the 
coefficients 

The original intention in connecting knot theory and topological field 
theories was that in this way one would obtain explicit expressions for 
knot invariants. Through the calculations of the last section we now 
know that there is an explicit connection between the expectation value 
of the Wilson loop in a Chern-Simons theory and the Kauffman bracket. 
Because Chern-Simons theories are perturbatively renormalizable, one 
can compute an explicit expression for the expectation value of the Wilson 
loop in terms of Feynman diagrams. Such an expression we know is equal 
to the Kauffman bracket. This equality will allow us to give explicit 
expressions for each of the coefficients of the Kauffman bracket. 

We therefore consider the expression of the expectation value of the 
Wilson loop in a Chern-Simons theory, 

< W(-y) >= J DAexp(iScs)WA(-Y), (10.50) 

and expand it in powers of the coupling constant k. In order to do this, 
we write the Wilson loop explicitly, 

00 

WA(-Y) = L: x al Xl .•. ai Xi (-y)Tr(Aal Xl ••• Aa; xJ, 
i=O 

and get as the result, 
00 

< W(-y) >= L:Xalxl ... aixi(-y) < Tr(Aalxl ···Aa;xJ >. 
i=O 

(10.51) 

(10.52) 

Therefore by evaluating the n-point functions < Tr(Aal Xl ••• Aa; X;) > 
perturbatively we can get the expression we were seeking. In order to 
perform the perturbative expansion one needs to introduce a background 
metric in order to fix the gauget . 

The expression for the propagator is finally given by [187] 

. . i .. (x - y)C 4 
< A~(x)Al(Y) >= "kCZJ€abc Ix _ yI 3 + O(ljk ), (10.53) 

t It can be seen that the background metric enters into the gauge fixed action as a commu­
tator of an arbitrary gauge fixing function with the BRST charge and therefore drops out 
from expressions involving physical states since the BRST charge annihilates such states. 
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10.4 Topolo9ical field theories and knots 261 

2 

2 + A + ... 

Fig. 10.11. The diagrammatic expansion of the expectation value of the Wilson 
loop. The circles with insertions correspond to the multitangents of order equal 
to the number of insertions. The wavy lines are the Chern-Simons propagators, 
which may be joined in triple vertices. The constant A = 37ri/k is related in the 
gravitational case to the cosmological constant 

where O(1/k4) may be vanishing but has not been carefully studied. We 
will not need explicit expressions at that order for our calculations. From 
it we define the quantity 

ik . . 
9ax by == 1211" < A~(x)At(y) >, (10.54) 

which we have already encountered in chapter 2 as the coordinate ex­
pression of the naturally defined metric in the space of transverse vector 
densities. 

The vertex for the theory is given by 

ik abc ( ) 411" € €ijk, 10.55 

which contracted with three propagators gives rise to the quantity, 

( 411")2 f 3 del 2 ik hax by cz = d W9ax dw9by ew9cz Iw€ + O(l/k ). (10.56) 

We can now proceed to write perturbatively an expansion for the poly­
nomial (shown diagrammatically in figure 10.11), 

311"i 911"2 2711"3 i 4 
Wk(-Y) = ao(-y) + al(-Y)T - a2(-Y) k2 - a3(-y)~ + O(l/k), (10.57) 

where 

ao(-y) = 2, 
( ) -Xaxby al 'Y - 9ax by, 

a2(-Y) = ~al(-y)2 - iA2(-Y), 

a3(-Y) = lal(-y)3 + i al(-y)A2(-Y) + &A3(-Y), 

and 

A ('Y) - h by x ax by cz + 9 9by d X ax by cz dw 2 - ax cz axcz w , 

(10.58) 
(10.59) 

(10.60) 

(10.61) 

(10.62) 
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262 10 Knot theory and physical states of quantum yravity 

A3(r) = -2 [(hI'11'20/yO/f3 hl'3 1'4 f3 - h1'11'40/yO/f3 hI'21'3(3) XI'11'21'31'4 

+ y( h ) XI'11'21'31'41'5 
1'11'3 1'21'41'5 c 

+ (2Y1'11'4Y1'21'5Y1'31'6 + !Y(1'11'3 Y I'21'5YI'41'6)J XI'11'21'31'41'51'6 ] , 

(10.63) 

where as usual greek indices correspond to a pair of spatial index and a 
point in the manifold. Actually, if 'Y were a multiloop, ao (r) would be 
two raised to the number of connected components of the loop. al (r) is 
the self-linking number of the loop that we have already discussed. A2 ('Y) 
is an ambient isotopic invariant associated with the second coefficient of 
the Alexander-Conway knot polynomial (the precise expression is given 
by !(A2 + 1\)) and is also related to the classical Arf and Casson knot 
invariants. This explicit expression was first obtained by Guadagnini, 
Martellini and Mintchev [205]. The third contribution has been obtained 
by Di Bartolo and Griego [47]. Central to finding the explicit form of 
the third order contribution has been the clear identification of the rela­
tions satisfied by the loop multitangents (algebraic constraints) which we 
discussed in chapter 2. 

One could continue giving explicit expressions for higher order coeffi­
cients. However, one would need refined expressions for the propagators 
which consider the higher order contributions of ghosts in the diagram­
matic expansion. 

To summarize, we see that the use of the diagrammatic expansions 
allows us to construct explicit analytic expressions for the coefficients of 
the knot polynomials. These expressions provide the completion of the 
ideas we introduced in chapter 2 in which we suggested that the use of 
the loop coordinates was good for discussing knot invariants. At that 
point we were not able to construct the invariants explicitly due to the 
lack of a natural metric in the space of multitangents (the only natural 
structure was the kernel used to construct the linking number). We see 
that through the use of Chern-Simons theory we can construct quantities 
that contracted with the multi tangents yield the knot invariants that we 
were intending to construct. We will see in the next section how to make 
use of these invariants to construct physical states of quantum gravity. 

Let us end this section with a discussion of framing in the context of the 
perturbative expansions. In the previous section we showed that the ex­
pectation value of the Wilson loop gave rise to the Kauffman bracket. We 
also saw that the Kauffman bracket was related to the Jones polynomial 
through a framing dependent prefactor that condensed all the framing 
dependence of the Kauffman bracket. The prefactor was equal to the 
exponential of the writhe. Recall that in the vertical framing the writhe 
coincides with the self-linking number. In the perturbative context, we see 
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10.4 Topological field theories and knots 263 

that the self-linking number arises in all the coefficients of the expansion 
of the Kauffman bracket. From the few coefficients we have computed we 
can get a glimpse of how the different contributions precisely combine to 
give the prefactor we found in the previous subsection. Explicitly, if one 
writes 

K(-y)q = q3/4a1 ('Y)J(-y)q 

311"i 1 911"2 2 1 2711"3 3 
= (1 + Tal(-Y) - "2 k 2 al(-Y) - 6~al(-y) + ... ) 

411"i 2 411"i 3 
x (1 + J2(-Y)( T) + J3 (-y)( T) + ... ), (10.64) 

where we have expanded the exponential of the self-linking number in 
powers of k and we have introduced an infinite expansion of the Jones 
polynomial (this corresponds to considering q = exp{411"i/k) as the vari­
able in the polynomial and writing it as a Laurent expansion in powers of 
k). We have used the fact that the first coefficient of the Jones polynomial 
vanishes [177]. From this expression, and comparing with the explicit ex­
pansions we introduced before, we see that J2(-Y), the second coefficient 
of the infinite expansion of the Jones polynomial, is proportional to the 
A2(-Y) invariant we introduced before. We also see that the presence of 
the terms involving the self-linking number in all the coefficients of the 
expansion just corresponds to the expansion of the prefactor introduced 
in the last subsection. 

Notice that we get an expression for the coefficients of the polynomial in 
a particular framing (vertical). This is quite reasonable, the polynomials 
are defined in a framing independent manner by the skein relations but 
if one wants a concrete analytic expression for their coefficients one has 
to give it in a definite framing. The particular framing that appears 
is determined by the details of the regularization procedure (recall that 
when we computed the skein relations for the expectation value of the 
Wilson loop we absorbed divergent factors; the correspondence between 
that regularization and the one chosen for the perturbative expansion 
determines the particular framing). 

It is not obvious to see explicitly from the expressions we introduced for 
A2 ('Y) that it is an ambient isotopic quantity, as it should be if it is to rep­
resent the second coefficient of the Jones polynomial. The issue has been 
discussed (for the non-intersecting case) by Guadagnini, Martellini and 
Mintchev [205] and they reach the conclusion that the second coefficient 
is framing independent. Similar reasonings apply to the third coefficient, 
though the issue has not been studied in detail. 

Do these analytic expressions apply for intersecting loops? Almost all 
of the expressions are ill defined if the loop has intersections. In order 
for them to be valid one has to add a prescription {for instance, a point-
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264 10 Knot theory and physical states of quantum gravity 

splitting regularization) at the intersections. The analytic expressions 
coincide with the coefficients of the extension of the polynomials to the 
intersecting case which we introduced through the extension of the braid 
group for some particular prescription for regularization at the intersec­
tions. This has only been analyzed for some simple cases and the issue 
deserves further study. 

10.5 States of quantum gravity in terms of knot polynomials 

We are now prepared to apply the notions of knot theory derived in the 
previous sections to the construction of quantum states of the gravita­
tional field. 

10.5.1 The Kauffman bracket as a solution of the constraints with 
cosmological constant 

As we noticed in chapter 8, in the factor ordering in which triads appear 
to the left there exists a solution to all the constraints of quantum grav­
ity with a cosmological constant given by the exponential of the Chern­
Simons form of the Ashtekar connection, 

wes[A] = exp (-1 J d3xlabcTr{AaobAc + iAaAbAc)) . (1O.65) 

If one considers the loop transform of such a state one gets, 

wes(r) = J DAWA(r)Wes[A] = J DAWA(r) exp (-1 8es [A]) , 

(1O.66) 
where with the conventions for the gravitational case 

8es = J d3xlabcTr{Aa~Ac + iAaAbAc). (1O.67) 

But this expression is precisely the same as the one we encountered 
when computing < W(r) > in the context of a Chern-Simons theory. 
The cosmological constant plays the role of the coupling constant k of the 
theory. We therefore know what the result is, it is given by the Kauffman 
bracket knot poly:t;lOmial in the variable A. Therefore the implication 
is that the Kauffman bracket solves in the loop representation all the 
constraints of quantum gravity with a cosmological constant. 

This suggestion appears as very striking and beautiful, since it allows 
us instantly to apply in quantum gravity elaborate results from Chern­
Simons theory. Before becoming too enthusiastic about this result, we 
should point out several things that make the proof of the above state­
ment far from solid. First of all, recall that in the Ashtekar formulation 
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10.5 States of quantum gravity in terms of knot polynomials 265 

of quantum gravity the variables involved are complex. In Chern-Simons 
theory the connection is real. Therefore the analogy of the expressions 
presented is only formal. For instance, the expression of the propagator of 
the theory diverges if the connection is complex. There is no result sup­
porting the existence of the path integral defining the expectation value 
of the Wilson loop if the connection is complex. The only expectation 
one can have is that whenever there is a well defined understanding of 
the complex loop transform, the final calculation will reduce to an ana­
lytic continuation of the real result of Chern-Simons theory. If that were 
the case, we would be justified in using the analogy. Another problem is 
that the state produced in the loop representation is not a genuine dif­
feomorphism invariant state, since a framing is required for its definition. 
At present, due to these difficulties, the results we present can only be 
taken as purely heuristic in terms of loops. The present attitude towards 
these problems is that loops may be insufficient to characterize all possible 
states in the quantum theory. The presence of a framing suggests that a 
formulation in terms of ribbons or thickened loops could be better suited 
to the treatment of these issues. At present, however, the only explored 
context in which they can be given some level of consistency is in terms 
of extended loops, where all quantities are regularized and the framing 
ambiguities disappear. We will devote the next chapter to the study of 
the extended representation and we will find that all the heuristic results 
that we introduced in this chapter will be mirrored - in a regularized 
context - in terms of extended loops. 

Why should one pursue this avenue at all? Why not simply admit that 
the transform of the Chern-Simons state is ill defined and forget it as 
a means of constructing states in quantum gravity? The answer will be 
given by the next sections. We will see that in spite of the difficulties of 
putting these results in a rigorous setting a quite non-trivial number of 
consistent results can be achieved. In particular we will see that the action 
of the constraints we found in the loop representation on the transform of 
the Chern-Simons state yield a series of remarkable results that confirm 
that there is a certain amount of truth behind the formal manipulations 
we perform. 

10.5.2 The Jones polynomial and a state with A = 0 

One may have an unsatisfactory feeling about the result introduced in the 
last section. After all it depended on an arguably vague analogy of the 
loop transform of the Chern-Simons state and the expectation value of 
the Wilson loop in a Chern-Simons theory. However, given the develop­
ments of chapter 8 we are in a good position to check that the Kauffman 
bracket is a state of quantum gravity directly in the loop representation. 
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266 10 Knot theory and physical states of quantum gravity 

We have explicit expressions of the polynomial and of the constraints in 
terms of loops and it is a matter of applying the constraints and check­
ing that the result holds. This will not be a rigorous proof either since 
the expression for the constraints in the loop representation was obtained 
through formal manipulations of either the loop transform or the elements 
of the T algebra. It is, however, quite reassuring that all these formal ma­
nipulations yield the same results. Moreover, we will find a remarkable 
surprise while doing this computational check: we will discover that some 
of the coefficients of the Jones polynomial must be annihilated by the 
Hamiltonian constraint of general relativity with A = o. 

The calculation will proceed order by order in the cosmological con­
stant, 

(10.68) 

The above expression is a polynomial in A. If it is to vanish, it has to do 
so order by order in A. To compute the different orders we substitute the 
expansion for the Kauffman bracket of the previous section. The result is 

Order AO: 

No 2(-y) = 0, (10.69) 

Order AI: 

(10.70) 

(10.71) 

and so on for higher orders. To obtain these formulae in the conven­
tions we are using for gravity one should replace ik/47r by -6/ A in the 
expressions derived in section 10.4.2. 

Notice that we have written 2(-y) for the number 2 that appears as 
leading order of the perturbative expansion of the Wilson loop. This is 
to emphasize that this constant is to be viewed as a constant function in 
loop space. What we mean by this is that operators like the determinant 
of the metric, which is a multiplicative operator in loop space will have a 
non-trivial action on it. 

Let us summarize the results we will find. We will mainly prove two 
things: 

(a) One can check by straightforward calculation that the contributions 
to the three orders in A that we listed all vanish. 

(b) We will see that in the contribution to order A 2 , the quantity 

(10.72) 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core


10.5 States of quantum gravity in terms of knot polynomials 267 

vanishes independently and therefore the second coefficient of the ex­
pansion of the Jones polynomial is annihilated by the Wheeler-DeWitt 
equation for vacuum general relativity with cosmological constant equal 
to zero. 

This last fact is one of the most remarkable results that arise from the 
loop representation. We find a new non-trivial, non-degenerate state of 
quantum gravity which we only know in terms of loops. We do not at 
present know its expression in terms of connections. We will see that its 
annihilation is the product of a very elaborate cancellation of terms. It 
may therefore be the manifestation of a very deep relationship between 
knot theory and the dynamics of quantum gravity of which we are un­
aware. There was no a priori reason to expect this coefficient to be a 
state and there is no simple explanation of why it is so. We will attempt 
an explanation in the next section. 

Let us now proceed to show these results explicitly. We start with the 
order A o. In that case we have the action of the Hamiltonian constraint 
with vanishing cosmological constant on the constant function in loop 
space 2(,). The Hamiltonian constraint trivially annihilates this function 
since the loop derivative involved in its definition does, due to the fact 
that it is a constant function. Notice that the determinant of the metric 
does not annihilate this function. We have found the first solution ever of 
all the constraints of quantum gravity that is only a solution for A = 0 and 
therefore can be interpreted as associated with a non-degenerate metric. 
The function is just a constant in loop space. We do not know its form 
in the connection representation, though we can intuitively picture it as 
a "delta function" in connection space, requiring the connection to be 
flat. This would automatically be annihilated by the constraints in the 
connection representation if one ignores regularization issues. 

In order to check that the other orders cancel we need to digress and 
consider in some detail the action of the constraints introduced in chapter 
8. Let us start with the expression of the Hamiltonian constraint of the 
vacuum theory. As we saw, such an expression acts non-trivially only on 
the intersections of loops. We have no problem considering intersections 
in the expressions for the coefficients introduced in the previous section, 
since we have generalized the polynomials appropriately to the case of 
intersecting knots. In order to simplify the treatment we will consider the 
explicit action of the constraints for the case of a triple self-intersecting 
knot. We saw in chapter 8 that this is the minimal number of intersections 
one needs in order to produce states of quantum gravity that are not 
annihilated by the constraints for an arbitrary value of the cosmological 
constant. This is due to the fact that the definition of the determinant of 
the metric requires a loop with a triple tangent vector at (at least) one 
point in order to be non-vanishing. 
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268 10K not theory and physical states of quantum gravity 

The expressions for the constraints we introduced in chapter 8 are com­
pletely general, we only need to particularize them to the case of interest. 
As we have argued before it is, in general, incorrect to introduce limita­
tions in the space of loops to consider states with loops with a certain 
number of intersections. This is not what we are doing here. We are just 
exhibiting the triple self-intersecting calculation for the sake of clarity but 
the calculation for an intersection of arbitrary order is done in exactly the 
same way, only additional terms arise. In particular, we will consider the 
calculation in the next chapter in terms of the extended representation 
(which includes all kinds of intersections, even non-isolated ones) and the 
result is the same. 

Let us now consider the expression for the Hamiltonian constraint in­
troduced in chapter 8, 

H{x)w(--y) = 2 i dy[b i dza16{x-y)6{x-z)~ab(--y;)W(--y~o')'~o)' (1O.73) 

We consider a state that is a function of a loop with a triple self­
intersection,), = ')'1 0 ')'2 0 ')'3, where ')'i are the petals forming the loop 
joined at the intersection point. The above expression particularizes to 

Ho{x) W(')'1 0 ')'2 0 ')'3) = 2{2xbx(')'t}xax(')'2)~ab(')'3~)W(')'1 0 'Y3 0 'Y2) 
+2Xbx {')'t}Xax (')'3)~ab{ ')'3~)W{ ')'1 0 ')'2 0 'Y3) 
+2Xbx(--y2)Xax(--y3)~ab{(--y3 0 ')'t}~)W(--y2 0 'Yl 0 'Y3)}, (1O.74) 

h - -1 were ')'i = ')'i . 

The above particularization is obtained as follows. First notice that 
the action of the constraint is only non-trivial at the intersection point, 
which we label x. The point x arises several times when one traverses the 
loop from beginning to end and there are three different tangent vectors 
at it (we assume the loop has no kinks at the intersection, i.e., all lines go 
"straight through", as we discussed in chapter 8). The three non-trivial 
contributions arise when the loop derivative is contracted with the tangent 
vectors 1,2, 1,3 and 2,3. Each of these possibilities arises twice but it 
is easy to see that their contributions are the same as the ones we list 
here so we account for them by an overall factor of 2. We therefore start 
traversing the loop with the two integrals that appear in the constraint 
and compute the non-trivial contributions. The origin of the loop can be 
taken at an arbitrary point, which we fix at some point of the loop ')'3' 

The first contribution appears when the integral in y has traversed from 
the origin to the point x along ')'3 and therefore is at the origin of the 
loop ')'1, and the integral in z has traversed the first petal of the loop, ')'1, 

completely and is at the beginning of the loop ')'2. The contribution then 
has a multitangent corresponding to the origin of ')'1, one corresponding 
to the origin of ')'2 and the argument of the loop derivative is the portion 
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10.5 States of quantum gravity in terms of knot polynomials 269 

of the loop '1'3 going from the origin to the intersection point. The second 
contribution is analogous to the first one but the integral in z has moved to 
the beginning of the third loop, '1'3. The last contribution has the integral 
in y moved to the beginning of the loop '1'2. The integral in z can only 
give a non-trivial contribution when reaching the beginning of'1'3 (we have 
already counted the possibility that it could be in '1'd. Since the variable in 
y is now at the beginning of '1'2 (or the end of '1'1) we denote so in the path 
dependence of the loop derivative. Since we are taking care explicitly 
of the ordering along the loop of the integrals, we denote the tangent 
vectors of the loops (and the associated distributions) simply through the 
first order multitangents evaluated at the corresponding loops. 

We did not present in chapter 8 an explicit expression for the determi­
nant of the metric, but it can be computed straightforwardly using the 
same techniques used for the Hamiltonian. The result is [206] 

d~tqw(')') = -4€abcXax(')'1)Xbx(')'2)Xcx(')'3) 

X (w(')'n3;b) + w(')'2'1'li3) + w(')'2'1'3il)) . (10.75) 

Both the expression for the Hamiltonian and the determinant of the 
metric are cyclic expressions in terms of the three petals of the loop, in 
spite of the fact that their immediate appearance is that they are not. 

Let us now consider the expression to order AI . First let us concentrate 
on the action ofthe determinant of the metric on 1(')'). As we argued, it is 
non-vanishing and immediately we can see it is equal to €abci'fi'h~ 1(')'). 

To compute the action of the Hamiltonian constraint on al ('1') we con­
sider the explicit form of the wavefunction, the linking number, for a triple 
self-intersection. This is given by 

al(')'l 0 '1'2 0 '1'3) = gl'vXI'(')'l 0 '1'2 0 '1'3) Xv (')'1 0 '1'2 0 '1'3) 

= gl'v(XI'(,),d + XI'(')'2) + XI'(')'3))(Xv(,),d + Xv (')'2) + Xv (')'3)), 
(10.76) 

and as usual greek indices refer to a pair of spatial index and spatial point 
J.Ll = al Xl· 

We now recall the techniques that we used in the calculation in chapter 
4 of the action of the Hamiltonian of Maxwell theory on the vacuum state. 
The loop derivative acts on each first order multitangent producing the 
derivative of a delta function. Explicitly, 

(10.77) 

Care should be exercised when one considers the particularization of this 
expression for the petals of the loop. For instance, ~ab(')'3~)w(,),d is non­
vanishing for the loop considered since the deformation introduced by the 
loop derivative acts at the beginning of the petal '1'1. As a consequence 
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270 10K not theory and physical states of quantum gravity 

L\ab(-y3~)q,(-y2,3) = 0, and similarly for the other petals. 
We can therefore write the action of the loop derivative in the first term 

of the Hamiltonian, 

L\ab(-y3~) al (-YI 0 'Y3 01'2) = 

L\ab(-y3~)[gIl1l.!2 (XJLl ('Y1) - Xlll (,2) - Xlll (-Y3)) 
X (X1l2 (-yt) - XIl2 (-Y2) - XIl2 (-Y3))] = 
28~1 o~]8(x - XI)gal Xlll2XIl2 (-YI 01'2 01'3), (10.78) 

where we have used XIl(-y) = -XIl(1') (as discussed in chapter 2). 
We can now integrate by parts the derivative of the delta function. In 

order to do this, it is useful to introduce the following relation, which can 
be directly obtained from the definition of the propagator g: 

O~9b]xcy = 8(x - y)f.abc - 9axbyO:; (10.79) 

which together with the transverse character of the first order multitan­
gents implies 

28a1oX8( ) X a2X2( - -) -[b a] X - Xl 9alXl a2X2 ,1 0 ,2 0 ,3 -

-2Ea2ba8(X - X2)Xa2x2(-Y1 01'201'3).(10.80) 

Similar contributions are obtained from the other terms in the Hamil­
tonian, which combined with the multitangents that multiply the loop 
derivative yield 

(10.81) 

This expression exactly cancels out the contribution from the determi­
nant of the metric on 2(-y), which implies that the contribution to order 
A 1 vanishes. 

We now consider the A 2 contribution. The determinant of the metric 
on the linking number produces a contribution of five first order multitan­
gents contracted with an Eabc and a propagator of Chern-Simons theory. 
If one considers the action of the Hamiltonian on the linking number 
squared the loop derivative acts on the linking number and produces Eabc 
contracted with three multitangents, as in the contribution of order AI , 

times a linking number. The two contributions cancel each other and the 
A 2 contribution vanishes if and only if 

(10.82) 

This calculation can be checked explicitly in exactly the same way as 
the others. The whole calculation is just more tedious since the different 
reroutings affect A2(-Y) in a less trivial fashion and the loop derivative 
acts in various points. There also appear loop derivatives of higher order 
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10.5 States of quantum gravity in terms of knot polynomials 271 

multitangents, which we presented in chapter 2. Many terms are gener­
ated by the action of the Hamiltonian, involving multitangents of order 
three, four and five. In the end they all cancel [209]. We will present an 
explicit proof of this in the next chapter since in terms of the extended 
loop coordinates the resulting expressions are more concise. 

The remarkable fact is that in order for the expression of order A2 to 
vanish we see that A2(-r), which was the second coefficient of the infinite 
expansion of the Jones polynomial, has to be annihilated by the Hamilto­
nian constraint with vanishing cosmological constant. It can easily be seen 
that it is not annihilated by the determinant of the metric and therefore is 
the second solution we find to all the constraints of quantum gravity that 
is non-degenerate in the sense that we discussed in chapter 8. It is the 
first non-trivial one, in the sense that the previous one we found was just 
a constant. It is quite remarkable that this highly non-trivial expression 
is annihilated by the Wheeler-DeWitt equation in loop space. 

If one continues this analysis to higher order one checks that at third 
order the contribution also vanishes, but the "miracle" that happens at 
the second order is not repeated: the different contributions cancel among 
themselves but one cannot identify any portion that is annihilated alone 
by the vacuum Hamiltonian constraint. The reason why something "spe­
cial" happens at order two will be discussed in the next section. It is pos­
sible that it repeats at higher orders, but this has not yet been checked. 
An important point to be stressed is that any candidate to solution of the 
Hamiltonian constraint should also be compatible with the Mandelstam 
identities. This happens to second order, it does not happen at third and 
is yet to be investigated at higher orders. 

We will see in the section 10.5.3 why the second order coefficient seems 
to play a special role and we will see that it is related to the role that the 
Gauss linking number plays in the theory. 

It is interesting to notice that the above calculations have been per­
formed for a loop with a triple self-intersection but they actually work 
for any loop. In particular for loops with double self-intersections, one 
can check the calculations very rapidly: any expression involving €abc con­
tracted with three tangents automatically vanishes, and therefore all the 
terms that canceled among themselves in the above proof vanish indepen­
dently. 

We have therefore checked perturbatively that the Kauffman bracket is 
a solution of the constraints of quantum gravity with cosmological con­
stant, as the conjunction of the loop transform and the Witten argument 
had suggested. The verification has been order by order for only the first 
four orders, but we see that even at that level several non-trivial cancel­
lations had to occur. Remarkably, we found as a by-product a completely 
new solution to the vacuum constraints that we did not know a priori 
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272 10 Knot theory and physical states of quantum gravity 

and which at present we cannot connect with any known expression in 
terms of connections. We can therefore see the power of working in the 
loop representations from the point of view of generating solutions of the 
constraints. 

The new solution generated is given by the second coefficient of an in­
finite expansion of the Jones polynomial. Since the first coefficient (2(-y)) 
is also a solution, this led to the conjecture [52] that maybe the whole 
polynomial was a solution of the constraints with A = O. It seems at 
present that this is not the case. Detailed calculations [210] for the third 
order show that the third coefficient of the expansion is not a solution 
and a generic argument shows that if Kauffman being a solution with A 
had to imply that Jones was a solution with A = 0, Jones should satisfy 
several relations it is known not to satisfy. It seems therefore that the con­
struction singles out the second coefficient as a very special quantity. We 
will show in section 10.5.3 an argument as to why the second coefficient 
vplays such a singular role. 

10.5.3 The Gauss linking number as the key to the new solution 

As we have seen, there is evidence that the Kauffman bracket is a solu­
tion of the Hamiltonian constraint of quantum gravity with cosmological 
constant. The Kauffman bracket is given by the loop transform of the 
exponential of the Chern-Simons form, 

(1O.83) 

As we argued, due to the results of Witten and others we know how to 
compute this quantity explicitly for any gauge group. It is interesting to 
notice that if the group is U{l) [196, 45], 

exp ( - ~ al(-Y)) = J DA exp ( - ! Bcs) W'Y[A], (1O.84) 

and Bcs = f d3xlabc Aa8bAc and the convention for the Abelian Wilson 
loop is W'Y[A] = exp{i 1'Y dya Aa). 

So we see that the prefactor that relates the Kauffman and Jones poly­
nomials arises like the "Abelian limit" of the Kauffman bracket. (There 
is a difference in the numerical factor 24 due to the fact that conventions 
are slightly different and the Abelian limit of an BU(2) theory yields three 
U{l) contributions). In particular, it is easy to see that in the perturba­
tive expansion if the group is Abelian all the vertex terms drop out and 
one gets a resummation of the exponential of the linking number. 

Now, the Kauffman bracket solves the Wheeler-DeWitt equation with 
a cosmological constant. Is there any sense in which one could take the 
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Abelian limit of this fact and argue that the exponential of the linking 
number does too? The quick answer to this question is no. There is 
no systematic way of considering "Abelian limits" in terms of the loop 
representation, since the non-Abelian nature of the group is embodied 
from the beginning in the kinematic structure of the theory. Moreover, 
the expressions for the Hamiltonian constraint and the determinant of the 
metric collapse in the Abelian limit in terms of connections. However, this 
idea of exploring the Abelian limit of the Kauffman bracket will lead us 
to a new solution of the constraints of quantum gravity. 

Consider the action of the Hamiltonian constraint on the exponential 
of the self-linking number. The calculation can be immediately done 
based on the experience of section 10.5.2. Due to the Abelian nature 
of the self-linking number, the reroutings have a trivial action and the 
loop derivative has the effect we discussed when acting on the self-linking 
number. It is not difficult to see that the total action of the vacuum 
Hamiltonian constraint on the exponential of the self-linking number is 
equal to the action of the determinant of the metric [206]. We therefore 
have the remarkable fact 

(1O.85) 

We have therefore found another non-trivial solution of all the con­
straints of quantum gravity in the loop representation. This solution is 
completely novel: we do not know its counterpart in the connection rep­
resentation. It can be loosely understood in terms of the Abelian limit 
ideas that we introduced, which have no apparent counterpart in the con­
nection representation. It is unfortunate that these ideas cannot be given 
a more concrete implementation, since they could possibly serve as a basis 
to construct other solutions to the constraints by considering "expansions 
in terms of Abelianness". 

The remarkable fact is that this solution can be viewed as the root of 
the results we introduced in section 10.5.2. Since the exponential of the 
Gauss linking number is a solution with cosmological constant and so is 
the Kauffman bracket, we could consider their difference, divided by A2 , 

D{ ) _ K(r)A - exp{Aal(r)) 
, A - A2 ' (1O.86) 

and this quantity solves the Hamiltonian constraint with cosmological 
constant. 

Each polynomial solution with a cosmological constant corresponds, in 
the limit A --+ 0, to a solution of the constraint flo. For instance, the 
Kauffman bracket produces in that limit 2(r), which we showed was a 
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274 10K not theory and physical states of quantum gravity 

solution of Ho. In the case of D we have 

A2b) = lim Db). 
A--+O 

(10.87) 

So we see that the fact that the exponential of the self-linking number is 
a solution of the Hamiltonian constraint with a cosmological constant has 
the direct consequence that A2b) has to be a solution of Ho. 

Unfortunately, there is no simple way of constructing a similar argu­
ment for the higher coefficients. The root of this difficulty is that the 
motivation for finding this solution, based on notions of Abelian limit, 
was quite vague and cannot be embodied in an approximation scheme. 
Our lack of understanding of the Abelian limit in the loop representation 
also prevents us from making a clear connection with expansions of the 
theory in terms of Newton's constant ("weak" [207] and "strong" [208] 
limits) and should be studied more carefully. 

10.6 Conclusions 

We have seen that the developments in knot theory, in particular the ideas 
of knot polynomials, can be successfully extended to the case of intersect­
ing loops and be used in practice to construct quantum states of gravity. 
We have succeeded in constructing two different states with cosmological 
constant and two states of the vacuum Hamiltonian constraint. They all 
solve the constraints in very non-trivial fashion and several of them have 
no simple counterpart in terms of the connection representation that we 
know of at present. In a sense this chapter has unleashed the full power 
of the loop representation in that it allows us to make effective use of the 
notions of knot theory to solve the constraints. All the solutions that we 
have discussed here were presented in a formal fashion and only exhibited 
explicitly for the case of a triply self-intersecting loop. One could try to 
regularize them using point-splitting or loop-thickening techniques such 
as the ones we introduced in chapter 8 for the non-intersecting solutions 
and also generalize the results to loops with more intersections. It is in­
triguing that all solutions with cosmological constant are regular isotopic 
invariants whereas the solutions with A = 0 are ambient isotopic. We will 
postpone the discussion of all these issues to the next chapter where we 
will discuss these solutions in terms of the extended loop representation 
in which all regularization issues can be analyzed in a clear fashion. We 
will see that the solutions survive the scrutiny of a careful regularization. 
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11 
The extended loop 
representation of 
quantum gravity 

11.1 Introduction 

In chapter 2 we saw that the extended loops arise as natural extensions of 
the group of loops into a Lie structure. We also saw in chapter 4 that the 
use of extended loops provided a natural framework for the regularization 
for Maxwell theory. The intention in this chapter is to explore to what 
extent they can be useful for addressing regularization issues in quantum 
gravity. As an important by-product we will find that they are also an 
efficient computational tool for discussing several issues related to the 
solution space of quantum gravity and the action of the constraints. 

Regularization issues in quantum gravity are considerably more in­
volved than those of Maxwell theory. It is therefore remarkable that 
there is a formal similarity with the case of Maxwell theory. In that 
case one of the regularization difficulties that we confronted in the loop 
representation was that the vacuum of the theory, 

(11.1) 

where Kab(X - y) was the (distributional) Feynman propagator, was an 
ill defined quantity. Apart from this difficulty in the definition of the 
wavefunctions one also had the expected regularization problems of the 
Hamiltonian, which was quadratic in momenta. 

The ill definition of the vacuum in Maxwell theory appears remarkably 
similar to the problem of framing that we confronted in the loop repre­
sentation of quantum gravity in the previous chapter. As we saw there, 
the exponential of the self-linking number, 

\]fo(r) = exp ( - ~ i dxa i dyb9aXbY) (11.2) 

where 9ax by is the (distributional) propagator of Chern-Simons theory, 
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276 11 The extended loop representation of quantum gravity 

was a solution to all the constraints and embodied all the framing ambi­
guities that are present in the Kauffman bracket. The similarity of the 
two expressions, the one corresponding to Maxwell theory and the one 
corresponding to gravity is quite striking. 

A word of caution should be said about jumping to the conclusion that 
the similarity of these two problems necessarily implies their solutions 
should be the same, It is true that going to extended loops fixes the reg­
ularization problems of Maxwell theory and allows us to recover the Fock 
structure of the theory. However, one expects that in quantum gravity, 
due to the diffeomorphism invariance, the structure of the theory will be 
quite different from a Fock structure. Intuitively, one expects diffeomor­
phism invariance will yield some sort of discrete structure, possibly better 
suited for a description in terms of loops, which are essentially discrete, 
than extended loops, which are inherently continuous. At the moment, 
however, the picture is far from clear and the attitude should be to explore 
all possible avenues to regularize the theory in order to be able to decide 
which is the better strategy. Because of its natural formulation in terms 
of objects to which we can apply the usual rules of functional calculus, the 
extended loop representation presents an attractive formulation in which 
we can set many of the unsolved questions about regularization raised in 
the previous chapter. 

Another issue related to the use of extended loops is that part of the 
geometric flavor that representations in terms of loops have is lost. For 
instance, we saw in chapter 8 how the diffeomorphism invariance of general 
relativity was naturally coded in the ideas of knot theory. In the extended 
representation this connection is lost and the diffeomorphism constraint 
has to be treated as a functional equation. Not everything is lost, since 
as we will see, several of the ideas of knot theory can be generalized to 
the extended representation. These issues, connected with the problem 
that extended holonomies may have convergence problems, have led to a 
general feeling that some intermediate avenue between ordinary loops and 
extended loops could be the genuine framework for quantizing gravity. At 
present, however, such a framework has not been developed. 

The proposal to use extended loops to build a representation for quan­
tum gravity was first advanced in references [224, 225]. 

The structure of this chapter is as follows. We start with a discussion 
of wavefunctions and their identities in terms of extended loops. We then 
write the constraints in terms of the extended representation via the loop 
transform. We then proceed to find the extended version of the solutions 
to the constraints that we discussed in chapter 10. The usual loop repre­
sentation is then obtained as a limit of the extended representation. We 
end with a discussion of the regularization of constraints and solutions in 
terms of this representation. 
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11.2 Wavefunctions 277 

11.2 Wavefunctions 

We start by discussing general properties that wavefunctions in the ex­
tended representations must satisfy. Wavefunctions are related to those 
in the connection representation by the extended transform, 

\lI{X) = ! DA \lI[A] Wx[A], (11.3) 

with Wx[A] the extended Wilson loop, 

Wx[A] = Tr{HA[X]) = Tr[A~] X~, (11.4) 

where the notation is as usual, indices with tildes represent sets of pairs 
of vector indices and space points/:!; = (al Xl ... an xn) and repeated 
indices with tildes imply integrations over the XiS, Einstein convention 
summations on the ai's and a summation on n from zero to infinity. The 
notation A~ denotes the product Aal (Xl) ... Aan (xn). 

In order to have a gauge invariant Wilson loop, the multitensors X 
must satisfy the differential constraint, 

(11.5) 

and we call the space of such multitensors Vo. Notice that we do not 
require the algebraic constraints that we introduced in chapter 2. At 
this point one has a choice of which precise kind of extended representa­
tion one wants to consider. The choice to ignore the algebraic constraint 
has the payoff that the resulting representation is simpler, because one 
avoids dealing with non-linear constraints. The price is that the degree 
of redundancy in the description is higher. 

As in the case of loops, the structure of the particular gauge group 
imprints on the wavefunctions in the extended representation a series of 
relations, the Mandelstam identities. When we introduced the Mandel­
starn identities in chapter 3 for usual loops we did it by considering the 
properties of the traces of products of group elements, which in that case 
were the holonomies. In the extended case, this is not possible, since 
the holonomies no longer belong to the gauge group, as we discussed in 
chapter 2. It turns out that the Mandelstam identities in the extended 
case arise as a consequence of the properties of the traces of products 
of the connections Tr{Aal {xt} ... Aan (xn)) combined with the linearity of 
the extended holonomies in terms of the multitensors. Their explicit form 
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278 11 The extended loop representation of quantum gravity 

is 

WX1XX2[A] = WX2X X1[A], 
Wx[A] = Wx[A], 

WX1 [A]WX2 [A] = WX1 xX2 [A] + WX1 xX2 [A]. 

(11.6) 

(11.7) 

(11.8) 

The first identity corresponds to the usual cyclic property of traces. 
The second one corresponds to the inversion of loops W-y[A] = W-y-l [A] 
which in terms of extended loops corresponds to inversion of the indices, 

xlJ.l ... lJ.n == (_l)nXlJ.n ••• IJ.1. (11.9) 

This equation corresponds (when particularized to loops and making 
use in that case of the algebraic constraint) to the expression for the 
inverse of a multitensor that we introduced in chapter 2. Notice that in 
general it is not the inverse multitensor. 

In terms of wavefunctions the identities translate into 

W(XI x X2) = W(X2 x Xt}, 
w(X) = w(X), 

W(XI XX2 xX3) + W(XI xX2 XX3) = 

(11.10) 

(11.11) 

W(X2 XXIXX3) + W(X2 XXIXX3). (11.12) 

The identity corresponding to loop inversions (11.11) implies in the ex­
tended representations that wavefunctions must depend on the extended 
coordinates through the combination 

1 RlJ.l ... lJ.n = '2 [XlJ.l ... lJ.n + (-It XlJ.n ... lJ.l] , (11.13) 

where the Rs satisfy the following symmetry property under the inversion 
of the indices 

(11.14) 

An important property of the wavefunctions in the extended represen­
tation is that they are linear functions of the extended coordinates. This 
is due to the fact that the extended Wilson loop is also a linear function 
of the extended coordinates. The general form of a wavefunction in the 
extended representation is therefore given by 

W(X) =D~X~, (11.15) 

and all the information of the particular wavefunction is coded in the 
coefficients D. In turn, the properties that the wavefunctions have as a 
consequence of the Mandelstam identities are translated into properties 
of the coefficients D, 

D -D( ) 1J.1 ••• lJ.n - 1J.1···lJ.n c' (11.16) 
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11.2 Wavefunctions 

Dl'l"'l'n = (_l)n Dl'n ... l'l' 

D 1'1 ... l'kl'k+l ... l'n + (_l)k D I'k ... 1'1I'k+l ... l'n = 

lD(l'l ... l'k)cl'k+l ... l'n + (-l)klD(l'k"'I'!)cl'k+l"'l'n Vk, 

where c indicates the cyclic combination of indices, 
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(11.17) 

(11.18) 

D(l'l"'l'k)c = D(l'l 1'2 ... l'k) + D(1'2 1'3 ... l'k I'!) + ... D(l'k 1'1 ... l'k-d· (11.19) 

The linearity is a remarkable property of the wavefunctions in the ex­
tended representation. Notice that all the wavefunctions explicitly known 
in the loop representation for quantum gravity have this property when 
they are written in terms of the multitangent fields. Moreover, this prop­
erty will also be inherited by the operators that we can construct in the 
extended representation. In general, the linearity of the wavefunctions 
could be imposed by means of the "linearity constraint" C, 

c'(X') \If(X) = X'~ ox~x~ \If (X) = 0, (11.20) 

where X, is any object that satisfies the differential constraints. The 
functional derivatives produce elements of the extended group of loops 
and therefore the second functional derivative is the group product of the 
resulting elements. The addition of the element X, is to ensure that the 
result is a function of multitensors that satisfy the differential constraint 
(Le., it makes the linearity constraint a well defined operator on the space 
of wavefunctions with support on V o). 

Any observable of the theory has to commute with the linearity con­
straint. This means that the action of any quantum observable on a 
wavefunction reduces to a shift in the argument of the wavefunction. The 
linearity in the wavefunctions is in correspondence with the proliferation 
of arguments. One trades the non-linearity of the wavefunctions in terms 
of a connection for an increased number of arguments in the extended 
representation. This is a technique that is applied in constructive quan­
tum field theories for non-linear theories, where non-linearities are traded 
for an increase in the number of variables. 

An example that clarifies these issues of linearity and proliferation of 
variables is given by the usual Fourier representation of the quantum me­
chanics of a free particle in one dimension. The usual theory has wavefunc­
tions in the position representation \If(x) and momentum representation 
\If (k) related by the usual Fourier transform. The idea of extended repre­
sentation is to substitute the basis of the Fourier transform by an infinite 
parameter basis, 

exp(ikx) -+ ko + k1x + k2X2 + k3X3 +... (11.21) 

and the resulting wavefunctions in the "extended" representation are 
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280 11 The extended loop representation of quantum gravity 

given by linear functions of an infinite tower of ks, W(k). The linear­
ity is imposed by a linearity constraint 8218ki8kjW(k) = 0 

One can write the physical operators of the theory in terms of such a 
representation, and they all become linear operators, 

00 8 
i: = L kn-l 8k ' 

n=O n 

00 8 
P = L(n + 1)kn+1 8k ' 

n=O n 

. , 1 00 8 
1t = 2m = 2m E (n + l)(n + 2)kn+2 8kn ' 

which commute with the linearity constraint. 

(11.22) 

(11.23) 

(11.24) 

How is the usual theory recovered? Since one has first class constraints 
(the linearity constraints), one can fix the gauge generated by them. In 
particular one can choose kn = kf In! and one recovers the usual theory 
free of constraints. If one decides to quantize the theory before fixing the 
gauge, the usual theory is recovered by considering analytic functions of 
the tower of ks and introducing an inner product that implements a gauge 
fixing similar to the one discussed. 

At the moment this seems like a futile exercise: we have converted the 
simplest quantum mechanical problem into a field theory with an infinite 
number of variables and constraints. It is true that for the example of 
a free particle nothing is gained in solving the theory in this way. In 
the case of gauge theories, however, one knows that fixing the gauge is 
not necessarily the easiest way of solving a theory. The attractiveness of 
having a theory cast in terms of linear functions and first order differential 
operators may well compensate for the proliferation of variables (a less 
obvious problem in a theory that from the outset has an infinite number 
of degrees of freedom). 

An intriguing point is that the resulting quantum theory with linear 
wavefunctions and first order operators could, in principle, be obtained 
as the canonical quantization of a classical theory with constraints and 
operators linear in momenta. The classical theory involved has an infinite 
number of degrees of freedom and the linearity implies the use of Grass­
mann variables in its formulation. These classical theories have not been 
studied in detail at present. 

11.3 The constraints 

We now proceed to write the constraints of quantum gravity in terms 
of the extended representation. We will proceed formally via the loop 
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11.3 The constraints 281 

transform exactly as we did in chapter 8. We could also proceed via the 
construction of a non-canonical algebra which is the natural generalization 
of the T algebra to the extended case. As we argued at length, the results 
one gets are equivalent to those of a loop transform and involve a similar 
number of formal manipulations. We will therefore concentrate on the 
loop transform approach. 

11.3.1 The diffeomorphism constraint 

We start with the diffeomorphism constraint. The action of this constraint 
on the wavefunctions W (R) is defined by 

(11.25) 

The constraint acting on w(A) can be applied on the generalized Wilson 
functional integrating (formally) by parts. As a result we get 

Caxw(R) = J DAw[A] [Faib(X) 81i WR[A]]. 
bx 

(11.26) 

At this point it is useful to introduce some notation that will prove 0< 
beneficial in the calculations. Let 8~ be defined as 

if n(~) = n({!,) = n 2 1 

if n(~) = n({!,) = 0 

otherwise, 

(11.27) 

where n(~) is the number of indices of the set ~. The 8 matrix allows us 
to write the group product defined in chapter 2 as 

(El X E2)~ = 8~ Ef E~. (11.28) 

Notice that in particular 

(11.29) 

where 80< are the "vectors" with components (80<)~ = 8~. 
~ ~ ~ 

The functional derivative of any product of As can be written with the 
help of the 8 matrix as 

(11.30) 
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where the TS are the generators of the SU(2) algebra with the conventions 
of chapter 8. Taking the trace of the above expression we get 

(11.31) 

The curvature tensor involved in the definition of the constraint can be 
written as 

(11.32) 

where :Fab represents the element of the algebra of the extended loop 
group with non· vanishing components, 

:Faba1X1(X) = 6:~d 8d 6(Xl - x), 
:Fabalxl,a2X2(x) = 6:~a2 6(Xl - x) 6(X2 - x). 

(11.33) 
(11.34) 

Using (11.31) and (11.32) we obtain the following expression for the 
action of the diffeomorphism constraint on the generalized Wilson func· 
tional: 

Putting expression (11.35) in the expression of the differential con­
straint and using (11.28) we obtain 

Caxw(R) = f DAw[A] Tr(A~ [:Fab(X) x R(bX)]e. 

= W(:Fab(X) x R(bx»), (11.36) 

where we have introduced the element of the group R(bx) which has com­
ponents defined by 

(11.37) 

and satisfies the differential constraint (on the M indices) basepointed at 
x. 

We therefore see that the action of the diffeomorphism constraint re­
duces to a shift in the argument of the wavefunction, as we suggested, due 
to the linearity of the operator. The operator can, of course, be written 
as a first order differential operator, 

(11.38) 
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11.3.2 The Hamiltonian constraint 

Let us now consider the construction of the Hamiltonian constraint in the 
extended representation. 

In this case we have to use the properties of the SU(2) algebra in order 
to take into account the two derivatives that appear in 1t(x). We have 
now 

1t(x) W(R) = J DA w[A] €ijk [Fb~(X)---;- J:AOk WA(R)]. 
oAbx U ax 

(11.39) 

From (11.31) we get the following expression for the second functional 
derivative 

o 0 k 0 (ax~c 
--, OAk 'fr(An) = 'fr(T -,-, A.a) On = 
oA~x ax '" oAbx '" '" 

k j It-bx~ (ax~c k j (axlt-bx~c 
'fr(T Alt-T AJ O~ O~ = 'fr(T A~.T AJ O~ . (11.40) 

To put this result in a useful form we need the following well known 
property of the SU(2) matrices 

ijk k j _ i i 
€ 'fr(T Alt-T AJ - 'fr(T AJ 'fr(AIt-) - 'fr(AJ 'fr(T AIt-), (11.41) 

which allows us to write the product between traces of SU(2) matrices as 
a combination of traces in the following way: 

(11.42) 

where if ~ = (VI, ... , vn ), then ~-1 = (vn , ... , vI). This allows us to 
rearrange the expression of interest as 

ijk k j _ n(~ i n(~ i 
€ 'fr(T A~T AJ - (-1) 'fr(T A~ A~-l) - (-1) 'fr(T A~-l A~). 

(11.43) 
We then have for the action of the constraint on the product of con­

nections, 

"k' 0 0 
€lJ Fb~(X)-,-, J:Ak 'fr(A~) = 

oAbx U ax 

(-It(~ 'fr(Fba(x)A~) {O~XIt--l bx~c _ (-It(It-+~ O~X~bX~-l)c } = 

(-It(~ 'fr(Fba(x)A~) {o~x~ax~-l)c + (-It(~+~ O~ax~-l bX)c} = 

(_l)n(~ 'fr(A~) :Fab~(X) OiX~bXIt--l)c {O~ + (-It(V Ofl}, (11.44) 

where the combination that arises in curly braces gives rise exactly to 
the element R that we introduced before when contracted with X. This 
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284 11 The extended loop representation of quantum gravity 

contraction is exactly what we need to do to get the expression of the 
action of the constraint on an extended holonomy, 

"k' 8 8 
f.~J Fb~(X)-J-' AAk WA(R) = 

8Abx U ax 
n("\ f3 (axvbxtJ.-1)c 

2(-1) h:lTr(A~)Fab~(x)8:t ~ ~ R:t= 

2 (-It(/U Tr(A~) 8~Fabft(x) [8~ R(ax !(,bx 16- 1)c] , (11.45) 

where in the first step we have used the symmetry property (11.14) of the 
Rs under the inversion of the indexes. The expression in square brackets 
defines a specific combination of Rs, that we denote 

[R (ax, bx)]R, = R(ax, bx)R, == (8!(, X 816)R,( -1 t(/U R(ax !(,bx 16- 1)c . (11.46) 

Explicitly, 
n 

R(ax, bX)P1 .. ·Pn = L (_l)n-k R( ax P1",Pk bx Pn"'Pk+1)c. (11.47) 
k=O 

An important fact is that this combination satisfies the differential con­
straint with respect to the f!, indices basepointed at x. It also satisfies the 
following property 

(11.48) 

Equation (11.45) can then be written 

f.ijk Fb~(X)-;- 81k WA(R)=2 Tr(A~) (8ft x 8~~Fabft(x) R(ax, bx)R, 
8Abx ax 

(11.49) 

and from this we conclude that 

H(x) w(R) = 2 W(Fab(X) x R(ax,bx)). (11.50) 

Also in this case the action of the Hamiltonian constraint reduces to 
evaluating the wavefunction on a new argument. As was already men­
tioned, this is a general property of the operators in the extended rep­
resentation due to the linearity of the wavefunctions. In fact, the last 
expression can be written as the action of a single functional derivative 
with respect to the R variables 

(11.51) 

Notice that in order for this expression to be well defined on the space 
of wavefunctions considered it is necessary that the term contracted with 
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11.,4 Loops as a particular case 285 

the functional derivative satisfies the differential constraint, as is the case 
here. 

The new element of the extended group of loops on which the wave­
function is evaluated involves a combination of multi tensor fields with 
two indices fixed at the point where the Hamiltonian is acting and the 
other indices having a specific alternating order. We will show in the 
next section that this alternating order of the indexes is related to the 
reroutings of a loop when the above expression is particularized to loops. 
The appearance of a rerouting is typical of the loop representation and 
plays a crucial role in the quantum gravity case. 

The presence of a multi tensor with two indices evaluated at the same 
point in the Hamiltonian constraint implies that the resulting expression 
for the operator is divergent. This is due to the distributional character 
of the multitensors. A multitensor satisfying the differential constraint 
(2.11) diverges when two successive indices are evaluated at the same 
spatial point. This divergence of the formal expression of the constraint 
will have to be regularized, and we will return to it in detail in section 
11.6.2. 

11.4 Loops as a particular case 

As we discussed in chapter 2, the extended group of loops includes the 
group of loops as a particular case. We should therefore be able to partic­
ularize the extended representation to the loop representation by substi­
tuting R -+ R( 'Y). We analyze here in detail the case of the Hamiltonian 
constraint. 

In order to evaluate R(ax, bx) (,o) we have to use the explicit expression 
of this object in terms of the multitangents fields. We have 

n k 
R(ax,bx)/l-l ... /l-n = ! L L( _l)n-k[X/l-/+1 .. ·/l-k bX/l-n .. ·/l-k+1 aX/l-l ... /l-/ 

k=O 1=0 

+( _l)n X/l-/ .. ·/l-l ax /l-k+1 .. ·/l-n bx /l-k ... /l-/+1] 

n n 
+ L L( _l)n-k[X/l-/ .. ·/l-k+1 aX/l-l .. ·/l-k bX/l-n ... /l-/+1 

k=OI=k 

(11.52) 

One can write the above expression in a more compact and useful form 
introducing the following combinations of X s, 

-+ n 
X(ax,bx)/t == L( _l)n-k x(aX/l-l ... /l-k bX/l-n ... /l-k+dc , (11.53) 

k=O 
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286 11 The extended loop representation of quantum gravity 

and 
+-- n 

X(ax,bx)~= L{_1}kx(axJl.k ... Jl. 1 bXJl.k+1 ... Jl.n)c. {11.54} 

k=O 

These objects have definite symmetry properties under the inversion of 
the indices, which we will use later. Basically, the inversion of the order 
of the indices flips the direction of the arrow and multiplies the object by 
{-It(~ , 

+-- --+ 
{-It(~ X(ax,bx)~-l (-yo) = X(ax,bx)~(-yo}. {11.55} 

In terms of these combinations, R(ax,bx) simply reads 
--+ +--

R(ax,bx)~ = k[X(ax,bx)~+ (-It(~ X(ax,bx)~-l]. (11.56) 

As we discussed extensively in chapter 8, the Hamiltonian constraint in 
the loop representation has ~nly a non-trivial action on intersecting loops. 
We suppose then that at the point x the loop "y intersects itself p times; 
i.e., "y has "multiplicity" pat x. We start with some suitable notation to 
take this fact into account. 

If the loop "y has multiplicity p at x one can write it in the following 
way 

'V = 'V(I) 0 'V(2) 0 ••• 0 'V(p) {11.57} IXX IXX IXX IXX' 

We denote by ["Yxx]~+j the following composition of loops basepointed 
at x 

['V ]~+j = 'V(i) 0 ••• 0 'V(Hj) 
IXX t IXX IXX' {11.58} 

Let us suppose that the loop named "Y~~ contains the origin 0 of the 
loops. Then 

'V - 'V(I)x 0 ['V ]P 0 'V(I)o 
10 - 1 0 IXX 2 1 X' {11.59} 

Here, "Y(I)~ represents the portion of "Y(I) from the origin 0 to the point 
x. The loop "Yo is completely described by the multitangent fields X~(-yo} 
of all ranks. As we know, these fields satisfy both algebraic (2.10) and 
differential (2.11) constraints. Moreover, these objects have another prop­
erty derived from the fact that one can write a loop as a composition of 
open paths. This reads 

XJl.l ... Jl.n(-yo} = 1 dzai 6{Xi - Z}XJl.l ... Jl.i-l (-y~) XJl.i+l ... Jl.n(-y~}, {11.60} 
'Yo 

which can be derived simply from the properties of the ordered integrals 
that appear in the definition of the multitangent. 
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11.4 Loops as a particular case 

Suppose now that the index J.ti is fixed at the point x. Then 

X~l"'~iaX~i+l"'~"{'YO) = 
p 

E X~l"'~ih(l)~ 0 hxx]r) X:::: h) X~i+l"'~"{hxx]~+1 0 'Y(l)~), 
m=l 

287 

(11.61) 

where X~h) is the tangent at x when the loop goes through that point on 
the mth occasion. The following convention is assumed: hxx]:+1 ~ "xx, 
with "xx the null path. The above expression can easily be generalized to 
the case of any number of indices fixed at x. The above two expressions 
are exactly the same, except that in the second one we have written 
explicitly the case in which the point x is at an intersection, partitioning 
the integral of the first formula in a summation on the different petals of 
the loop with the intersection at x. 

We are now ready to compute R(ax,bx)ho)' We have 

-+ 
X(ax,bx)lt.ho) = 

p-l p 

E E [X~{'Y) X;Xh) XIt.{['Yxx]f 0 hxx]~+1 0 ['Yxx]:+1) 
m=lq=m+l 

+( -It(t!) X:::: h) x:x h) xlt.- 1 (['Yxx]f 0 ['Yxx]~+1 0 ['Yxx]:+1)]' 
(11.62) 

where hxx]~+1 = 'Y~~ o· .. o'Y~r;+1) and 'Y denotes the loop 'Y with opposite 
orientation. The inversion of the orientation of the loop (rerouting) in 
(11.62) comes from the property (11.9) of the multitangent fields. We 
then use the properties of the arrowed objects under inversion of the 
indices (11.55) and obtain for the action of the Hamiltonian, 

'H{x)'lIho) = 2'l1[.rab{X) x R(ax,bx)ho)] = 
-+ 

2 j DA 'lI{A) Tr{A~ .rab{X)~X(ax,bx)lt.ho) = 

p-l p 

4 E E xi!x'h)X;X1{'Y)jDA'lI{A) 
m=lq=m+l 

XTr[Fab(x)HA{R(['Yxx]f 0 ['Yxx]~+1 0 h xx]:+1)}] ' (11.63) 

where we have arranged the product of connections contracted with the 
multitangents as the holonomy, and its contraction with .rab as the field 
tensor Fab using formulae we introduced at the beginning of this chapter. 
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288 11 The extended loop representation of quantum gravity 

We can now recover the loop derivative through the usual expression, 

Tr(Fab(X)HA {Rbxx)}) = ~ab(x)Tr(HA {Rbxx)}). (11.64) 

The final result is 
p-l p 

H(x)wbo) = 4 L L X~X'b)X:xlb) 
m=lq=m+l 

X ~ab(X) W (bxx]lo bxx]~+1 0 bXX]~+l) . (11.65) 

This expression corresponds to the usual Hamiltonian constraint of 
quantum gravity in the loop representation introduced in chapter 8. For 
the diffeomorphism constraint we obtain a similar result. Equation (11.36) 
reduces to the usual expression of the diffeomorphism constraint in the 
loop representation when one particularizes this constraint to the case of 
loops. 

It is important to stress the relationship between the solutions of the 
constraints in both representations. Since loops are a particular case 
of multitensors, any solution found in the extended representation can be 
particularized to loops and would yield in the limit a solution to the usual 
constraints of quantum gravity in the loop representation. The converse 
is not necessarily true. Given a solution in the loop representation, it may 
not generalize to a solution in the extended representation. An example is 
the solutions to the Hamiltonian based on smooth non-intersecting loops, 
which find no analogue in the extended representation. 

The process by which one obtains a solution in the loop representation 
from a solution in the extended representation may be ill defined. In 
that sense, one can always obtain a solution in terms of loops from the 
extended representation only at a formal level. In particular we will see 
that the solutions we find in the next section are only well defined in 
the extended space if one excises from it certain multitensors, including 
those which correspond to loops. Therefore such solutions do not have a 
rigorous meaning in terms of loops, only a formal one, which corresponds 
to the level of discussion of the solutions that we have maintained up to 
now. 

The fact that the solutions we will present do not include loops as a 
particular case does not preclude obtaining them through a suitable lim­
iting process. These limiting processes may include additional structures 
-such as framings- and the end result may be a formulation in terms 
of some generalization of the idea of loops. 

A simple example of the situation is given by the exponential of the 
self-linking number. Its extended form is exp(gaxbyXax Xby). If the Xs 
are smooth, this is a well defined quantity in spite of the fact that gax by 
is distributional. However, if one considers the X s that correspond to a 
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11.5 Solutions of the constraints 289 

loop it is not, as we have discussed, and an ambiguity appears. Therefore 
if one wants to have the self-linking number as a well defined function in 
the extended loop space one has to restrict it to smooth first order mul­
titensors, which exclude those of loops. If one defines a limiting process 
in which the multitensors of (framed) loops arise as a limit of smooth 
multitensors, the self-linking number is well defined. 

11.5 Solutions of the constraints 

As we have seen, the expressions for the constraints in the extended rep­
resentation are very compact: they amount to the evaluation of the wave­
functions in a shifted argument. The compactness of these expressions al­
lows us to compute in a very efficient way their action on specific states. 
In particular it allows us to compute very efficiently the action of the 
Hamiltonian constraint on the second coefficient of the Jones polynomial, 
which we claimed without presenting an explicit proof in chapter 10 was 
annihilated by the constraint. The discussion in this section serves both 
as proof of that fact and as an illustration of the computational economy 
attained by the use of the extended representation. Even if the extended 
representation does not in the end have intrinsic value for representing 
quantum gravity it is a powerful computational framework for doing cal­
culations in the loop representation. The computation presented here will 
be unregularized, we will discuss the regularization of it in section 11.6.2. 

The expression for the coefficient A2 (-y) in terms of the multitangent 
fields is 

A2('V) = h XI'11'21'3('V) + 9 9 XI'11'21'31'4('V) 
I 1'11'21'3 I 1'11'3 1'21'4 I , (11.66) 

where 

(11.67) 

with 

(11.68) 

The generalization of this knot invariant to extended loops is straight­
forward 

(11.69) 

where X is now an element of the extended group 'Do. We now analyze 
the application of the Hamiltonian constraint to this state in the extended 
representation. By (11.50) we have 

1t(x) A2(R) = 2 hl'11'21'3 [.rabl'l (x) R(ax, bX)I'21'3 + .rab1'11'2 (x) R(ax, bX)I'3 ] 
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290 11 The extended loop representation of quantum 9ravity 

+29/Al/A39/A2/A4 [Fab/Al (x) R(ax, bX)/A2/A3/A4 + F ab/Al/A2 (x) R(ax, bX)1'31'4] • (11.70) 

The contraction of the element of the extended algebra Fab with the 
propagators leads to integrations by parts similar to those we encountered 
in chapter 10 while analyzing the action of the Hamiltonian constraint on 
the Gauss linking number. Explicitly, we have 

Fabl'l (x) 9/Al/A3 = -faba3 c5(x - X3) - Oa39ax bX3' 

Fab1'1/A2 (x) 9/AlI'39/A21'4 = 9/A3[ax 9 bxj 1'4 , 

(11.71) 

(11.72) 

Fabl'l (x) h/Al1'21'3 = -91'2[ax9bxj/A3 + (9axbx2 - 9axbX3)91'21'3' 

+~9axbzfde/[91'3 dz Oa2 gex2/z - 91'2 dZOa3 gex3/z], 

(11.73) 

FabI'11'2(x) hl'11'21'3 = 2 h ax bx/A3' (11.74) 

In the last term of equation (11.73) an integral in z is assumed. The 
derivatives that appear in the above expressions can be integrated by parts 
and as a consequence act on the Rs. Using the differential constraint we 
generate from them terms of lower multitensor rank. For example, from 
(11.71) we have 

a R (ax, bX)1'21'31'4 - ( )R(ax,bx)1L21'4 
~~~~~ -~~~~-~~ . 

(11.75) 
Performing these calculations, the following partial results are obtained 
for the four expressions quoted above 

-f b 9 R(ax,bx)/Al CXl'2 - (9 b - 9 b)9 R(ax,bx)1'11'2 (11 76) a c 1'11'2 ax Xl ax X2 1'11'2 ,. 
9/Al[ax 9 bxjI'2R(ax, bX)1'1/A2, (11. 77) 

R (ax,bx)/AlI'2 + ( ) R(ax, bX)1'11'2 
-9/Al[ax9bxjI'2 9axbxl - 9axbx2 91'11'2 

del R(ax,bx)/Al 
-f 9axbz91'1 dzgexlz , 

2h R (ax,bx)/Al 
axbxlLl . 

After some cancellations we finally obtain 

1-l(x) A2(R) = -2 f abc91'11'2 R (ax,bx)1'1 CX/A2 

(11.78) 

(11.79) 

+ 2 [2hax bx 1'1 - fdel 9ax bz91'1 dzgex Iz]R(ax, bX)l'l. (11.80) 

One can check that the terms in the bracket are identical and of opposite 
signs, so the bracket vanishes. One can also see that the term of rank five 
vanishes. To see this, expand R(ax,bx)l'l CX/A2 and as a result one gets, 

R(ax,bx)l'l CX/A2 = _2R(axbxI'1 CX/A2)c + R(CX ax 1'1 bXl'2)c + R(bxCX 1'1 aXI'2)C. 

(11.81) 
which implies the contribution vanishes due to symmetry considerations 
when contracted with fabc. 
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11.6 Regularization 291 

We therefore conclude that 

(11.82) 

We see that the explicit computation of this formal result in the ex­
tended representation involves only a few simple steps that basically 
amount to integrations by parts and application of the constraints sat­
isfied by the multitensors. This should be compared with the lengthy 
computation in terms of loops outlined in reference [209]. 

An interesting point is that the computational efficiency that is ob­
tained in the extended representation may be useful at the level of the 
diffeomorphism constraint. It is straightforward to show, for instance, 
that A2 is diffeomorphism invariant simply by checking that it is annihi­
lated by the diffeomorphism constraint. This may find useful applications 
as a technique for searching for knot invariants. 

11.6 Regularization 

The extended representation provides a new scenario for analyzing the 
regularization problems in quantum gravity. In the loop representation 
regularization ambiguities appear at the level of both quantum operators 
and quantum states. Whereas the first problem is common to all the 
representations that one can construct for quantum gravity (and lies in 
the fact that the constraints involve the product of operators evaluated 
at the same point), the second is typical of the loop representation. In 
the case of quantum gravity the loop wavefunctions are knot invariants 
and their analytic expressions require the introduction of a regularization 
(framing). This difficulty does not only arise for the gravitational case. 
As we discussed in section 11.1 it is suggestive that even in the simple 
case of a free Maxwell field it is known that the quantum states in the 
loop representation are ill defined and a regularization is needed. 

We will see that in the extended representation the problems in the 
definition of the wavefunctions can be solved. We are going to show that 
with an adequate restriction of the domain of dependence, the extended 
wavefunctions are well defined functionals. In the regularization of the 
constraints, we shall limit the analysis to the case of wavefunctions with a 
totally specified analytical dependence. More precisely, we shall study the 
action of the regularized Hamiltonian constraint over the wavefunctions 
that are formally annihilated by the constraint. The regularization of the 
constraint on the space of all wavefunctions has not yet been studied in 
detail. 
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292 11 The extended loop representation of quantum gravity 

11.6.1 The smoothness of the extended wavefunctions 

Let us consider now the regularity properties of the extended wavefunc­
tions. Generically the multitensors Xlt are distributional, as is directly 
inferred from the differential constraint (their derivative is a delta func­
tion). As we saw in chapter 2 any multitensor that satisfies the differential 
constraint can be written in the form X = a[</J] . Y, where the Y fields 
satisfy the homogeneous differential constraint. For example, for the rank 
two component we have 

Xax by = yax by + A. ax yby _ A. by yax _ A. ax A. by ycz + A. [by yax] 
'I" y 'I" x 'I" z'l" z,c 'I" 0 • 

(11.83) 
As we discussed in chapter 2 the function </J fixes a prescription for the 

decomposition of the multitensors in transverse and longitudinal parts, 
Y =OT·X with 

ti 1£1 ···I£n - ti ti 1£1 ••• ti I£n 
T Vl···Vm - n,m T VI T Vn ' (11.84) 

J: ax _ J:ax A. ax 
vT by - v by - 'I" y,b· (11.85) 

As the Y s satisfy the homogeneous differential constraint, they can be 
chosen to be smooth functions. In that case, all the divergent behavior 
of the X is concentrated in the function </J. The as control the divergent 
character of the group elements. 

Let us define the following set of elements of the extended space: X E 
{Xh if, and only if, there exists a prescription function </J such that 
OT[</J]· X = Y is a smooth function. We shall show that the wavefunctions 
defined on this domain are smooth in the extended variables and that this 
property is invariant under diffeomorphism transformations. 

Given a diffeomorphism transformation AD defined by x/a = Da(x) it 
can be shown that ODT == AD-I· OT . AD is a transverse projector in the 
prescription 

A. ax J() oxa A.bD(x) 
'l"D y = x aDb(x) 'I" D(y)' (11.86) 

where J(x) is the Jacobian of the coordinate transformation and </J is 
the function that fixes the prescription of the projector OT. In this pre­
scription X = a . Y = AD-I· aD-I· AD· Y. For any diffeomorphism 
transformation AD, the transverse part of AD . X is a smooth function 
with the prescription </J D-l. In effect 

0D-IT· (AD· X) = 0D-IT· aD-I· AD· Y = AD· Y, (11.87) 

and we therefore see that there is a prescription </JD-l in which OT[</JD-l] 
is a smooth function since Y is and its character is unchanged by the 
action of the diffeomorphism. The set {Xh is then invariant under dif­
feomorphism transformations. 
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11.6 Regularization 293 

Let us now consider the specific wavefunctions we introduced in chapter 
10. The extended loop transform of the exponential of the Chern-Simons 
form 

WA(X) = J DA exp(SA[A]) Tr(A· X) = I: (g(n) . X) An, 
n=O 

(11.88) 

where the dot indicates the contraction of indexes. We denote by g the 
products of propagators that arise in the perturbative expansion of the 
functional integral. As we have argued, they play the role of one of the 
diffeomorphism invariant metrics in the space of multitensors we were 
seeking in chapter 2. We recall that those metrics were, in general, ob­
jects that depended on the particular prescription one took for defining 
transverse and longitudinal parts. 

Now, for any X E {X}s we have 

W(X) = g. X = g. a[1>]· Y == g4>. Y, (11.89) 

where one can see that g4> is a well defined distributional object that 
corresponds to the metric g in a particular prescription determined by 1>. 

This is a very important result. It implies that all the distributional 
character of the multitensors that is embodied in the as is incorporated 
in the distributional nature of the gs. Therefore if one chooses smooth 
Y s, the wavefunctions are well defined. This fact is invariant under dif­
feomorphisms. One can always find a prescription in terms of which the 
wavefunction is written as g . Y. 

It is satisfying to check that by going to the extended representation 
and suitably restricting the domain of dependence of the wavefunctions 
one can remove the divergences in their definition. However, there is 
a price to be paid for this. As we argued before, ordinary loops are 
included in extended loops. The price we pay for limiting the domain 
of the extended wavefunctions in order to make them smooth is that we 
exclude ordinary loops from the representation. Ordinary loops do not 
correspond to smooth Y s. 

This is consistent with what we discussed before. Written purely in 
terms of ordinary loops the expressions for the knot invariants are diver­
gent. Therefore they could never have arisen as a restriction of a smooth 
expression in terms of extended loops. The consistency goes beyond this 
fact. We saw that one could to a certain extent make sense of the knot 
invariants in terms of ordinary loops if one supplemented them with an 
additional structure: a framing. What this is suggesting is that in order 
to obtain the ordinary loop expressions from the expression of the knot 
invariants in terms of extended loops one has to go outside their domain of 
well behavedness. In order to obtain well behaved expressions, that limit 
should involve a choice of a prescription or regularization which translates 
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294 11 The extended loop representation of quantum gravity 

itself in the notion of framed loops. The details of how to take this limit 
and derive a consistent framing from the extended representation have 
only been studied for particular cases and should be studied further. 

11.6.2 The regularization of the constraints 

As we discussed in section 11.3, the expressions for the constraints in the 
extended representation we have introduced are ill defined. They involve 
a multitensor with indices with a repeated spatial dependence. Due to 
the distributional character of multitensors imposed by the differential 
constraint (2.11) a repetition of a spatial dependence implies a divergence. 
Furthermore, the expression also involves an element of the algebra :Fab 
which may lead upon contraction to a distribution. Similar arguments 
apply to the diffeomorphism constraint. 

To regularize the constraints we will proceed to point-split them. This 
is one of the simplest regularization methods one can consider. It may 
introduce difficulties due to its dependence on a background metric as we 
argued in chapter 8. It is straightforward to point-split the formal expres­
sions for the constraints introduced in section 11.3. One takes expressions 
(11.36),(11.50) and point-splits the dependence on the variable x. The 
result is 

Ca~ w(R) = J d3w J d3v f£(w, x) f£(v, x) W(:Fab(W) x R(bv»), (11.90) 

i££(x) w(R) = 

2 J d3w J d3uJ d3v f£(w, x) f£(u, x) f£(v, x) W(:Fab(W) x R(au,bv»), 

(11.91) 

where f£ is any appropriate symmetric smearing of the delta function. 
Notice that this point-splitting regularization is not uniquely determined 
by the formal factor ordered expression. Several sources of ambiguities 
arise, one of which is related to the background metric used in the smear­
ing functions. It is also possible, but not mandatory, to preserve the 
gauge invariance in the regularization process. Gauge invariance is eas­
ily preserved in the extended representation by a procedure analogous 
to "closing the loops" in the usual representation. It has been checked 
that this procedure yields the same result as the non-invariant calculation 
we will perform here [210]. Finally additional factor ordering problems 
may arise due to the distributional character of the fundamental fields. 
We will see that distributional connections will appear naturally in the 
discussion. 

We shall proceed as follows: we will introduce a naive point-splitting 
and study the action of the regularized and renormalized operators on 
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the formal solutions. We will prove that there is a factor ordering that 
ensures consistency between the known results in the connection and the 
loop representation. 

In section 11.5 we have shown that the invariance under diffeomor­
phisms of the coefficients of the expansion of the generalized transform 
(11.88) is ensured by construction. We also saw that with an appropriate 
definition of the domain of dependence, the wavefunctions can be endowed 
with convenient regularity properties (in particular, the smoothness de­
pendence on the extended variables can be ensured in a diffeomorphism 
invariant way). All this can be explicitly confirmed by checking that 
the wavefunctions are annihilated by the regularized diffeomorphism con­
straints. Let us explicitly perform one of these calculations. This will also 
serve as a warm-up for the Hamiltonian case. Let us check the behavior 
of the regularized diffeomorphism constraint for the particular case of the 
extended Gauss linking number. From (11.90) we obtain 

Ca~al(R) = jd3wjd3Vie(w,X)ie(v,X)gJ.'1J.'2:FabJ.'1(W)R(bV)jJ.2. (11.92) 

This result is valid for any prescription. Due to practical computational 
reasons we shall restrict the domain of the wavefunctions to those pre­
scriptions connected by diffeomorphisms to the "transverse" prescription, 
given by 

</>ax_~~ 1 
o y - 411" oXa 1 x - y I· (11.93) 

In the transverse prescription the free Chern-Simons propagator gax by 

takes the form introduced in chapter 10. Then using (11.71) we get 

Ca~ adR) = -€abc j d3w j d3v ie(w, x) ie(v, x) R(bv) cw, (11.94) 

where 

R(bv)cw = ybvcw + ycwbv, (11.95) 

is a smooth function symmetric under the interchange of the indices b 
and c (using the fact that the integration points are indistinguishable) 
contracted with an antisymmetric tensor. The last expression is well 
defined and we therefore have 

(11.96) 

Notice that no divergences occur in (11.94) and we do not need to take 
the limit when € goes to zero. The diffeomorphism constraint is perfectly 
well defined and no renormalization is needed. A similar result holds for 
A2 in the sense that no renormalization is needed, although the expression 

use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
Downloaded from https://www.cambridge.org/core. IP address: 18.119.132.218, on 21 May 2024 at 01:36:56, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/51705C8DABA59C31E846CE08F0F7FFDD
https://www.cambridge.org/core
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only vanishes when the regulator is removed. This situation is likely to be 
repeated for all other invariants constructed from Chern-Simons theory. 

Let us analyze now the action of the regularized Hamiltonian constraint. 
This will allow us to put on a rigorous footing the formal results intro­
duced in chapter 10 concerning the transform of the Chern-Simons state. 
We will not present a complete account here, but we will concentrate on 
the most elaborate calculation, the action of the Hamiltonian constraint 
on the second coefficient of the infinite expansion of the Jones polynomial, 
A2(R). This result is of interest in itself since A 2(R) is the first non-trivial 
non-degenerate solution to the Wheeler-DeWitt equation with vanishing 
cosmological constant. We will end this section with some discussion of 
the rest of the calculation of the action of the Hamiltonian with cosmo­
logical constant on the extended Kauffman bracket. 

The action of the regularized Hamiltonian constraint on the second 
coefficient A2 (R) is 

il E(x)A2(R) = jd3wj d3ujd3v f E(W,x) fE(U, x) fE(V, x) 

x{-€ 9 R(au,bv)J1.1CWJ1.2 
abc J1.1J1.2 

+[2 h del lR(au,bv)J1.1 
aWbWJ1.1 - € 9awbz9J1.1 dzgeulz 

+( ) R (auJ1.1bvJ1.2)C} 
9aw bu - gaw bv gJ1.1J1.2 • (11.97) 

If we now compare this with the unregulated result that we obtained in 
section 11.5, equation (11.80), we notice that there is an extra term, the 
last one in (11.97). We call this the "anomalous term". In the unregulated 
calculation, the variable R(au,bv) appeared as R(ax,bx) and satisfied the 
differential constraint based at the point x. In the regulated case, the 
variable R (au, bv) satisfies a similar equation, 

8J1.iR(au,bv)J1.l ... J1.i ... J1.n = [8(Xi - Xi-I) - 8(Xi - xi+dl R(au,bv)J1.1 .. ./t; ... J1.n 

+ [8(Xi - u) - 8(Xi - v)l (-It- i R(aUJ1.1 ... J1.i-l bv J1.n ... J1.i+ 1)c, (11.98) 

instead of the usual differential constraint. In the above expression one 
should identify Xo = u and Xn+l = v. 

To consider the limit of (11.97) when one removes the regulators, one 
needs to take into account the divergences that come from the group 
elements (through the matrix (7 ) and from the gs. The first observation 
is that both types of contributions are of the same order. 

In order to see this we compare the first term in (11.97), which has 
divergences due to (7 (the repeated indices in R) and the anomalous term 
which has divergences due to g which in the limit means both indices are 
evaluated at the same point. 

We start with the rank five group elements R(au, bv)J1.1 cw J1.2. If one recalls 
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the definition of (J' from chapter 2 and expands X = (J' • Y one finds a 
large number of terms. One can see that all these terms have a structure 
of divergences that is characterized by 

(11.99) 

with y(bv J1.1 ew J.l2)c a regular function in the limit E -4 O. This expression 
gives the leading divergence of the rank five term in (11.97). 

These leading divergences are exactly the same as those that arise from 
the anomalous term. In order to see this first notice that 

E A.. au y(bv J.ll ew J.l2)c _ 9 y(bv J.ll ew J.l2)c 
bea'f'o v - bucv , (11.100) 

whereas in the anomalous term one has a contribution gbu ev y(bv J1.1 ew J.l2)C. 

This last expression apparently has a different divergence structure since 
it involves an R instead of a Y but it turns out that the contraction with 
gJ.ll J.l2 "erases" the extra divergences introduced by the R and the order is 
the same. Therefore in the limit u -4 v both the anomalous term and the 
first term of (11.97) only have divergences due to the presence of gbuev. 

The result (11.100) ensures, due to the same symmetry properties used 
in the formal calculation, that the contribution of the first term in (11.97) 
vanishes. Indeed, one gets from (11.81) 

(11.101) 

contracted with Eabe and integrated in u, v, w. One can relabel the dummy 
indices a, b, c and the integration variables u, v, w in such a way that the 
three terms in the above expression are equal. The contribution from the 
first term in (11. 97) therefore cancels before removing the regulator. 

One can see that the second term in (11.97) also vanishes when one re­
moves the regulator for exactly the same reasons mentioned in the formal 
calculation since no singularities are involved in the canceling terms. 

In order to consider the anomalous term we rearrange slightly the form 
for it that appears in (11.97). First of all we notice that the contributions 
to the anomalous term of the two gs in the parenthesis actually are the 
same and add up, giving a single g and a factor of 2. The way to see 
this is to write the gs explicitly. Each includes an Eabe, which contracted 
with the R yields an expression antisymmetric in u, v and therefore the 
terms add up. Moreover, we notice that the contraction of gJ1.1 J.l2 with R 
is equivalent to the contraction with Y as we argued in section 11.6.1. 
We then have 

2 jd3wj d3ujd3v!£{w,x) !£{u, x) !£{v, x) gawbvgJ.lIJ.l2 R (aUJ.ll bVJ.l2)c = 

2 --E b 9 aey R(aXJ.ll bYJ.l2)c \ + O{E) (11.102) v'2ir E a e J.llJ.l2 y=x' 
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298 11 The extended loop representation of quantum gravity 

where we have used a Gaussian regulator fe(Z) = h/7rf)-3 exp (-z2C 2). 
This result is obtained by writing gawbv as fabcoC(l/lw - vI), expanding 
R(aUl-'l bv 1-'2) C in the limit v -+ u, and explicitly performing the Gaussian 
integrals. 

As we have already discussed, the contraction of g with R in non­
contiguous indices is a regular expression and therefore the result is well 
defined without singularities. 

We therefore see that in order to have a finite expression for the Hamil­
tonian we need to renormalize the point-split version by a factor f. The 
end result for the regularized and renormalized Hamiltonian is 

We conclude that the renormalized Hamiltonian constraint does not 
annihilate the generalized diffeomorphism invariant corresponding to the 
second coefficient of the Alexander-Conway knot polynomial in the point­
splitting regularization procedure we have followed. 

This leads immediately to an apparent contradiction. We argued in 
section 11.5 that as a consequence of the Kauffman polynomial being a 
state with cosmological constant, the vacuum Hamiltonian with A = 0 had 
to annihilate A2(r). We now see that in a regularized calculation it does 
not. But the Kauffman bracket arose as the transform of an exact state 
in the connection representation, independent of regularization problems, 
the exponential of the Chern-Simons form. How can all these apparently 
contradicting facts be compatible? 

The answer lies in the hypotheses made in order to claim that the ex­
ponential of the Chern-Simons form was a solution of the Hamiltonian 
constraint of quantum gravity in the connection representation. As we 
argued in chapter 7 this result is quite robust, depending only on choos­
ing a factor ordering with functional derivatives to the right. Because the 
cancellation between the vacuum Hamiltonian constraint and the cosmo­
logical constant term arose with the computation of only one functional 
derivative one expected the result to be quite robust under changes in 
regularization procedures. This is true. However, implicit assumptions 
are made in the domain of dependence of the wavefunctions. For instance, 
one typically assumes the connections to be smooth. If the connections 
are not smooth the definition of even apparently trivial multiplicative 
operators like the field tensor F~b becomes problematic and has to be 
regularized. 

Why should one consider distributional connections at all? The prob­
lem arises in the functional integrals used to define the loop transform. 
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11.6 Regularization 299 

Functional integrals have contributions from non-smooth fields. This can 
be seen even in simple examples of finite-dimensional quantum mechanics. 
If one considers the path integral formulation of a free particle, the integral 
has contributions from discontinuous paths when performing the partition 
to compute it. It is therefore natural to consider distributional connec­
tions if one is to perform the transform with usual functional integrals, 
such as the ones we explicitly used when performing the perturbative 
expansion. 

It turns out that the anomaly we find when regulating the calculation 
of the action of the Hamiltonian on the A2 ('Y) coefficient can be corrected 
with the introduction of a counterterm. A counterterm is a regularized 
term which vanishes when acting on an extended Wilson functional con­
structed with non-distributional, smooth connections. Consider, for ex­
ample, the following expression, symmetric under the interchange of the 
internal indices, 

It is clear that this term vanishes in the limit E --t 0 if the connections 
are regular functions, but it may have a non-trivial contribution if the 
connections are distributions. The corresponding regularized expression 
in the extended space is 

8 
8R(aw I ffl 00) !(,). (11.105) 

This expression generates anomalous type contributions. For example, 

C f (g1-'11-'2 R1-'11-'2) = 2(gawbu - gawOO) R(auOO)c. (11.106) 

Could it be that by adding expressions like the above one to the Hamil­
tonian one can cancel the anomalous terms? The answer is in the affir­
mative. The precise counterterm is given by the difference of two terms, 
C2 - CI, 

C - R(au/tbv 0c ( 8 _ 8 ) (11107) 
1 - 8Raw/tbu!(, 8Raw /tbv!(, , . 

C2=(R(aUOO)~+lR[aUOOl~)( 8 _ 8 ), (11.108) 
2 8R(awbu)c~ 8R(awOO)c~ 

where R[auOOl~ is given by expression (11.56) without the (-It(~ factor 
and without the "rerouting" action (the index U:,-l is replaced by 16) 
Remarkably, these expressions also have a simple form in the connection 
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representation, 

(11.109) 

(11.110) 

With this single counterterm all the anomalous contributions to the 
action of the Hamiltonian constraint on the a2, the Kauffman bracket 
and the exponential of the self-linking number cancel. The fact that a 
single counterterm is responsible for all the cancellations is remarkable 
and shows that the construction is not just a gimmick to fix the anomaly 
problem, but might well be a genuine counterterm arising from quantum 
gravity. The fact that the counterterm has a simple and precise expression 
in the connection representation raises the hope that a better intuitive ex­
planation of it could be gained by viewing it in this context. At present 
this issue is not settled: could it be that C2 - Cl is what one needs to 
add to the Hamiltonian in the connection representation in order to an­
nihilate the exponential of the Chern-Simons form when distributional 
connections are allowed? Could it reflect the fact that in that case a 
non-trivial contribution to the measure arises? These issues are currently 
being studied. 

11. 7 Conclusions 

We constructed a representation for quantum gravity based on extended 
loops. We studied the space of wavefunctions and promoted the con­
straints to wave equations. The wavefunctions are linear functionals of 
the multitensors and the constraints are first order functional differen­
tial operators. This introduces computational simplifications that allow 
to operate very efficiently with the constraints. The price paid for this is 
that one loses the simple geometric characterization of the solutions of the 
diffeomorphism constraint in terms of knot classes. One has to deal with 
that constraint as another functional equation. In spite of this, the knot 
invariants derived from Chern-Simons theory that were formal solutions 
of the constraints in terms of loops admit a straightforward extension to 
the space of multitensors. We checked formally that they solved the con­
straints. We then studied a regularization and showed that the solutions 
found also solved the constraints in a rigorous regularized way through 
the introduction of appropriate counterterms. The situation regarding 
the regularization of the constraints is still unsatisfactory, since although 
we can recover in a regularized fashion all of the formal results, we do not 
have a physical argument for the introduction of the counterterms. The 
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11. 7 Conclusions 301 

fact that they have a simple expression in the connection representation 
raises the hope that some physical insight might be gained into their ori­
gin. The results obtained are just a first step in the regularization process, 
the next step being the computation of the algebra of constraints. 
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12 
Conclusions, present 
status and outlook 

In this book we have attempted to present in a structured fashion the 
various aspects of the use of loops in the quantization of gauge theories 
and gravitation. The discussion mixed historical and current develop­
ments and we rewrote many results in a more modern language. In this 
chapter we would like to concentrate on the outlook arising from the ma­
terial presented and focus on current developments and on possible future 
avenues of work. We will divide the discussion into gauge theories and 
gravity, since the kinds of developments in these two fields follow naturally 
somewhat disjoint categories. 

12.1 Gauge theories 

Overall, the picture which emerges is satisfying in the sense that the bulk 
of the techniques developed can be applied systematically to the construc­
tion of loop representations for almost any theory based on a connection as 
the main canonical variable, either free or interacting with various forms 
of matter. In this respect we must emphasize the developments listed in 
chapters 1, 2 and 3 which are the main mathematical framework that we 
used to understand the physical applications. Many of these aspects, as 
we have mentioned, have been studied with mathematical rigor by various 
authors in spite of the fact that the presentation we have followed here is 
oriented towards physicists. 

The main conclusion to be drawn from this book is that loop techniques 
are at present a practical tool for the analysis of the quantum mechanics 
of gauge theories. There are three main lines of attack that are worthwhile 
discussing separately: 

• Quantization of gauge theories in the continuum. Even though the 
loop representation has very appealing features such as the gauge invari­
ance and its geometrical content, there has not been great improvement 
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12.1 Gauge theories 303 

over other computational methods up to now. Although as we saw in 
chapter 5 there is a very compact description of the theory, no exact so­
lutions of the non-perturbative Hamiltonian eigenvalue equation known. 
The loop equations need to be renormalized, but we do not know how to 
introduce a non-perturbative renormalization and therefore the strategy 
has been to try to solve the regularized equations and renormalize at the 
end. 

At present it seems that a significant revision of these issues could come 
from the new developments in loop techniques we mentioned in chapters 
2 and 3 The use of rigorous methods to define the loop transform and 
the measure could shed new light on many issues in non-perturbative 
Yang-Mills theories such as the issue of confinement. The expectation is 
that with the introduction of a rigorous measure one could compute the 
functional integral involved in the expectation value of the Wilson loop 
that we discussed in chapter 6, and therefore provide an exact expression 
for all the Green functions of the theory. A less ambitious hope would be 
to at least obtain a rigorous characterization of the asymptotic behaviors 
of these expressions and therefore elucidate the issue of confinement in a 
solid mathematical framework. On the other hand, the use of extended 
loops could prove a powerful tool for producing solutions to the quantum 
Hamiltonian eigenvalue problem and set a better stage to address the 
non-perturbative regularization problem. 

Historically there was a fair amount of activity in this area in the early 
1980s, prior to the introduction of extended loops and the rigorous trans­
form but then the level of activity decayed. The expectation is that in 
the future the old results will be revised in the light of the new tech­
niques and the hope is that many exciting new developments will take 
place. Some results are already starting to appear such as the ones men­
tioned for Maxwell theory [72, 65] and also some non-Abelian results 
[212, 96, 211, 102, 214] (see also reference [213] for a review), but a greater 
increase of activity is needed in this area in order to exploit in full the 
possibilities offered by the new techniques. 

An appealing aspect of the use of loop variables in gauge theories is 
that if one considers interactions with matter fields, the loop variables 
are naturally adapted to the physical degrees of freedom of the theory. 
In particular the confined lines of force give rise naturally to the physical 
excitations in the confinement phase. For instance, in QeD the physical 
state space is defined in terms of loops and open paths with two or three 
quarks at the end points. These variables are respectively associated with 
the physical excitations, gluons, mesons, and barions . 

• Gauge theories on the lattice. In this area there has been sustained 
activity over the last decade. The main obstruction has always been the 
overcompleteness of the basis of loops. The proliferation of loops when 
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one considers larger lattices and higher dimensions completely washes out 
the advantages provided by the formalism. Although this difficulty can 
be remedied in part by the use of cluster expansions, the fact that the 
approximations involved are uncontrolled discourages in part a systematic 
use of them for tackling more realistic problems in 3 + 1 dimensions. 
It is still the case that the use of loops offers overall advantages over 
other Hamiltonian methods. Monte Carlo techniques are, however, at 
present more efficient overall. Again, the use of extended loops motivated 
the introduction of classical loop actions for the lattice (as discussed in 
references [72, 215, 216]). These actions allow the use of Monte Carlo 
techniques in terms of loops and have a very simple expression, being 
proportional to the quadratic area associated with the world-sheet defined 
by the evolution of the loop. This may even suggest some connections 
with string theory. 

• Topological field theories. Although topological field theories are a 
particular case of gauge theories, many special techniques and approaches 
have been developed for their study and a significant activity has taken 
place in this field in recent years. The main driving force is that, as we saw 
in chapter 10, topological field theories can be a powerful practical tool 
for the study of problems in mathematics. As an example of the recent 
results in this area, apart from the well known results of Witten we have 
mentioned in chapter 10, one can cite many results on triangulations (see 
[220] for references). For collected sets of articles see the books by Baez 
[217], Yetter [218] and Baadhio and Kauffman [219]. 

In summary, there are great opportunities for future developments in 
the application of loops to gauge theories with the possibility of obtaining 
concrete practical results that cannot be obtained by other methods. The 
future years will tell us if these expectations are fulfilled. 

12.2 Quantum gravity 

The impact of the introduction of loop techniques in quantum gravity 
has been quite great since their inception in the late 1980s. As opposed 
to gauge theories, where loop techniques are a minor part of the overall 
effort, in quantum gravity they have become one of the main approaches 
to the problem. In fact, they have significantly changed the perspective 
on many of the central issues of the field. The late 1980s and early 1990s 
has been a period of great excitement for the loop approach to quantum 
gravity and many formal, indicative results have been established: the use 
of knot theory to solve the diffeomorphism constraint, the observation that 
one could find solutions to the Wheeler-DeWitt equation, the connection 
with Chern-Simons theory and the Jones polynomial, the realization that 
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one can define rigorously loop transforms and the discovery of a set of 
operators that are well defined without a renormalization, which led to 
the idea of weaves. It seems that present activity is concentrating on 
putting many of these results on a more solid footing and laying out the 
basis for a solid rigorous theory of quantum gravity. Current efforts are 
also being directed towards tackling the main problems of the field: those 
of observables and time, through different kinds of approximations. The 
activity in the field at present is channeled into three main approaches, 
which we would like to comment upon separately. Dividing any field in a 
set of efforts is usually only a partial characterization and we do so here 
only to order ideas in some way . 
• The definition of a physical Hamiltonian and the use of the spin network 
basis. This approach involves choosing a matter time clock and the in­
troduction of a topological Hamiltonian in the space of knots. One of the 
open issues at present is to provide a well defined characterization of the 
action of the Hamiltonian in the space of knots. Also checking the con­
sistency of the constraints is a difficult task that has yet to be completed. 
The main effort is currently being directed towards the computation of 
possible topological Feynman rules arising from the proposed Hamilto­
nian coupled to matter. The main challenge once these technical issues 
have been settled is to connect these approximation techniques effectively 
with the situations in which there is interest in exploring quantum gravity 
effects, for instance, Hawking evaporation. A subject we have barely had 
any chance to discuss in this book due to its recent nature is the use of 
spin network states to construct a basis of independent loop states (free of 
Mandelstam identities) that could also help to diagonalize many physical 
operators in the theory. It is clear that these states may have implications 
for physical predictions of the theory. They may find use in Yang-Mills 
theory as well. 
• The use of a rigorous measure to compute the loop transform and an 
inner product. This direction of research could potentially lead to a revi­
sion of several sections of this book. It is expected that the material we 
developed here will provide the basis on which to deal with the potential 
new expressions for constraints and wavefunctions that the introduction 
of non-trivial rigorous measures in the loop transform could produce. At 
present there is great excitement due to the possibility of incorporating 
in the measure the reality conditions through the results of Hall which we 
discussed in chapter 3. Not only would this allow us to define the trans­
form but it would also allow us to introduce a physical inner product into 
the theory, which would be a major achievement in the case of quantum 
gravity and would allow us among other things to decide which solutions 
to the constraints are normalizable. The main challenge of this approach is 
to ensure that the measures introduced produce physical theories with the 
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expected properties. Introducing measures in infinite-dimensional spaces 
is, as we discussed, not a trivial task and therefore one has to ensure that 
what one constructs has a non-trivial content. This approach may allow 
a rigorous definition of the constraints of quantum gravity and also of the 
functional integrals of interest to knot theorists and particle physicists. 
It may also allow us to establish to what extent the connection and loop 
representations are "functional duals" of each other. 
• The use of extended loops and the extended representation. A pow­
erful machinery has been set up to represent quantum gravity through 
extended loops. It is not clear at present if this machinery will simply 
be a calculational tool to perform computations in terms of loops or if 
extended loops are genuinely needed to represent quantum gravity. As 
a calculational tool it has proved powerful to generate solutions to the 
Wheeler-DeWitt equation and their regularization. It has introduced a 
systematic way to operate with loops, which is a valuable achievement 
in itself. In spite of the fact that there are several indications, as we 
commented in chapter 10, that loops may not be enough to represent 
gauge theories there is also evidence that extended loops are "too big" 
to represent a quantum theory. It has been pointed out [222] that simple 
examples can be constructed in which the use of extended loops leads to 
loss of gauge invariance and other serious pathologies. The root of these 
difficulties always lies in convergence problems of the extended expres­
sions, which we have largely ignored in this book. It was inevitable that 
this should happen, since one is trying to build a "functional dual" of 
the space of connections modulo gauge transformations and it is there­
fore unavoidable to delimit proper domains of convergence. Is the proper 
domain given by just the ordinary loops or do we inevitably need some 
of the extended elements? This is the main challenge of this approach at 
present: to find a subset of extended loops (usually referred to as "thick­
ened out loops") that is large enough to capture all information needed 
from the gauge theory in question and yet is not so large as to run into 
convergence problems. There are several proposals currently under study 
for such objects [21] . 
• Other ideas. Great possibilities also lie in the integration of all these 
efforts. For instance, at present it is not clear how to introduce rigor­
ous measures for the extended loop transform. The root of this problem 
lies in the notion of independent loops that was crucial to introduce the 
cylindrical measure, which it is not clear how to generalize to extended 
loops. It appears that this difficulty is in no way fatal and some suit­
able generalization is likely to be found. Mixing the rigorous transforms 
with the extended loops could provide a powerful tool for addressing the 
convergence problems of extended loops. Another avenue is to try to 
fuse together the ideas used to define the finite diffeomorphism invariant 
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observables and the notion of weaves with the extended representation. 
There does not seem to be any real obstruction to doing this and it seems 
to be a problem ready to be tackled. In particular the ideas of spin net­
works that serve naturally to diagonalize some of the operators are very 
likely to have a counterpart in algebraic properties of the multitensors 
of the extended representation. Finally, exhausting the permutations of 
the above points, one could apply the rigorous measure to give a proper 
definition of the physical Hamiltonian constraint in the space of knots 
that is being proposed using the square-root techniques. This would be 
an important point since the ambiguities introduced by the addition of 
small loops in the space of knots pervade all the loop formalism, not just 
this last approach . 
• Open problems. The main open problems in canonical quantum gravity 
have for many years been the problems of time and of the interpretation in 
quantum gravity. Suppose we succeed in finding a large space of solutions 
to the Wheeler-DeWitt equation. Suppose we find non-local quantities 
that commute with the constraints. Suppose an inner product implement­
ing the reality conditions is found. What next? Some authors hold the 
view that this is not the way to make physical sense of quantum gravity 
but that the proper way lies in identifying an "internal time" in the the­
ory in terms of which to write it as a Schrodinger equation. There have 
been several attempts to do this, and even for simplified midi-superspace 
models [223] it has proved an elusive issue. The usual answer to these 
objections is that in order to obtain a notion of time from quantum grav­
ity one should have recourse to the "complexity" and "many degrees of 
freedom" of the theory and therefore simplified models are too "frozen" 
to be a good arena to test these issues. Loops provide a framework in 
which "complexity" can be tabulated in a particular way, by specifying 
the degree of knottiness. As a consequence, a notion of time can be asso­
ciated with t~e increase of complexity of the knottings that appear in the 
wavefunctio:tls. This has been explored in some detail [221] with encour­
aging results, leading to a notion of evolving Hilbert spaces. In general, 
the problem of identifying an internal clock in a system is the problem of 
choosing a suitable set of variables to describe it in terms of which such 
a clock is manifest. It may be that the new variables are better suited 
for this problem than the geometrodynamical ones, as suggested by the 
results of Ashtekar [56], or that loops may present a better picture, as 
suggested by the evolving Hilbert space construction. 

All in all we can say that several new avenues have been opened by the 
use of loops to represent quantum gauge theories and quantum gravity. 
There are many issues to be tackled before a final word can be given 
on the usefulness or otherwise of this approach. The new perspectives 
introduced in this process and the insights to several results that have 
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been provided are probably going to be a lasting contribution to physics 
and mathematics regardless of what the final theory is. 
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