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A-MAPPINGS BETWEEN REPRESENTATION RINGS 
OF LIE ALGEBRAS 

R. V. MOODY AND A. PIANZOLA 

Introduction. In [10] Patera and Sharp conceived a new relation, 
subjoining, between semisimple Lie algebras. Our objective in this paper is 
twofold. Firstly, to lay down a mathematical formalization of this concept 
for arbitrary Lie algebras. Secondly, to give a complete classification of all 
maximal subjoinings between Lie algebras of the same rank, of which 
many examples were already known to the above authors. 

The notion of subjoining is a generalization of the subalgebra relation 
between Lie algebras. To give an intuitive idea of what is involved we take 
a simple example. Suppose Q is a complex simple Lie algebra of type B2. 
Let h be a Cartan subalgebra of g and A the corresponding root system. 
We have the standard root diagram 

^>o 

« 1 

B, 

- CLi 

Inside B2 there lies the subalgebra^41 X A\ which can be identified with 
the sum of I) and the root spaces corresponding to the long roots of B2. If p 
is a representation of B2 then its restriction to A \ X A \ is a representation 
for the subalgebra and this leads to a homomorphism between their 
representation rings: 

Received August 13, 1982. This research was supported by the Natural Sciences and 
Engineering Research Council of Canada. This paper is dedicated to N. Iwahori. 

898 

https://doi.org/10.4153/CJM-1983-051-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-051-x


REPRESENTATION RINGS 899 

f:R(B2)->R(Ax X A\) 

or more conveniently between their character rings. For example the 
character of the 14-dimensional representation of B2 of highest weight 2t0] 
+ 2co2 branches into 

X2,2 + Xl,l + X0,0 

of dimensions 9 + 4 4- 1 = 14 where Xij is t n e character of the A\ X A\ 
representation of highest weight (/,y). 

Now the subalgebra Aj X A\ can be said to exist in B2 precisely because 
the root system of A \ X A \ can be embedded as a closed subroot system of 
the same type in A. 

The subroot system of type A\ X A] consisting of short roots does not 
correspond to a subalgebra of B2. Nonetheless there is a homomorphism 

f':R(B2) -» R(AX X Ax). 

For comparison the character of 2coj + 2co2 now "branches" into 

X0,4 + X4,0 + X2,2 - X0.2 - X2,() + X0,0 

of dimensions 5 + 5 + 9 — 3 — 3 + 1 = 14. Although Ax X A} is not a 
subalgebra in this case, it is evidently tied to B2 in an extremely close way. 
Both cases are examples of subjoining of A] X A\ to B2 but the second is 
obviously something new. 

In [10] subjoining was perceived as a process of moving between weight 
spaces by means of certain transition matrices. For the purposes of 
building a mathematical formalization of this we found it more convenient 
to work with homomorphisms between the representation rings. 

The representation ring of a complex semisimple Lie algebra of rank / is 
well known to be isomorphic to the polynomial ring in /-variables over Z. 
Obviously most homomorphisms between two such rings are irrelevant to 
the Lie algebras underlying them. However the Lie algebra confers an 
additional structure on its representation ring; namely the structure of 
À-ring. Not surprisingly, the subalgebra relation between two Lie algebras 
determines a X-homomorphism between their representation rings. But 
not every X-homomorphism is determined by some subalgebra relation, 
and it is among these others that we find the new subjoinings. Since the 
representation ring of an arbitrary Lie algebra $ depends only on ç\ 
factored by its nil-radical most of our discussion will deal with reductive 
Lie algebras. 

The first part of the paper is devoted to determining a fundamental 
relation between X-homomorphisms between the representation rings of 

https://doi.org/10.4153/CJM-1983-051-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-051-x


900 R. V. MOODY AND A. PIANZOLA 

reductive Lie algebras on the one hand and certain mappings between 
their weight systems and Weyl groups on the other. This is described in 
Theorem 1 and proved in Sections 2, 3, 4. 

The proof is based on ideas from the theory of the arithmetic of Galois 
extensions and seems to indicate that there is still more to be gleaned from 
this situation. In Section 5 we use our results to give several equivalent 
definitions of subjoinings. 

The second part of the paper is a classification of maximal subjoinings 
between equal rank reductive Lie algebras. This depends ultimately on the 
classification of maximal equal rank subalgebras of the simple Lie 
algebras which was carried out over 40 years ago by Borel and de 
Siebenthal. 

Some of the results of this paper were announced in [9]. 
After we had completed this paper Prof. J. F. Adams kindly pointed out 

his work (partly coauthored with Z. Mahmud) on maps between 
classifying spaces of compact simple Lie groups [13, 14]. It is very 
interesting that these maps are closely related to X-maps between the 
corresponding representation rings. In the course of their work they 
essentially establish part of our Theorem 2.1 [13, Theorem 1.7, Corollary 
1.13, Theorem 2.21] and give some examples of what we called subjoining. 
(See also [15].) 

It is a pleasure to thank J. Patera for initiating our interest in this 
problem and for much encouragement in bringing this paper to fruition. 
We also wish to thank the Centre de Recherche de Mathématiques 
Appliquées at the Université de Montréal for its hospitality while this 
work was being completed. 

1. Preliminary concepts and conventions. Throughout this work k 
denotes an algebraically closed field of characteristic zero. 

Z denotes either the integer numbers or the ring generated by the 
multiplicative unit of k. Thus Q, the field of quotients of Z, is used to 
denote either the rational numbers or the prime field of k. 

If V is a /c-space and A is a subset of V the symbol {A }k will be used to 
denote the /c-span of A in V. 

a) On Lie algebras. By a Lie algebra we mean a finite dimensional Lie 
algebra over k. 

Recall that a Lie algebra is said to be reductive if it can be written as the 
direct product of a semisimple and a commutative Lie algebra. 
Henceforth 

cj = ê X a and Q' = §' X a' 
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REPRESENTATION RINGS 901 

will denote two such algebras. 
Choose Cartan subalgebras fj<=, % for ë and ë' respectively thereby fixing 

Cartan subalgebras 

ï) = I)g X a and lj' X % X a' 

for ÇJ and g'. We assume the following standard notation. 

Lie algebra ë ë' 

Root system A A' 
Base for the system {«! , . . • . , « / } {"i, • • •, «H 
Weyl group w W 
Weight lattice p Pf 

Fundamental weights {"1,. . . , CO,} {<4 • • . , u'r} 
Coroot system 2 2 ' 
Coroot lattice !)z I)z 

In dealing with reductive Lie algebras we will find the following natural 
extension of the concept of root system useful. 

Definition. (Borel-Tits) Let V be a k-vector space, M a subvector space 
of V. A root system for the pair (V, M) is a subset A of F such that 

i) The vector space U spanned by A is supplementary to M 
ii) A is a root system (in the usual sense) in U. 

Let ah . . . , « / be the fundamental roots of A (viewed as a root system in 
U). The Weyl group W is the group generated by the reflections 
rav . . . , ra/ where the ra 's are now viewed as automorphisms of V acting 
trivially on M. 

Since V = ( / © M w e may write F* = U* © M* where 

(U, M*> = {0} = <M, £/*>. 

Thus, the dual root system 2 is a root system for the pair (V*, Z*). 
One defines the group of weights to be 

P(A Z) - {X G F*|(a, A> G M for all a e= A}. 

Notice that i f x G M * then (A, JC) = {0} and therefore x e P(A, M). 

Remark. Let g = ë X a as above. Then 

h = V)z}k © Û and b* = {/>}* © a*. 

After having identified rjê and fjf via the Killing form (. , .) on ë, we have a 
non-degenerate bilinear form 
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902 R. V. MOODY AND A. PIANZOLA 

< . , . > : * ) * X t] - > A: 

given by 

(jU + <jp, /7 + rt) — (jU, /?) -f qp(tf) 

for all fi G P, ç G Û*, /i e t) and <z e a. 
2 is a root system for the pair (t), a) and the group of weights P(2 , a) c 

I)* is easily seen to be P X a*. 

b) Oft \~structures and representation rings. (For references and details 
about this material the reader is referred to the Appendix.) 

Let A be a commutative ring with identity and denote by A [ [t] ] the ring 
of formal power series in one variable / with coefficients in A. We define 
1 4 A [ [ t ] ] + c ,4[[ / ] ]by 

1 + Al\t]r : = {l + 2 «/k e A j . 

The multiplication on ^4[[/]] gives 1 -f ^ [ | / ] ] f the structure of an 
albelian group. Let 

A,:.4 -* 1 + A[[t]] + 

be a mapping and write its action by 

Xt\a -> À°(a) + A1^)/ + X2{a)r 4- , for all a e /L 

The pair Ç4, Ar) is said to be a pre \-ring if 

A1 (a) = a for all # e A and 

Ar is a group homomorphism from the additive group of A into 
the (multiplicative) group of 1 + A[ [t] ] f . 

If (A, A,) is a pre A-ring we then have for all a, b e A: 

I. \°(a) = 1 

IL AV) = ̂  
>* 

III. Xn(a + /?) - 2 A'(tf)A" '(£) for all « e Z^()-

Conversely, given a family of mappings {Xn}n<EZ ,0:,4 —> A satisfying these 
three properties then Xt as above exists and (A, Xt) is a pre A-ring. We say 
that a ^ A has X-degree n, for some n <= Z ^ Q , if A'?(#) T̂  0 and m > n =^ 
Xm(a) = 0. If this is the case we write 
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REPRESENTATION RINGS 903 

degÀ/ (a) = n. 

A À-ring is a pre À-ring where certain relations for elements of the form 
Xm(Xn(ab) ) are imposed. For the most part it is not necessary to know the 
explicit form of these relations, and for smoothness of exposition we have 
deferred their discussion to the Appendix. In the sequel we use the term 
X-structure to refer either to pre À-rings or À-rings. 

Let A be a À-structure. An ideal J of A is said to be a X-ideal if Àr(J) c 1 
+ J[ [t] ] + - The quotient ring AU has a natural À-structure by defining 

Xn{a + J) = \n(a) + J 

for all n e Z ^ 0 and a e A. 
If (v4, A,) and (R, A,) are two À-structures then a ring morphism/:^ —> /? 

is said to be a X-morphism if 

ftXt(a) = AJ'(a) for all a e A 

where / , denotes the natural extension o f / t o 1 + ^4[ [/] ] f . 
If /:v4 -> i? is a A-morphism then 7 = ker / is a A-ideal of 4̂ and 

conversely, if J is a A-ideal of A then/:v4 —» y4/7 is a surjective A-morphism 
with kernel 7. 

Let g be a Lie algebra. In the (additive) free abelian group on the set of 
isomorphism classes [V] of simple g-modules V we can define a 
multiplication using the tensor product of g-modules to obtain a 
commutative ring with identity R(#) called the representation ring of $ (see 
Appendix 2). The mapping 

Ar.R(Q)-^ i + R(ti[[t]]+ 

defined (in the free basis) by 

At:[V] H> 1 + [V]t + A2[F]/2+ . . . 

where AW[F] stands for the isomorphism class of the « -exterior power of 
the c;-module V, gives R(Q) a pre A-ring structure. 

If g = ê X Û is reductive we denote by Z[P] and Z[a*] the group 
algebras on P and a* over Z respectively. Thus if x e Z[P] and>> e Z[a*] 
we have 

x = 2 >V<K/x), «/i G z 

a n d 

.V = 2 «<p<?(<p), n<p <E Z 
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904 R. V. MOODY AND A. PIANZOLA 

where both sums have finite support. P and a* are treated multiplicatively 
in Z[P] and Z[a*]. There their elements are denoted in the form e(/x), e(<p) 
etc. to avoid confusion. 

Let Z[P]W be the subring of Z[P] consisting entirely of elements that 
are invariant under the action of the Weyl group W. It is well known [4, 
Chapter 8] that 

R(&) ^ Z[P]W. 

Clearly R(a) ~ Z[a*] and moreover 

R(è X a) ~ £(ê) ® z R(a) ~ Z[P]W ® z Z[a*]. 

The mapping 

\é:Z[P]->l + Z[P][[t]] + 

defined by 

h- 2 n^ein) (-> 11(1 + e{v)t)n* 

gives Z[P] a pre À-ring structure that can be carried to Z[P]W since 

\,{Z[P]W) c 1 + Z[P]w[[t]] + . 

Similarly for Z[ct*]. 
Z[a*] and Z[P] (hence Z[P]W) are in fact X-rings since the elements e(<p) 

and e(jti) are of X-degree 1 (see Appendix 1, Proposition 1). The tensor 
products Z[P]W ® Z[a*] are thus also X-rings with Xt = (X5 ® Xn) and the 
elements e(jti) ® e(<p) of X-degree 1. 

Not surprisingly the X-mapping A, of R(% X a) defined upon exterior 
powers of § X a-modules is none other than that induced from Xt = (X5 ® 
Xa) via the isomorphism 

R(§> X a) - Z[P]W ®z Z[a*]. 

Throughout the rest of this paper ® means ® z . 

2. Statement of the main theorem on X-ring homomorphisms. (Notation 
as in Section 1.) 

THEOREM 2.1. (A) Let Q and a/ be reductive Lie algebras, R(o>), R(Q') 

their respective representation rings. Let 

f:R(Q) -> R(Q') 
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be a X-ring morphism. Then 
(1) There exists a group morphism 

fQ:P X a* -» P' X a'* 

which induces f via the natural extension offQ to a ring morphism 

Z[P] 0 Z[a*] -> Z[F] 0 Z[a'*} 

and the canonical identifications ofR(q) and R(Q') with Z[P]W 0 Z[a*] and 
Z[P']W 0 Z[ar*] respectively. Furthermore, let \ = ker / 0 and let 

WD = {w G W>i c j} 

f*7 = {w e PT|wx = x mod j : Vi G P X a*}. 

77ze« W7/ O J ^ âwd, / / we denote by ~ : W^ —> J ^ / W7/ f/ie canonical 
homomorphism, then 

(2) There exists a group morphism 

swc/z f/ia/ whenever w e J ^ and \p(w') = w for some w' e W the following 
diagram commutes 

fo 
p x a* • />' X a'* 

w 

p x a* >P' X a'* 

/o 

77ze pair (/0, ^) w determined up to conjugation by W. 
(B) Conversely suppose that fQ:P X a* -^ P' X a'*, j , W/), Wj and 

as afrove exw/ awd satisfy (Dl). 77ze« //zere ex/sto a X-ring morphism 

fR(Q) -* R(Q>) 

which intrinsically defines fQ, j , Wp, Wj and \p up to conjugation by W. 

Note. The groups WD and Wj are called the decomposition and the 
inertia groups of the mapping/. The meaning of "up to conjugation by W" 
will be made precise later. 

For (/x, <JP) G P X a* we define e(fi, <p):= e(\x) 0 e(<p). 

(D) 
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906 R. V. MOODY AND A. PIANZOLA 

Notice that for all w e W 

w(/i, <p) = we(p) ® e(q)) = e(wfx) ® e(<p) = e(w(i, <p). 

Proof of (B). Le t / 0 :P X a* -> F X Û'*, i//: JF -» WD/Wj be as stated. 
Let 

/ :Z[P] ® Z[a*] -> Z[F] 0 Z[ct'*] 

be the ring morphism obtained by extending f0 in the natural way. Both 
Z[P] ® Z[a*] and Z[Pf] ® Z[a'*] are constructable (they both have free 
bases consisting entirely of elements of A-degree one). Since / maps 
elements of degx = 1 into elements of degx = 1 , / is a A-ring morphism 
[Appendix 1, Proposition 2]. 

At this point, it will suffice to show that 

fZ\P\w ® Z[a*] -> Z\Pf\w' ® Z[a'*]. 

Let 

x = 2 ^ ve(/i) ® *(*) G z[ />]^ ® Z[Û*] . 

Let w' G W' and choose w e WD such that w = \p(w'). Then 

H>'/(*) - 2 w'nme(f0(\i, <p) ) = 2 n^qfoiwehi, <p) ) = fw(x) 

= / (* ) • 

3. The construction of / 0 . In this section we show how a X-mapping 

/ : Z [ P ] ^ ® Z[a*] -> Z[P']"" ® Z[a'*] 

determines a group morphism 

/ 0 : P X a* -» P' X a'*. 

Once this is proved, we prove part (1) of Theorem 2.1 (A). 

LEMMA. Let A be a ring and $> an (additive) commutative torsion free 
group. Let A[<!>] denote the group algebra of Q> over A. Then if A is entire 
(resp. integrally closed) so is A[<&]. 

This is proved in [2], Chapter 5, Section 1, Example 24. 

PROPOSITION 3.1. (1) Z[P] ® Z[ct*] is integrally closed. 
(2) Z[P]W ® [a*] is entire. 
If I = rank (è) and [Z[a*] }fieid> L, and K denote the fields of quotients of 

Z[a*l Z[P] ® Z[a*l and Z[P]W ® Z[a*} respectively then 
(3) Z\P\W ® Z[a*] ^ Z[a*] [Xb - • • , X/l and 
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K ^ {Z[û*]} f i e l d(X i , . . . ,X/) 

(4) Z[P] 0 Z[a*] ~ Z[a*](Xu . . . , * , , A',-1, . . . , X^X\ and 

L ^ { Z [ û * ] } f i e l d ( ^ , . . . , ^ ) 

where xi, . • • , Xh X\, . . . , X\ are indeîerminates over Z[a*]. 

Proof. Let $ = (P X a*, + ). Then Z[P] 0 Z[a*] ~ Z[$] via 

by which we may identify them (thus e([i, <£) = e{ (JU,, $) ) ). Thus (1) 
follows by our last lemma while (2) follows from (1). Finally (3) and (4) 
follow from the well known isomorphisms ( [4], Chapter 8) 

Z[xx, . . . , x,\ ^ Z[P]W 

via 

Xi i-> ch M(coz) 

where M(w7-) is the irreducible ë-module of highest weight to,- and ch is the 
character map (see notation in Section 1), and 

Z[Xh...,XhX;\...,X^]^Z[P] 

via 

Xf\x . . . X"1 —» e(rt\co\ + . . . + ft/co/) 

where « ! , . . . , « / G Z 

PROPOSITION 3.2. Z[P] ® Z[a*] w f/ie integral closure of Z\P\W 0 Z[a*} 
in L ( = yiWrf of quotients of Z[P] 0 Z[a*] ). 

P™<9/". Each (7 <E Z[P] ® Z[a*] is a root of 

n ( * - w(^)) G ( Z [ P ] ^ ® Z [ Q * ] ) [ Z ] 
we H7 

which shows that 4 is integral over Z[P]W 0 Z[a*]. Since Z[P] 0 Z[a*] is 
integrally closed the proposition follows. 

Let \)0 be the kernel of/":P(g) —» P(g')- Then £0 is a A-ideal and a prime 
ideal of Z[P]W 0 Z[a*]. Let 

T T ^ P ] ^ 0 Z[a*] -> Z[P]W 0 Z[a*]/t>o 
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908 R. V. MOODY AND A. PIANZOLA 

be the quotient mapping. We have the following commutative diagram 

Z[P]W ® Z[a*] ?-^Z{P\w 0 Z[a*]/pc 

A, A, 

1 + (Z[P]W ® Z[a*])[[t}}+^^\ + (Z[P)w®Z\a*}/*0)[[t]Y 

where \t is the quotient A-mapping. 
Let \) be any prime ideal of Z[P] ® Z[a*] lying over pQ [8, pg. 9]. We 

introduce the following fields of quotients. 

K for Z[P]W ® Z[a*]/£Q 

Kfiov Z[P']W' ® Z[a'*] 
L for Z[P]® Z[a*]/p 
L for Z[F] ® Z[a'*} 
K for Z[P]W ® Z[a*] 
L for Z[P] ® Z[a*] as before. 

We may consider L as an extension of A' in a natural way, and likewise 
L' over Kf and L over K. 

Let 

/ : Z [ P ] ^ ® Z[a*]/t)0 -> Z [ P ' ] ^ 0 Z[ct'*] 

be the injective reduction of/, i .e. , / = / o IT. Thus / i s a A-monomorphism 
a n d / extends to an embedding/ :^ —> X7 

L L' 

/ 
A -*#' 

/ 
Z\P\W ® Z[a*]/p0 >Z[PT ® zI a*l 

Let ~:Z[P] ® Z[a*] -> Z[P] ® Z[a*]/£ be the quotient map (thus is 
an extension of TT). 
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PROPOSITION 3.3. (a) L/K is a finite Galois extension. 
(b) L/K and L' IK! are finite Galois extensions with Galois groups W and 

W respectively. 

Proof. It is clear that 

L = K(e{œx) 0 e(Q)9 . . . , e(^) 0 é>(0) ). 

Let 

£/ = 2 e([x) 0 e(0) e Z[P]W 0 Z[a*] 

\ii = K^èi == ^t \ & 

= *t I I (1 + e(iL) 0 e(0)0 

= I I (1 + e(ix) ® <?(0)0 

which lies in ( Z [ ? f 0Z[u*]/t)o)W c ^ [ ' ] and has roots -e(\xyx 0 e(0) 
(in particular — e(<oz-)

-1 0 e(0) ) in L. Thus L is the splitting field of 
11/ = i \ii- On the other hand L is of characteristic 0; hence L/K is 

Galois. Similarly for L/K and L'/K. 
It is obvious that W acts on L as automorphisms of L over K. The 

resulting homomorphism W ^ Gal (L/K) is faithful since any w G IT is 
entirely determined by its action on the set 

e(aY) 0 e(0), . . • , e(œi) 0 e(0). 

Consider the fixed field L w of L under IF. If 0, ft e Z[P] 0 Z[a*] and 
tf/Z> G L ^ then from 

alb = I I W(Û)/6 I I w(a) 

we see that the left side and the numerator, hence also the denominator, 
are ^-invariant and thus belong to Z[P]W 0 Z[a*]. Therefore alb e K. 
Similarly for L'lK'. 

Let Kf be an algebraic closure of K containing L and let / be an 
extension of / to an embedding of L into Kf. Let fh ft be the 
corresponding mappings for the formal power series 
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910 R. V. MOODY AND A. PIANZOLA 

I / I 
K >K' 

We claim that L falls into L under/ . More precisely: 

LEMMA. For all fi e P and <p e a* there exist \i! Œ P' and <p' e a'* such 
that 

f e(n) ® e(y) = eW) ® e(<p'). 

_ Proof. Recall that \ t = (Xâ ® Xfl)„ X; = (Xê> ® X Q 0„ / IA : = / a n d ^ / = 

Let /x G P, <p G a*. Define 

^ = 2 <?(a) ® e(v) e Z [ P ] ^ ® Z[a*]. 

First 

(1) fM=f< I I (1 + e(a) ® *(*>)') = I I (1 + / W a ) ® e ( v ) ) 0 . 

Next since / £ G Z[P']W' ® Z[a'*] we may write 

fl = 2 v,v *0O ® *(*')-
Thus 

(2) x;/f = II (i + *oo ® ^ O ' ^ ' . 

By equating the roots of the polynomials (1) and (2) (which are equal) 
we obtain 

f e(a) ®e(q>) = e{p!) ® e(yf) 

for some /x' <E P' and <?' e a'* (depending on a and <p). In particular 

/ e (M)®*(v) = *0O ® *(*')• 

The mapping 
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/0:(JU, <p) -» e(fO ® e(<ï>) ~>fe(ti) ® e(«p) -> e(/0 ® eW) -> (M', <P') 

is a group morphism from P X a* into P' X a'*. 
Recall that 

£?(/*', <p') = e(ii') ® e(<p') for ail (/x', <*/) e P' X a'*. 

The mapping 

Z[P] ® Z[a*] -> Z[F] ® Z[a'*] 

induced by fQ isfo~ since 

2 n^e(ii) ® e(v) -> 2 n^eifoiti, <p) ) 

= / 2 « ^ KM) ® e(v). 

Its restriction to Z[P]W ® Z[a*] i s / o IT = f. This establishes part (1) of 
Theorem 2.1 (A). 

4. The decomposition and inertia groups. In this section we will finish 
the proof of Theorem 2.1 (A). Let us start by recalling the following result 
from the theory of fields [8, p. 15]. 

THEOREM 4.1. Let A be an integrally closed commutative integral domain 
and K its field of quotients. Let LI K he a finite Galois extension and let B be 
the integral closure of A in L. Let p be a maximal ideal of A and 0 a prime 
ideal of B lying over p. The set of such 0 form one orbit under the Galois 
group G(LIK) of L over K. Let 

GD = {a G Gnl(L/K)\o&> = 0} 

Gj = {a e Gal(LI K)\o(x) = x mod 0 for all x e B}. 

Then 0* is a maximal ideal of B and under the natural inclusion 

Alp ^ BI& 

B/& is a normal extension of Alp. Furthermore every a e GD stabilizes B 
and thereby induces an automorphism o of B/0 which fixes Alp. The 
resulting mapping 

~:GD-> Gal(B/&> I Alp) 

is surjective with kernel Gj. Thus 

GDIGj ~ Ga l (P /^ / Alp). 
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Let us return to the situation at which we arrived at the end of Section 

Z[P]W ® Z[a*]/pQ 

Recall that 

>Z[PT ® Z[a'*] 

p0 = ke r / :Z[ />r ® z I a * l -* zlpV ® Z[a'*] 

and $ is a prime ideal of Z[P] ® Z[a*] lying over .p0. We localize at pQ. 
Let 

S 0 : = (Z[P]W ® Z[z*}) - t)0 

^ : = S~ * ( Z t P ] ^ ® Z[a*] ) c £ 

B : = So ] (Z[P] ® Z[a*l) c L. 

The following is a consequence of Proposition 3.2. 

PROPOSITION 4.2. (1) A is integrally closed in K and B is the integral 
closure of A in L\ 

l — l 

(2) SQ pQ is maximal in A and SQ $ is a prime ideal of B lying over A. 
Let p 0 : = SQ £0 and p : = S 0 p and apply the last theorem to 

L D B D p 

i D yi D P0 

to see that B/lp is Galois over A/"p0 with 

Gal(£/p / A/%) ~ H V ^ / where 

WD = {w G W|w? = p} and 

W j {w G T |̂wx = x mod p for all JC e B}. 

Now the kernel of the composition 

Z[P] ® Z[o*] - > £ - > £ / £ 
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is Z[P] 0 Z[Û*] n p = \) so we have an injection of L = field of quotients 
of Z[P] 0 Z[a*]/$ ^ B/% and this is in fact an isomorphism of fields 
since 

B = S~l (Z[P]®Z[a*]). 

A similar thing occurs with K and A/^Q. We conclude that 

G&\(L/K) = WVW/ 

and, as we already know 

Gal(L7#') - W\ 

L is the splitting field of a certain polynomial over K. Hence/(L) is the 
splitting field of the corresponding polynomial over f(K) c K'. Thus 
Gal(L7^') induces automorphisms of L over AT. Let 

be the resulting homomorphism of Galois groups. 

LEMMA 4.3. L<?J w' e JF tf«d /ef w e ^ Z>e swc/z //za/ ̂ (V) = vv : = 
wWj. Then the diagram (Dl) of Theorem 2.1 (A) (2) /s commutative. 

Proof. Let (fi, <p) e P X a*. We have to show that 

w'/o(/*, v) = /0w(/x, <P). 

Now 

e(w%Qi, <p) ) = H>7<K/X) ® *(*) = f^(w')e(v) ® e(v) 

= fwe(ji) 0 e(q>) = fe(wfi) ® e(<p) = e(/0w(/z, <p) ). 

Up to now the definition of WD and Wj depend upon p. We now relate 
them to i = ker / 0 c P X a* as prescribed by Theorem 2.1 (A)(2). 

PROPOSITION 4.4. 1 — e(\) generates p as an ideal of Z[P] 0 Z[a*]. 

Proof. Let (1 - e(j) > be the ideal of Z[P] 0 Z[a*] generated by {1 -

e(ï) }• 
Recall that p is the kernel of the composite map 

Z[P] 0 Z[a*] ̂  Z[P] 0 Z[a*]/*> ^ Z[P'] 0 Z[a'*] 
and 

7(1 ~ *(£)) = 1 - e(/o«) ) for a lU e P X a*. 
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T h u s ( l - e(i)) c p. 

If p = {0} then i = ker / 0 = {0} and we are done. Suppose p ¥= {0}. 
Let 

0 ± x = 2 nj£(£) G O ; ^ ^ 0 for all £ G I c P X a*. 

Choose £0 G / and let g0 <E P' X a'* be such that 

/o(«o) = & 

Let 70 c / be defined by 

I0 : = {£ G / | /0(£) = &}. 

Since the coefficient of <?(£o) m 0 = / 2/^£<?(£) *s 2 / 0 ^£ w e s e e t n a t ^o 
has at least two elements. 

Let y = 2 / 0
 w£^(£)- Then 

7 = e(£0) 2 «£*?(£ - £0) 

= e(fc) 2 - ^ (1 - e(i - fe) ) G (1 - e(j) > 

and 

/ \ / o 

The result now follows by induction on Card (I). 

PROPOSITION 4.5. 

WD = {w G H>( j ) = i} 

J^7 = {w G ï^wx = x mod i for all x G P X a*}. 

Proo/. Let w G W D . If (/A, <p) G P X a* then 

(/A, <p) G j ^ 1 - e(ii9 <p) G p. 

Thus 

(/x, cp) G j => w(l - e(/x, <JP) ) = 1 - e(w/x, <p) 
G p n Z[P] ® Z[a*] = p 

=» (w/A, <jp) = w(/A, <jp) G j . 

Conversely if w G tf^and w(j) = j then w(l — e(\) ) = 1 — e(\) and by 
our last proposition wp = p. 
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By definition wSQ = SQ, hence wp = wSQ p = p and w G WD. 
Likewise, if £ G P X a* then 

w G H7/ => we(i) = e(i) mod p 

=> 1 - e(w£ - 0 G p n Z[P] 0 Z[a*] = P 

=> w£ - è e i 

and conversely, if we(£) = e(£)(mod j) for ail £ G P X a* then 

1 - e(w£ - { ) e l - e(i) 

and hence w<?(£) = e(Ç) mod £ for ail £ G P X Q*. Therefore 

wx = x mod p for all x G B 

and thus w G WJ. 

The construction of/0 (hence j , ^£>, Ĵ 7 and ;p) depends only upon the 
choice of p in Z[P] 0 Z[a*] lying over £0 and the lifting o f / t o / . But 

t> = p n Z[P] 0 Z[a*] 

where p is chosen in B to lie over p 0 = SQX\)0 in A. According to the 
general theorem at the head of this paragraph p, hence also p, is unique up 
to the action of Gal(L/K) = W. 

Suppose that q lies over p0 and g is a lifting of/ to an embedding. 

g:Z[P] 0 Z[ct*]/q -> L'. 

Let q = W]£, w\ G W and let 

[w{]:Z[P] 0 Z[a*]/p -> Z[P] 0 Z[a*]/q 

be the corresponding isomorphism of rings. Then g o [w]] is an embedding 
of Z[P] 0 Z[a*]/£ into L! extending/. Since the fields of quotients L and 
La, say, of Z[P] 0 Z[a*]/p and Z[P] 0 Z[a*]/q respectively are the 
splitting fields of the same polynomial over K ( = field of quotients of 
Z[P]W 0 Z[ct*]/£0) their images u n d e r / and g o [w\] are the same. 
Thus 

f~] o g o [Wl] G Gal(L/iT) 

which is WDI Wj c W. 
The net effect on / 0 is to replace it by / 0 o w~] for some w G W, j by wj, 

WD by wWj)W~\ Wj by wW/w~] and *// by zM. O ^ where 

i^.WD/Wj -> wWDw~~x/wWjw~x 
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is derived from the inner automorphism of w on W. 
The pair (fQ O w~ \ iw O ^) is said to be the conjugate of(f0, \p) by w. Our 

argument then makes it clear that the construction of (/0, \p) is unique up 
to conjugation by W. This concludes the proof of Theorem 2.1. 

PROPOSITION 4.6. Let a, be a Lie algebra and R(Q) its representation ring. 
Then there exists a unique X-ring morphism 

dim:#(g) -> Z 

such that dim maps each class [V] into dimk(V) for every Q-module V. In 
particular if f\R(o) —> R(Q') is a morphism of X-rings then the following 
diagram commutes: 

f 
R(Q) >mf) 

Proof (See Appendix for details.) Let n be the nil-radical of g. Then 

R(Q) & R(Q/n) & Z[P]W 0 Z[a*]. 

Theorem 2.1 applied to g/n and the trivial Lie algebra {0} shows the 
existence of unique À-mapping 

dim:Z[P] X Z[a*] -> Z 

with 

dimQ:P X a* -> Pf = {0}. 

(Conjugation does not affect this map.) 
If Kis an irreducible g-module, hence an irreducible g/n-module then 

[V] corresponds to 2 n^edi) 0 e(<p), 

the character of g/n on F, and 

dim:(2 n^eQi) 0 e(<p) ) ^ 2 n^ = dim*(K) 

shows that dim:= dim\R(Qy.R(Q) —> Z has the required property. In view 
of the uniqueness, the second assertion is obvious. 

5. The definition of subjoining. To motivate the material in this section 
we start by examining the subalgebra relation. 
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Let g = ê X a, and g' = §' X a' be reductive Lie algebras with g' a 
subalgebra of g embedded by the mapping /. Choose Cartan subalgebras ft 
and ft' for g and g' respectively with ft' c ft. Obviously 

(1) z':ft' —> £) is injective. 

Write ft = ftë X a where ft$ = ê Pi ft and similarly for ft'. Notice that 

/ 
3' = [g', g'] -> [g, g] = ê; 

in particular ft^ c ftè. 
Let/:P(g) —> P(g') be the À-ring morphism induced by restriction (see 

Appendix). By Theorem 2.1 this determines a group morphism 

f0\P X a* -> P' X a'* 

which is none other than the transpose /* of / restricted to P X a*(c ft*). 
It is easy to see that/0(a*) c a'* and moreover 

(2) /o,Q: = 7OI{0}XQ* is /c-linear. 

Furthermore 

(3) fQ(P X {0} ) n (P' X {0} ) is of finite index in P' X {0}. 

Were this not so then there would exist an element 0 ^ h' e ft'5 such 
that 0 ¥= i(hf) e ft5 would vanish under the action of P X {0}. 

Conditions (1), (2), and (3) form the basis of our definition of 
subjoining. 

Let us return to the general situation where g and g' are reductive a n d / 
is a À-ring morphism from P(g) into P(g')- We retain the notation of 
Sections 1, 2, 3, and 4. We know the existence of a group morphism: 

fQ:P X a* -> P' X a'*. 

If O, <p) G P X a*, write 

/o(M, <P) = /o.ë(M) + /o,a(v) 

where /0,ë(/i): = /Q(/i, 0) and/0 , a(v) : = /o(0, v ) . In general 

/o,*(f0 = ( ^ v') e F X a'* 

but notice that since 1 0 e(<p) e P(g) and / i s compatible with/0 we must 
have (after identifying a'* inside P' X a'*) 

/o,a(v) G a '* f o r a11 v G a* 

by an argument on À-degrees (see Appendix, 3, Proposition 7). 
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a* has the structure of a /c-linear space but unfortunately it does not 
follow t h a t / o a is fc-linear. However, since in the subalgebra relationship 
this is indeed the case it is natural for us to make the following 

Assumption. fQa:a* —» a'* is /c-linear. 

Notice that this is expressible at the level of representation rings since 
a* is canonically identified with the elements of A-degree 1 in R(c\) 
(Appendix 3, Proposition 7). We will say tha t / i s /c-linear if/0,a 1S ^-linear. 
Recall that 

£)* = {P}k © a* and ï)'* = {F}k 0 a'*. 

Thus / 0 extends uniquely to a k-linear mapping 

by 

fk\k\l + <p H-> k(l' + (kfp^ -f qp̂ ) 

for all (jit, <jp) e P X a* and k ^ k where/oê(ju) = (ju/, <p̂  and / 0 a(<p) = <*4 
Notice that (D) has the /c-linear extension 

A 

(D) t 

whenever w e \p(wf). 
The transpose of / . , which for simplicity we denote as /*, is a 

mapping 

This mapping is extremely important for everything that follows. In the 
case when subjoining is the subalgebra relation,/* is simply the inclusion 
map. Loosely speaking to the extent that /* differs from the identity, so 
much does the subjoining differ from a subalgebra inclusion. 

Let us recall that for a root system of pairs (Section 1) we have 

(%*, ay = {0} = <Û'*, %y 

where fy' = % X a'. 
As before let fyz c rjg be the coroot lattice of §>'. One can see that for x' 
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G t)r to belong to fyz it is necessary and sufficient that 

(1) (P\ xfy c Z and 

(2) (a'*, xy = {0}. 

It follows that A ^ z ) c \)Z. For suppose x' e \)'z and let ju, <E P with 
/0(/x, 0) = (/xr, cp .̂ Then 

(1) </x, A * ' ) ) = </i' + < x'>' = </i', *'>' e Z 

(2) <a*, A * ' ) > <= </o(a*), *'>' c <a'*, *'>' = {0} 

whence our claim. With /J : = /*|^zwe have 

The two group morphisms/z and \p are the essential tools in the study of 
subjoinings. 

Definition 5.1. A f-linear X-ring morphism/:i^(g) —> P(g') is said to be a 
pre-subjoining if the induced group morphism fQ:P X a* —> P' X a'* 
satisfies the following condition: 

PSJ:[P' X {0}:/o(P X {0} ) n (P' X {0} ) ] < oo. 

Remark, fgiven, f0 is unique up to conjugation by W. For any w ^ Wit 
is clear that fQ satisfies PSJ if and only if fQ o w~x satisfies PSJ (see 
Section 4). 

Let a\%x c a'* be the /c-span of the elements <*/ e a'* such that <pf = f0(£) 
for some £ G P X a*. Let £ /be the smallest field containing e(a\%) and 
/ (Z [P ] 0 Z[ct*] ) and A^-the smallest field containing e(a\^) and/(fl(fl) ). 
Recall L(g') and A^g'), the field of quotients of Z\P'\ 0 Z[a'*] and P(a') 
respectively. 

PROPOSITION 5.2. For a pre-subjoining f.R(ù) —» P(g') the following are 
equivalent: 

(1) L(Q' ) w a finite extension of Lj 
(2) aj* = a'* 
(3)/^:t)* —•» f)'* /s surjective 
(4)/*:!)' ~^ & ^ injective 
(5) AT(g') /s a finite extension of Kp 

We start by proving the following 

LEMMA. Let kQ be an extension of degree = 1 + rank P of Q z>? /: #«d let 
b'* &e « kQ-subspace of a'* such that 
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a;* c b'* ç a '*. 

Let F be the subfield of L(g') generated by f(Z[P] ® Z[a*] ) and e(b'*). 
77ié?w L(g') ^ F. 

Proof (of the lemma). F is the field of quotients of the ring generated by 
e(b'*) and e(fQ(P X a*) ). The typical element in this ring is 

2 nte(Xh k + ftz) (*) 

where nt G Z, (XZ, ^-) G / 0 (P , 0) and ft, G b'*. 
Let cpr G û r*\b r* and suppose that 1 ® e(«p') G F. Then for some 

elements of the form (*) we have 

2 rtie(Kh \pj + ft, + <*/) = 2 fl/e(X-, i//- 4- ft-) 

and comparing terms we conclude that 

(X„ i/// 4- ft/ -f <p') = (\'k, i/4 4- ft£) for some / and k 

and thus that 

<*>' G / 0 (P , 0) mod b'*. 

Let / = rank P. Choose /q, . . . , k/+] G /CQ linearly independent over Q. 
By the above argument applied to ky, j = 1, . . . , / 4- 1 we find 

kj<p' = fo(tij, 0) mod b'* for some /xy G P. 

Since f0([i\, 0), . . . ,/0(jLt/+1, 0) are linearly dependent over Q we have 

( 2 fykjW G b'* for some qj G Q 

whence <p' G b'* which is not the case. We conclude that 1 ® <?(cp') £ F. 
Hence L(Q') £ F. This concludes the proof of the lemma. 

Proof (of Proposition 5.2). "not (2)" =» "not (1)": Choose ! 0 as in the 
lemma. By assumption a-£ Ç a'*. Apply the above lemma to b'* = a-*, to 
find <prj £ a;*2 such that 1 ® e(<pi) £ Lf. Let b'f = kD<ç\ 4- a•£ and F\ be the 
compositum of Lf and the field generated by e(b'f ); find <P2 £ b'i* such 
that 1 ® <?(<p9 £ Fj. Let b2* = &0<p2 4- b'}* and so on. This produces an 
infinite tower of proper extensions 

Lf c F, c F2 c . . . c L(g') 

whence L(g') is not a finite extension of Ly. 
(2) => (1): By assumption a-*2 = a'* hence 

V => {Z[û'*] } f ie ld. 
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By Proposition 3.1, L(cj') is generated over (Z[a'*] }fiekj by /'-elements 
Xh . . . , X[>, that are identified with a free basis of P' over Z. By PSJ all 
these elements are algebraic over Lf 

(2) =» (3). Let fc/x' + <pr G r/*. By PSJ for a certain JV e N there exists JU 
e i> such that/0(/x, 0) = (Ay, 0). Use (2) to find x <= ï)* such that/*(jc) = 
<p'. Then 

A(^M + *) = ^ + *'• 

(3) => (2). Let <pr G a'*. By assumption there exists a /cju + <p G I)* such 
that/f(A:jLt + <p) = <p\ Let 

(/*', <PP- = /o, §0) an<* <jp'a: = /O,Û(V)-

Then 

y' = k\i' + (fap^ + v£), 

so that \xf = 0. We conclude that <^ G a-*2 and therefore 

(3) <̂> (4). This is clear. 
(5) <=> (1). This is immediate from the following diagram 

finite L(Q') 
K(QT 

The top extension is finite by Proposition 3.3. As for the bottom, Lf 
(respectively Kf) is the smallest subfield of L(g') (respectively A (̂g') ) 
containing/(Z[jP] ® Z[a*] ) and e(a^) (respectively f(R(o) ) and e(a]%) ). 
However, Z[P] ® Z[a*} is integral over Z[P]W ® Z[ct*] ^ #(a) by 
Proposition 3.2 and the result follows. 

Definition 5.3. Let g and g' be two reductive Lie algebras. A 
pre-subjoining/:P(g) —* P(gr) is said to be a subjoining if/satisfies any of 
the equivalent conditions of Proposition 5.2. 

Remark. For g' semi-simple we can see that the notions of pre-
subjoining and subjoining coincide. In fact, let f:R(c\) —> R(ç\') be a 
pre-subjoining and suppose that g' is semisimple. Then (2) in Proposition 
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5.2 obviously holds and fis a subjoining. Conversely suppose that PS J is 
not the case. Choose a basis X\, . . . , À/' for P' such that d\\\, . . . , d^ 
(with dh . . . , dk e TV) is a basis for fQ(P X {0} ) n P'. By assumption k 
< /'. Let /x' = À/' and imagine an algebraic relation over Lf, say, 

After clearing denominators we see that since P(g') has no non-trivial 
elements of À-degree one we can assume that al e f(Z[P] 0 1) for all 1 = 
i ^ TV. We conclude that e(ju') = e(\'i>) is algebraic over Z[e(\\), . . . , 
e(^k) L a contradiction. Thus (1) = PSJ and we see that if g' is semisimple 
then PSJ <=» (1) <=> (5). This allows us to characterize the concept of 
subjoining at the level of representation rings; 

PROPOSITION 5.2'. (gr semi-simple). For a X-ring morphis>n / :P(g) —> 
P(g') to be a subjoining it is necessary and sufficient that the field of 
quotients of R(Q') be a finite extension of the field generated by f(R(c\) ). 

Let us end this remark by pointing out that i f / :P(g) —> R(Q') is a 
subjoining then rank g ^ rank g'. This follows from Proposition 5.2 (3). 

PROPOSITION 5.4. Let / :P(g) ~» P(g') be a subjoining. Then 

xP:W' -> WD/Wj 

is injective. 

Proof. Suppose that 1 e \p(w') for some w' e Wf. Dualizing diagram 
(D)f we obtain the following commutative diagram 

/ * 

i 
• 

/ * 

from which w' = 1 since/* is injective. 

PROPOSITION 5.5. For a subjoining f.R{a) —> P(g') the following are 
equivalent: 

(1) rank g = rank g' 
(2) fk is injective 
(3 ) /* is surjective 
(4) / 0 :P X a* -> P' X a'* w injective. 

:w 
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Proof. I f / is a subjoining then/ , is surjective and/* is injective. Thus (1) 
<=> (2) <̂> (3). Finally, since j \ is a /:-linear extension of/0 we have (2) 
**(4). 

Definition 5.6. A subjoining fR(ç\) —> # ( Q ' ) is said to be an equal rank 
subjoining if it satisfies any of the equivalent conditions of Proposition 
5.5". 

Remark. If / i s equal rank then condition (4) of the above proposition 
tells us that \p: W —» W since from j = ker/0 = {0} we have Wp = J^and 
W, = {1}. 

The study of the composition of subjoinings in general is fairly intricate. 
For our purpose it is sufficient to examine the equal rank subjoining case 
and that is quite straightforward. 

A pair of subjoinings 

/:*(G) -> /?(«') 
g:RUY)~-> R(Q") 

of equal rank reductive Lie algebras leads to the following picture 

/ o go 
P X a* ->Pr X a'* ->P" X a'' 

->L'- -*L" 

(1) 
/ 

K- ->K'- -+K" 

f 
* ( « ) • - * * ( G ' ) - - • W ) 

^ < -
*f 

W<-
* S 

•W" 

The composition h:= g of is compatible with h:= gof,h:= gof,h0 

= g0 o / 0 , and \ph'.= i>f O \pg, and is a subjoining. We have hz = fz ° 

8z 

(2) h'i—*L->h'z-LL-+hz. 

From (1) and (2) we see that if h is an isomorphism then/J, gz, i/y; and ^ 
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are isomorphisms. In Proposition 6.3 we will show that this implies that g 
~ g' ~ g" a n d / and g are isomorphisms. In particular an isomorphism 
cannot be split non-trivially. 

Definition 5.7. A subjoining is proper if it is not an isomorphism. 

Again, in the equal rank case, from (1) and (2) and using the fact that/^, 
gz, i//y, and \pg are injective we see that only finitely many non-equivalent 
splittings h = g o / c a n exist for a given equal rank subjoining h. 

Definition 5.8. (equal rank) A subjoining is maximal if it cannot be split 
as a product of two proper subjoinings. 

Definition 5.9. Let g and g' be two Lie algebras and n and n' their 
respective nil-radicals. Then there exist canonical À-ring isomorphisms 
(Appendix 2, Proposition 6), 

^:R(Q) -> R(Q/W) and i//:fl(g') -> /*(g7n'). 

Thus, given a À-ring morphism/:^(g) —* R(Q') there exists a unique À-ring 
morphism fR:R(Q/n) —> R(q'/n) that makes the following diagram 
commutative 

/ 
R(Q)- •*R(a') 

R(q/n)-

V 

•+R(a'/n') 

fn 
Conversely, given fR:R(a>/n) —» R(Q'/XI') then / as above exists and is 
unique. 

/ a s above is said to be a subjoining iffR is a subjoining in the sense of 
Definition 5.3. As before we say that / is proper if it is not an 
isomorphism, maximal if it is not the composition of two proper 
subjoinings, and equal rank if rank g = rank gr. (Recall that rank g: = 
rank (g/rt) ). It can be easily shown t h a t / i s either proper, maximal, or 
equal rank if and only if fR is. 

6. Equal rank subjoining. In this and subsequent sections we apply the 
theory hitherto constructed to the special situation of subjoinings between 
equal rank reductive Lie algebras. The important point here is that we 
have embeddings b'z—> \)z and W —> W which allow us to reduce the 
problem to the level of the coroot systems 2 r and 2 of g' and g in t\'z and 
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\)7 respectively. The reduction is worked out in Section 6. In Section 8 we 
apply this to the case of maximal equal rank subjoinings, finally achieving 
the classification in Section 9. 

Let/:i?(g) —> R(Q') be an equal rank subjoining between two reductive 
Lie algebras. By Proposition 5.5 (2) 

is a vector space isomorphism. Let V c rj'* be defined by 

V: = fk{{P)k). 
Then dim*F = rank §>. By PSJ we see that {P'}k c V. Now {P'}A is a 
nonsingular space (relative to ( . , . )') and its orthogonal complement b'* 
in V is thus orthogonal to all roots of A'. Thus b'* is in f)'*-1 = a'* and it 
follows that 

b'* = (<p <E a'*|<p = /O(/A, 0) for some \x e P}A . 

In other words we see t h a t / o ê : P —> F X b'* together with ;p:W —» W 
induces an equal rank subjoining (Theorem 2.1 (B) )fè:R(§>) —» R(è' X b') 
such thâtfcy. = f\R{^)m. 

According to this, from now on we make the assumption that Q is 
semisimple since a* and its isomorphic copy/f(a*) c a'* can be removed 
from the picture for the purpose of classification. Recall that since fQ is 
injective 

^\W -> W 

and i// is injective. 
Recall the following commutative diagram ( (D)f ) 

W X Ç'z >i)'z 

^ x / S / ; •* 

p^ x i)Z >^z 

Let 2 ' and 2 be the coroot systems of g' and g in rjz and f)z respectively. 
Thus 2 ' is the set of a'v, a' e A' where a/V G £)Z is defined by the equation 
for the reflection ra> on fj'. Thus, for all x = k[xfy + a' <^ ty = % X a' 

rarX h-> x - <«', JC)V V = x - <«', it/x/V>| a v = ATV(/I'V) + tf'. 

Similarly for 2, for which ï) = ï)g by our last assumption. 
Let a' e 2 ' . Let / / a ' c fy' be the hyperplane corresponding to v . Under 

the action of \p, r^ is mapped into a symmetry on I), that is, ^Cv) reverses 
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/*(«') and pointwise fixes the hyperplane/*(// a) of f) (see diagram (D)f 
above). Since \p(ra>) e W, *K>V) is a reflection and corresponds to some 
root a e 2. We have 

Since /*(£)z) c fyz and a is indivisible in f)z, it follows that ka>^ Z and 
that we can certainly arrange things so that ka> > 0; then a is uniquely 
determined by a' and we may write ka instead of ka>. 

PROPOSITION 6.1. (Notation as above). Let f:R(c\) —> R(a>') be an equal 
rank subjoining. Then there exists a unique mapping 

2 ' -> 2; a' !-> a 

and unique positive integers ka ( = kn') such that 

(I) ./>'(«') = kaa 

(ii) \P(ra>) = rA. 

Furthermore ij a' \~^ a, ft' \-^ ft then a' _L ft' <=> a J_ /?. 

Proof. It remains to prove the last statement. However 

a' _L ft' <=> v £ ' - ft' 

*> *Kv)/J(/0 = f$(P>) 

<̂=> rakpft = /ĉ /3 <=̂> a _L /?. 

Remark. Suppose 2 is decomposable, say 

2 = 2i U . . . u S j with 2/ _L 2y whenever / ^ y. 

We write 

2 = Z | v . . . v Z v 

for this situation. 
Let i)j be the A:-span of 2, and £)• = /*_1(*)z) c &'• Thus 

i) = /4r, !)/ and ty = ® \)\. 

Define 

2; = {«' e 2 ' |^(a ' ) /* a . G 2,} 

and 
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a\ = {a' G Û ' | / * (* ' ) e t>,-} c ï>;. 

Notice that 2 ' = 2'] v . . . v 2^ because of Proposition 6.1. We claim that 2-
is a root system for the pair (fy-, a-) 

For each fi' e 2 ' \ 2 ; , 0' J_ ty. Indeed for je G ft, 

firpx) = Mrp)f*(x) =f*(x) 

since/*(JC) G fy, and f%(fi')/kp' £ 2,. Now {2-}^. is a non-singular space 
(relative to ( . , . ) ' ) and its orthogonal complement b • in I) • is thus 
orthogonal to all the roots of 2 ' . Thus b- is in rjr± = a' and it follows that 
b- = a- and 

% = {2Z'}A-_L a;. 

In view of this remark we can restrict our attention to the case when 2 is 
indecomposable. Henceforth we make this assumption. Notice that it can 
still happen that 2 ' is decomposable even when 2 is indecomposable. 
Let 

2 r = 2'i v . . . v Zi's 

be a decomposition of 2 ' into indecomposable root systems and let 

V = W ± L % 

be the corresponding orthogonal decomposition of h' as above. 
Let ( . , . ) be a non-degenerate W-'mvariant bilinear form on r). Then 

(.,.)'.•&' X b ' - > * 

defined by 

(x,y)'^(f*(xlf*(y)) 

is ^-invariant and hence on each rj-, when restricted to {2,}^, is a 
multiple of the canonical ^'-invariant form coming from the Killing form 
on g'. Thus in using ( . , . )' on rj' we do not alter the geometry of the 
system; accordingly, from now on we assume that/* is an isometry. 

PROPOSITION 6.2. For each component 2- there is a positive integer k\ 
such that a' t—» ktafor all long roots a' of^\ (in the case where all roots are oj 
equal length they are considered long). In addition if there are two root 
lengths in 2/ and the ratio oj lengths, long to short, is \Tr (r = 2 or 3) then 
one of the two following holds: 
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(i) long (resp. short) roots o /2 - go to long (resp. short) roots of 2 and 

ft -> kfi for all ft e 2,' 

(ii) long (resp. short) roots of 2- go to short (resp. long) roots of 2. 
Furthermore 

a' I—» kta for a' long 

a' I—» (kt/r)afor a' short. 

Proof. Let «' e 2- with a' H-> fcaa. Let W ^ W. Then from 

w'a' h^ i//(w')fca/a = fca'iK
w')a 

we conclude that 

k , = k , , 

Thus ka> is constant on W^-orbits. Thus with a' long in 2-, 

kp = fca, for all long /?' <= 2;. 

Suppose that 2- also has short roots and kp = /z for these short 
roots. 

With a' long, ft short, a' H^ &z-a and ft h-> /z-/} we have 

K, <*7 = //rA2(«,«) 
08', 07 KiiJifrpy 

Since r is not a square (a, a) ¥* (/?, 0) and there are two possibilities 

(a, a) 1 

These give kt = /z and kt = rlt respectively. 

PROPOSITION 6.3. Iffz'Mz ~~* §z and \p:W -* W are group isomorphisms 
thenfzÇE') = 2 and fz is an isomorphism of root systems. 

Proof. Since roots af e 2 ' are indivisible in fyz so then are / f (ar) = kaa. 
Thus each ka = 1 and / f (2 ' ) c 2 . Symmetrically/J -1 (2) c 2 ' . 

PROPOSITION 6.4. Let g and g' be two reductive Lie algebras and suppose 
that f.R(Q) —> R(Q') is a k-linear À-ring isomorphism. Then g and g' are 
isomorphic. In particular, two semisimple Lie algebras are isomorphic if and 
only if their representation rings are X-isomorphic. 

Proof The first part is clear by our last proposition. The second follows 
from the fact that if g' is semisimple then any À-ring morphism/:/?(g) —» 
R(a>') is ^-linear. 
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Remark. If g and g' are reductive and f'.R{§) —> R(a>') is a À-ring 
isomorphism (not necessarily /c-linear) it can still be shown that their 
respective semisimple parts are isomorphic. More generally if g and g' are 
any two Lie algebras and s> and £' denote maximal semisimple Lie 
subalgebras of g and g' respectively then 

*(f l ) ^ * (g ' ) ê' (Appendix, 3, Theorem 1). 

7. Subroot systems. Let 2 be a root system and let 2 ' be a non empty 
subset of 2 . We say that 2 ' is a subroot system of 2 if for all a e 2 ' , 

'«2' = 2'. 

Then 2 ' is a root system in its own right. We say that 2 ' is closed in 2 
if 

(2' + 2') n 2 c 2'. 

We have the following list of proper rank two subroot systems of the 
rank two root systems. 

Closed 

None 

Non closed 

None 

None None 

Bi 
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Closed Non closed 

PROPOSITION 7.1. Let 2 ' be a subroot system of an indecomposable root 
system 2. Then 

A = ( (2' + 2') n 2) U 2' 

/.ç a subroot system of2. 

Proof. If 2 ' is of rank one the result is clear. Suppose rank 2 ' > 1. Then 
A necessarily satisfies the integral property 

2(a, j8)/(a, a) G Z 
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for ail «, j8 G A. We prove that A is stable by reflections ra, a e A. 
Suppose 2 ' not closed. We can see by inspection that the result is true for 
the non-closed A2 in G2 so we assume 2 is not of type G2. 

If a e 2 ' then ra stabilizes 2 ' and 2, hence A. 
Let a = «i + a2

 G P ' + S') n 2 \ 2 ' , where aj, a2
 G 2 ' . Then 

(Q«i + Q«2) n 2 

is a rank two root system and 

(Z«! + Za2) O 2 ' 

is a subroot system. According to the discussion of rank two root systems, 
«i and «2 a r e short, a\ JL a2

 a n d a i + a2 1S l°ng m 2. We are assuming 
that (<p, <p) = 2 for long roots, so (ah a,-) = 1, / = 1, 2; (a, a) = 2. Let /? e 
2' . Then 

(*) ra(3 = j8 -(j8, a)a = j8 -(j8, a, + a2)a, -()8, a, + a2)a2. 

Wehavera«i = — a2, raa2 = —«], both of which belong to 2 r . We assume 
/? ¥= ±OL\\ ±«2- Next 

(1) (A a, + a2) = 0 => râ 8 = j8 G 2 ' 

(2) (j8, a,) = ()8, a2) => ra(] = $ - 2(j8, a,)a, - 2(j8, «2)a2 

= VA,/3 ^ 2'. 

Suppose that ft is long. Then 

08, a,-) = 0, ± 1, / = 1, 2. 

Because of (1) and (2) we are reduced to the case 

08, a,) = ± 1, (ft a2) = 0 

or the same with a\ and a2 interchanged. Then by (*) 

raP = ft + «i + a2. 

However 

rajj8 = yS ± 2a, 

and since «i, /? G 2', we know by root strings that /? -f a, e 2 ' and it is 
short. Thus rft£ e 2 ' + 2 ' . 

Suppose that /? is short. Then 

08, a,-) = 0, ± ~. 
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However 

2(/?, a)/(a, a) = (0, a, + a2) 

is an integer and hence one of (1) or (2) holds and rafi e 2 ' . 
Finally suppose that 

/? G (2' -f 2') n 2 \ 2'. 

Then fi = fi\ + /}2, where /}], /}2
 G 2 ' are short and rtt/}/ e 2 ' whence ra/3 

G 2 ' -f 2 ' . 
The root system A of Proposition 7.1 is called the closure of 2 ' and is 

denoted by ( 2 ' ) . 

COROLLARY 7.2. If ^ is a maximal proper subroot system o / 2 and 2 ' is 
not closed then 

2 - ( (2' + 2') U 2) U 2'. 

8. Maximal equal rank subjoining. Let a> and Q' be reductive and 
suppose thai f.R(Q) —» R(Q') is an equal rank subjoining. In Section 6 we 
have seen that for the purpose of studying equal rank subjoinings we can 
assume that $ is simple. If this is the case then g' will still be, in general, of 
the form $' = s' X a' with s' semi-simple but not necessarily simple and a' 
possibly trivial. 

The natural way to start investigating maximal equal rank subjoinings is 
to look at the maximal equal rank subalgebras. This situation was 
completely described by Borel and de Siebenthal in [1]. 

THEOREM. Let çj be a simple Lie algebra of rank I with Coxeter-Dynkin 
diagram X. Let X be the extended Coxeter-Dynkin diagram obtained by 
adjoining a node corresponding to the negative oj the highest root 

l 

with respect to some Cartan subalgebra and some base of the corresponding 
root system. Lei the nodes of X be indexed by the nt and the new node by 1. 
Then the maximal subalgebras Q' of rank I of Q are enumerated by the 
diagrams obtained by. 

(1) Deleting any one node whose index is a prime number. In this case a>' 
= s' is semis imp le and rank §>' = /. 

(2) Deleting the extension node and any other one node whose index is 1. 
In this case the diagram obtained corresponds to a semisimple Lie algebra s' 
of rank I — 1 and we have $' = £' X k. 
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Actual specimens of subalgebras (1) as above may be obtained by 
adjoining to a standard generating system e\, . . . , ef, f, . . . , // two new 
generators 

e0 e Q-* and fQ e çf 

so that [e0,f0] is the coroot corresponding to — <£. Then if / is the deleted 
index, the subalgebra generated by 

eQ, . . . , eh . . . , e/,/o, . . . , / / , // 

is a subalgebra of the corresponding type. 
Subalgebras of type (2) on the other hand are generated by I) and 

where / is any node indexed by 1. 
The statement that g' is an equal rank maximal subalgebra of g has a 

simple interpretation at the level of root systems. Let V be a Cartan 
subalgebra of g'. Then ft' can be taken as a Cartan subalgebra i) of g and 
relative to this the root system A' of g' is a subset of the root system A of g. 
Since g' is a maximal subalgebra of g, A' is necessarily a maximal closed 
subroot system of A. Conversely every maximal closed subroot system of A 
determines a maximal subalgebra of g. 

We return now to the situation of Section 6 where 

f:R(t) -> R(tf) 

is an equal rank subjoining and in addition we assume that c\ is simple and 
fis a maximal proper. Keeping our previous notation and conventions we 
recall that 2'' and 2 are the coroot systems. After identifying 2 ' inside the 
coroot lattice generated by 2 we have 

2 ' c {)' = £>, 2 c I) 

and for all a' G 2 r , af = kaa for some a G 2. Although it is open to abuse 
we will sometimes write 2 ; < 2 to describe this situation whenever there 
is no danger of confusion. 

Our present discussion breaks into a number of cases: 
Case A. 2 ' decomposable. In this case 

Z = Z\ v . . . v Zs 

and in general 

g' = *' X a' with (/ - {2,
l}^.± L{2's}k±a' = f). 

Let 2, = 2 n {2- } k . Then 2j v . . . v 2^ is a subroot system of 2 and is of 
rank ^ /. We have 
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2 J V . . . V ZJS = 2 ] V . . . V ZJS ff= 2 . 

Thus, under the assumption of maximality, 

I'l v . . . v 2J = 2 j v . . . v 2 V 

and 2j v . . . v 2V is maximal in 2. 
From the definition of 2,, it is closed in 2 . 

(i) If 2j v . . . v 25 is closed in 2 then we know exactly what 
possibilities exist by the Theorem of Borel-de Siebenthal. 

(ii) If 2 ' = 2j v . . . v 2V is not closed in 2 then by the corollary to 
Proposition 7.1. 

2 = ( (2' + 2') n 2) u 2'. 

Let a\ + a2
 G ^ \ 2 ' , «i, a2 e 2 \ Then ah «2 u e m different 2 /s ; say 2j 

and 2 2 . Thus, 2i v 2 2 is not closed in 2 and its closure (2] v 2 2 ) gives a 
proper intermediate subjoining 

2 , v . . . v 2 , $ (2 , v 22> v . . . v 2 , ^ 2 

unless s = 2 and 2 = (2j v 22>. Thus in this case we have 

2 = ( ( 2 , + 22) n 2) u ( 2 , l v 22). 

We claim that 2] v 2 2 is maximal closed in 2V. In fact 2V consists of the 
co-coroots a v := 2a/(a, a), a e 2 which are comprised of 

a\ a <= 2, 

(«i + a2)
y, at e 2Z, at short / = 1,2. 

Since <x\ + a2 is long in 2, (a\ + a2)
v is short in 2V. Such an element 

cannot be a sum /?j + /?2, /?/ ^ 2,-. Thus 2] v 2 2 is closed in 2V. The 
maximality is clear. 

Summarizing case A: 
If 2 ' is decomposable then either 
(i) 2 ' is maximal closed in 2 
(ii) 2 ' = 2] v 2 2 c 2 where 2] v 2 2 is maximal closed in 2V. 

Case B. 2 ' indecomposable. 
Case Bl. 2 has one root length. By Proposition 6.2 2 ' has only one root 

length and 

a' i—> ka 

where k is independent of a\ In view of maximality, either k is a prime or 
k = 1 and 2 ' is a maximal closed subroot system of 2 . 
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Case B2. 2 has two root lengths, 2 ^ G2. 
(a) 2 ' has only one root length. In this case 

a' —» ka k constant 

and 

2 ' < k 2 ^ 2 

so that A: = 1. If 2 ' is not closed then the roots of 2 correspond to short 
roots in 2 the sum of some pairs of which are long in 2 . Thus 2 /V consists 
entirely of long roots in 2V and so is closed in 2V. We conclude that 
either 

2 ' is maximal closed in 2 or 

2 ' v is maximal closed in 2V. 

(b) 2 ' has two root lengths. Then either relative root lengths are 
preserved or reversed by the subjoining. 

(b: preserved) We must have k constant. There are again two cases: 
k = 1. Then 2 ' < 2 (maximal). If 2 ' is not closed then from 

2 = 2' U((2' + 2') n 2) 

we see that 2 ' contains all short roots of 2. Thus 2 /V has all the long roots 
of 2V and is maximal closed in 2V. 

k > 1. Then 2 ' = 2 /c2 and k is a prime. If k = 2 then 

2 ' - 22 < 2V < 2 

and 2 ' is not maximal. If k > 2, however, /c2 is maximal in 2 . In fact, 
if 

£2 < 2* < 2 

for some root system 2*, then 2* has roots on every ray of 2. 
Let ca e 2* \ /c2 where a G 2, 1 ^ c < k. Then c\k so a G 2* and all 

roots of the same length as a lie in 2*. Suppose y G 2, y £ Wa. Then (y, 
y)/(«, a) = 2 or 1/2. Now dy G 2* for some d = 1 or k. However, 

(dy, dy)/(a, a) = d\y, y)/(a, a) = 1/2, 1 or 2. 

Since k ¥= 2 the only possibility is J = 1 so we have 2* = 2. 
The conclusion reached from B(2) (b: preserved) is: 

2 ' = /?2 /? prime p ¥= 2 

or 

2 ' maximal closed in 2 
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or 

2 ' v maximal closed in 2V. 

(b: reversed) By Proposition 6.2 we have 

a' I—» ka if a' is short 

a! i—> 2/ca if a! is long. 

Consider 2 V < 2 . For a e 2, if a is long then ay = a and if a is short 
av = 2a. Thus 

in all cases. We have 

2 ' ë £2V ë 2V < 2. 

By maximality 2 ' = 2V. 
This concludes our discussion except for the case 2 = G2 which is quite 

similar. Summarizing we have 

THEOREM 8.1. Let a> and g' be a simple and a reductive Lie algebra 
respectively, both of the same rank. Let 2 and 2 r be their respective coroot 
systems. Then if Q' is maximally subjoined to g we have one of the following 
(after identification of2' in the coroot lattice generated by 2 ) 
(1) 2 ' is a maximal closed subroot system of 11 
(2) 2 r is a maximal closed subroot system o/^2v 

(3) 2 ' = 2V 

(4) 2 ' = /?2 where p is a prime and 

p =£ 2 if ̂ 2 is of type B\, Q, or F4 

p ¥= 3 if 1, is of type Gi. 

9. Classification of maximal equal rank subjoining. Using Theorem 8.1 
we can complete the classification of the maximal equal rank subjoining 
by looking at each of the various root systems in turn. This is rather 
straightforward and we have omitted details except for some discussion of 
the B/ — C/ and the F4 cases. Since we are working with coroot systems 
everything has to be dualized at the end to get back to the algebra level. 
Theorem 9.1 summarizes all our discussion and it is stated in a most 
general way. In the schemata depicting the relation of the maximal 
subalgebras and maximal subjoinings to each other we have indicated the 
subalgebras by enclosing their labels in rectangular boxes. 
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The root systems and accompanying notations are taken from [3]. In 
particular for each n e N the set {cj, . . . , c„} is an orthonormal basis for 
R" 

Types X/'.X = Ay D, E. These are covered by Case A(i) and Case Bl. 
Apart from the maximal subalgebras there are only the subjoinings/?.¥/, p 
a prime. 

Types B[ and Q. 

I V ? 2 2 2 2 
Bf. ^ o o • • o Li , ^>o 

l o ^ « 2 «3 «/-2 a!-\ al 
«1 

The roots are: 

± eh ± €z d= €y, 1 ^ i < j ta I (extra node —t\ ~€2). 

Standard base: 

«l = *i - €2, . . . , a/-i = c/_] - c/, a/ - €/ 

1 2 2 2 2 1 
Cf. • y>o o ... — • — o ci y o 

ct\ a2 a/_2 a/-i a/ 

The roots are: 

zt 2c,-, ± c,- =b c,-, 1 = / <j ~ I (extra node —2t\). 

Standard base: 

«l = *i - c2, . . . , a/_! = c/_i ~ €/, a/ = 2c/. 

Given in this way Q = Bj but Q itself does not conform to our 
hypothesis on root lengths (namely that long roots should have length 
2). 

The proper maximal closed subroot systems for both cases are given by 

(Div Bi-i i = 2, 3 , . . . . / - 1 
B, {D, 

{BI-X 

c j - , . w ~ , / = 1 , 2 , . . . , / i C, v Q-
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and can be picked out in the obvious way from the above diagrams. 
The unusual point is that Dl v Bt-h B(-\ X k, and A/-\ X k are not 

maximal subjoinings. Indeed Dl v #/_,• (2 ^ / = / — 1) has roots 

e, 1 ^ r < s ^ /: 

£,. ± £, / + 1 ^ . . . 

B/ ] has roots 

I ± er zb €5 2 ^ r < 5 ^ / 
\± er 2 ^ r ^ /. 

However corresponding to the Ct v Q_/ in Q we have 

zb cr ± cv 1 ^ r < 5 ^ / 
zt t,. 1 ^ r ^ / • C } 

r < s ^ I 1 
r ^ / J 

± cr ± cA, i + \ = r <^ s = i i C/ • 
zt c,. / + 1 ^ ^ ' 

Thus Dt v £,_,- < C] v CjL, < 5/ for all 2 ^ / ^ / - 1 and 

fl/_, X jfc < Ci v C^-y < Bh 

As for >l/_i X /c in Q we see that Z)/ is maximally subjoined to C/ by 
dualizing Z)/ as a maximal subalgebra of Bj. 

Df has as roots ±: er ± es 1 ^ r < s îâ / while /!/_ i X /c is a maximal 
subalgebra of D/ with root system 

±(€, - es) \ ^ r < s ^ l. 

Thus Ai-X X k < D{ < Q. 

Type F4. The roots are: 

zt €j zt €j, zt €/, - ( z t ej zt 62 zt c3 zt €4) with / ^ j and 

/,y e { 1 , 2 , 3 , 4 } . 

Standard basis: a\ = €2 — €3, a^ = €3 — €4, «3 = €4, «4 = l/2(cj — €2 — €3 
- € 4 ) 

Highest long root: 2a 1 + 3a2 + 4a3 + 2a4 = 61 + e2 

Highest short root: a\ + 2a2 + 3«3 + «4 = ci. 
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We proceed as follows. (1) Extend the diagram of F4 by the negative of 
the highest long root. (2) Dualize F4 to obtain Fy

4 and extend its diagram 
by the negative of its highest long root, i.e., by the negative of the highest 
short root of F4. (3) Compute the maximal closed subroots systems of F4. 
(4) The dual of these lie in F4\ identify F4 with F4 by turning the dia
gram over. 

The following diagram illustrates the above four steps. The alignment of 
the nodes is meaningful. 

1 2 3 4 2 
(1) F4 extended •—o o = ^ o o 

(2) F4 extended 

(3) 

a i a2
 a3 a4 

OL\ a2 2 « 3 2 « 4 

(4) 

o — ^ a 

A\ X C3 # of roots 36 
A2 X A2 # of roots 12 
B4 # of roots 32 

B3 X A1 
A2 X A2 

Q 

We now have to decide which of these are maximal subjoinings. F4 is 
maximally subjoined to F4. The B3 X A\ has the base 

*2 ~ c 3 , €3 €4, €4, - £ , . 

It is not subjoined to F4 (whose lattice does not contain —e\). Also, 
observing that its roots are indivisible in the root lattice of i\4 and taking 
into account the numerology we conclude that it is maximal. 

The C4 is maximal by similar arguments. 
The second A2 X A2 is closed and hence up to conjugation by the Weyl 

group is the same as the first. 

Type G2. The analysis is similar to the one of F4 though rather easier 
since the dualization of its maximal closed subroot systems (A2 and A\ X 
A\) does not introduce anything new. 

Summarizing: 

THEOREM 9.1. (Classification of maximal equal rank subjoinings). Let t] 
and Q' be two Lie algebras and suppose that 

f:R(Q) -» R(Q') 
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is a maximal equal rank subjoining. Let 5 and z' be maximal semisimple Lie 
subalgebras of a, and Qf respectively and write § = &\ X . . . X ^ as a 
product of simple Lie algebras. Then (possibly after relabeling) we have 

*u X X 5 ?k - 1 X nt 

where m is in general semisimple. Moreover, rank rn = rank ( ^ ) or rank in 
= rank (zk) — 1 and we have that in the first case m itself and in the second 
m X k is maximally subjoined to the simple Lie algebra 5A according to the 

following table: 

B, X B, 

_A 
D, X B,-i 

7\ C, 3B, 5B, 

B,-\ X f / ! ,_ , X f IB, 

2 g / < / 

Bi 3C, 5C, 

C/.-., X f D, X C,-j 

2 ë / < / - 1 
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5Gi 

2 ^ / ë / - 2 

E6 X ! \A1\ \A\XDA \A2XA5\ pE7 

10. Examples. We present four examples which illustrate the various 
guises in which subjoinings appear. 

Example 1. G2 < G2 
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Let a b a2 and âj, â2 be the fundamental roots of G2 and G2 respec
tively. Similarly toj, co2 and wj, cô2 denote their fundamental weights. 

To analyze the subjoining of G2 to G2 we operate with the coroots of G2 

and G2 or in other words with the roots of (G2)
y ( = G2) and (G2)v. 

Let 

{ —V , V 

« l h-> a i 
—V , ~ V 

«2 H-> 3a2 

We conclude that the dual m a p / 0 is given by 
, f CO! h-> CO! 

• y ° \ c o 2 h-> 3œ2 

The pair (/0, ^) with \p:W -* W the identity map determines a subjoining 
of G2 to C72. 

Notice that L(G2) = Ly (e(co2) ). The minimal polynomial of e(cô2) over 
Zy is 

* 3 - e(f0(u2) ) = 0. 

We have the following diagram of finite extensions. 

3 ^Lf 

12 

12 
.K! 

K f ^ 3 
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Example 2. A\ X A\ < B2 (Subalgebra) 

«IK 1 71 P 

J '1(0, Yv) !->(<*, + 

y ° - \ co 2 h->(0, wY) 

2a2)v = «i + «2 

y ) 

*'. 
(>> 1) ! ^ rx 

, ( l , r y ) h-» r ^ r ? 

L' and we have the following diagram 

Example 3. A\ < A\ X ,4] < i?2. 
We present a scheme of the form 

R(B2) 

R(AX) 

where A\ is subjoined to A j X ^ i and #2
 a s a subalgebra while ^ i 

into B2 is not. 
With the notation for B2 as in the last example, we have 
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CO] = <X\ + «2 a n d <°2 = xfal + 2«2)-

Let 

/(A = çT A ©{Ax}*©fl \ A = j8,y,8 

be three Lie algebras of type ^ j . 

Step \.f:R(B2) -> /?(^,) 

/*:ÔV = « H ( a , + a2)V = 2«y + «2 

2 = (wi, 2a ̂  + «2> = </o(<°i)> 8), 

1 - (<o2, 2o^ + «2> = <fo(<*2\ 5>-

Thus 

/ 0 : { Wl , ! *°ô and j - ke r / 0 = <Wl - 2co2)z = <«2>z 

^ (O2 I * tOg 

^D = {1, A"2, n ^ b r2r\r2r\} 

Wj = {1, r2} 
WVW, = {T, ^ } . 

ip: ̂ F —> WD/Wi is given by r§ I—» r\r2r\. (f0, \p) subjoins /Ij to B2 

and under this interpretation A x is viewed as a subalgebra of Z?2-
Step 2. 

f*:V = S i - > ( £ \ 0) = (jS, 0). 

Clearly: 

4 ( a , ! ! " r ; r : - k e r / o - < ( 0 . « r ) > z 

W" = {(1, 1), (/y,, ]),(Ury),(rp,ry)} 

W'i) = W" 

W'i = {(1, l ) . ( l , r y ) } 

wywï = {(TTT), (7^\)} 

>//: PF -» JF£/ PF/ with i|/:rs i-* ( />7) . 
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Step 3. 

f":R(B2) R(AÏ X A]) 

1 - 1 ( 0 , / ) H» «S 

* 1(1, H 

0 V , V 

lai + «9 

1)1- r{r2ri 

>*2 

We leave to the reader to check tha t / 0 = / o ° / o a n d a l s o that if W e 
J/p, w" G \p'(w') and w G I//'(W') then w e ^(w/). 

At the field level we now have for A\ X A\ c i?2 that L' = Lf(e(cûy) ). 
The minimal polynomial of £(<oy) over Ly is 

* 2 - e[ (/0(«2) )2//0(W|) ] = 0 

and the degree of the extensions is 

L 

The reader should compare this with Example 2. 

Example 4. A/- \ X k < A/ (subalgebra). Consider a Lie algebra of type 
Aj and choose a Cartan subalgebra fj. Let {/zj, . . . , hi} be a basis of rj 
consisting of coroots ax */ G 2 ' . Consider next a Lie algebra of 
type A\-\ X k with Cartan subalgebra r/ X k and a basis {h\, . . . , / i /- i , 
1} consisting of coroots a!\ , . . . , a / - i v and 1 G /C. Notice that under the 
canonical identification of k and k*, x —» x* where (A;*, 1) = x for all x G 

We now view A\-\ X k as a maximal subalgebra ^1/ as prescribed by 
Borel-de Siebenthal. Thus 

/ * u 
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where hQ E £) satisfies h0 _L {/zi, . . . , / Î / -I}A. 

Let 

X:= a, + 2a2 + - . . + (/ - l)«/-i + /«/ e ^-

Then (À, /*,) = 0 for all 1 â / ^ / — 1 so we can further assume that /z0 is 
chosen so that 

(JU,, /z0> = (jut, \ ) for all /A e I)*. 

For all 1 ^ j ^ / — 1,1 ^ / ' ^ / we have 

8/7 = <w/, A,-) = </o(co/), A-) and 

/' = (o)h h0) = (fo(ù>j), 1). 

We conclude that 

( c o , ^ ^ ; , / * ) , 1 ^ / ^ / - 1 
7 0 I CO/ H» (0, /*). 

Also xp'.r^ M> ra., 1 ^ /* ^ / — 1. Notice that /to, — /to/ H^ (/CO-, 0) so 
that 

[P' X {0}:/o(P) n (J" X {0} ) ] g /' < oo. 

Also aj* = {/o(co/) }^ = &*, whence 

e(0, A:*) c A/- c Lf. 

Since e(co;, /'*) e / ( Z [ P ] ) and e(0, - / * ) e L/it follows that e(u'h 0) G Ly. 
Thus Lf = L'. 

Obviously the subjoining g\R(Ai) —» ^ ( ^ / - i ) arising from the inclusion 
g*:/z7' i—> /?, 1 ^ / ^ / — 1, is closely related to this. The above arguments 
show that 

go:P - /" 

is such that 

and 

<w/>z - ker g0. 

Clearly ^ - W and W, = {1}. Thus 

Returning to our problem we claim that Kf = K' so that 
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To see this consider the subjoining k:R(A/^i X k) —> R(A/-\) arising 
fromv4/^i ^ Ai-\ X k. Clearly 

k0:P' X k* -> P' 

is the canonical projection and it is straightforward to see that 

g = k of (composition of subjoinings). 

It will suffice to show then that g(Z[P]w) covers Z[P']W. This is indeed 
the case. Let [co,] (resp. [co-] ) denote the character and/or the module of 
the z'th fundamental representation of Af (resp. Af-\). 
By an argument on dimensions 

[co,] h-> [co'J + e(0) [co,] - e(0) H> [coy 

and therefore [a/,] has a preimage in Z[P]W. The result now follows using 
the fact that 

A''([<o,] - e(0) ) -> A''[co'il = [coj]. 

Appendix. On À-structures and representation rings. 

Introduction. The concept of À-ring was first introduced by Grothen-
dieck in [5]. In Appendix 1 we present a brief summary of definitions and 
results on the theory of À-rings. In one way or another this material can be 
found in [7], [12], P. Berthelot, Generalities sur les À-anneaux, Séminaire 
de géométrie algebraique, Lecture Notes in Mathematics 225 (Springer-
Verlag), and in M. Atiyah and D. D. Tall, Group representations, À-rings, 
and the/-homomorphism, Topology 8 (1969), 253-297. 

The representation ring R(§) of a Lie algebra can easily be given a pre 
À-ring structure using exterior powers of Q-module. Usually in the 
literature no further proof is given that it is in fact a À-ring. In Appendix 2 
we establish this fact. 
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Concerning Lie algebras we have kept all the conventions of Section 1. 
All tensor products are taken over the ring Z of integers unless otherwise 
specified. 

Al. À-structures. (In this section ring means commutative ring with 
identity. Whenever a ring is viewed as a subring of a larger ring both 
multiplicative units are supposed to be the same.) 

Recall from Section 1 that a pre À-ring is a pair (A, Xt) where A is a ring 
and 

Xt:A^\ + A[[t]] + 

with action 

\t\a H> 1 + \\a)t + \\a)t2+ . . . , V a <= A 

is such that \ t is a group morphism and X\a) = a for all a e A. We also 
know that an equivalent definition can be given in terms of a family of 
mappings {A'7}„e Z^0^ -> A. 

If (A, Xt) is a À-structure then \ t is called the: .Vmapping and {\n}n(=z {) 

the set of À-powers of the À-structure. 
Also from Section 1 we recall the definitions of À-ideal, À-morphism, 

and À-degree. 
We start by constructing two families of polynomials that are essential 

for the definition of À-ring. 
Let Xo G N be an arbitrary large natural number (see Remark below). 

Let {Xj}\^j^Xo be a family of algebraically independent variables over Z 
and denote by et the /-th elementary symmetric function on {Xj}. 

Consider the polynomial 

Xo 

p = n (i + xt ® Xjt) 

P G (Z[Xh . . . , Xn9 . . . ] ® Z[Xh . . . , * „ , . . . ] )[/]. 

If we write 

Xo 

P = 2 P ^ , 

then Pyy is a polynomial of degree TV in {X, ® Xj} and it can be shown 
that 

PN G Z[eX9...,eN]®Z[ei9...,eN] 
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is a polynomial in IN variables that we write 
PN = Pu(eh eN; eh . . . , eN). 

Moreover, the P v ' s are universal in the sense that if Xo = n = N a n d w e 

compute 

n n 

p{n) = n (i + (xi®Xj)t) = 2 p{"]ti 

Lj=\ / = 0 

then 

PW = PN(e?\...,eW;e?\....eW) 

where e/1 denotes the /-th elementary symmetric function on X\, . . . , 
X„. 

In a similar way if D G Z^ 0 and we consider 

PD = i t (1 + Xh Xh . . . A^ /) G Z[*,, . . . , * , „ . . . ] [r] 
i ^ / i < . . . < / D 

and write 

Xo 

PD = 2J PN.D1-
N = Q 

Then 

P;V.D G zl>b . . . , ^v / )] 

and the P,V.D'S
 a r e universal, as above, provided that Xo = n = NZ). 

Remark. The more formal mathematical treatment of this material 
would be the following. 

Let A be a ring. We define 

A„ = A[X{,...,Xn]®A[Xh...,X„] 

and ring homomorphisms 

Pm.n-Am " ^ An ™ = " 

by 

?„,.„:*,• ® A,- h-> £/*,. ® €jXj 

where 

c/7 = 1 if 1 = h ^ n and 0 otherwise. 
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Let A„ be the subring of An consisting of elements invariant under the 
action of @„ X @„ (@„ = symmetric group on n symbols). 

Let A = lim An with respect to {pmn}. Then 
<— n 

(i> ("),eZm) e A. 

Similarly for {P„,D}„Gzs!0
 w h e r e 

now An — ^4[X], . . . , XJS/D]. 
Definition. A À-ring is a pre À-ring (v4, Xt) such that 

LRI:X,(1) = 1 + / 

LRll:\"(ab) = Pn{a, \2{a), . . . , À'7(a); &, X2(b\ . . . , Xw(è) ) 

LRIII :À m (À '» ) = Pm,n(a, X\a\ . . . , Xnm(a) ) 

for all a, b <^ A and m, n ^ Z^o-

Definition. A À-structure (y4, Àf) is said to be constructable over a certain 
set 5 c ,4 if 

(i) degx b = I V b e 5 
(ii) è b b2 ^ B ^ degx(Z?i/?2) = 1 

(hi) « ^ A => 3b\, b2, . . . , bn e 5 such that 

a = 2 C/̂ / where ez- = ±: 1. 
/ = i 

PROPOSITION 1. Le/ (̂ 4, À,) be a pre X-ring. Let B (z A and suppose that 
{A, \t) is constructable over B. Then (A, \t) is a X-ring. 

PROPOSITION 2. Let (R, Xt) and (S, At) be X-structures. Suppose that (R, 
Xt) is constructable over a certain set B c R. Let f:R —* S be a ring 
morphism such that 

degA/(r) = 1 for all r e £ \ k e r / 

Then f is a X-morphism. 

PROPOSITION 3. Let (R, Xt) and (S, At) be two X-rings. There exists a 
unique mapping 

(X ® A)t:R ® S -> 1 + (R ® S)[ [t] ] + 

(À ® A\:x \-> (X ® A)°(JC) + (À ® A)\x)t + (À ® A)2(JC)/2 + . . . 

for all x G R Q S having the following properties: 
(i) (À ® A f (r ® 1) = X"(r) ® 1 awrf (À ® A)w(l ® s) = 1 ® A"(s) 
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(ii) (A 0 Kf(r ®s) = Pn(r 0 1, . . . , (A ® A)'7(r 0 1); 1 0 s, . . . , (A 0 
A)"(l 0 5) )/or ail r ^ R,s ^ S andn ^ Zm, 

(iii) (# 0 5, (A 0 A),) w « A-n>?g. 

Example. The following result about A-structures for Z was used in 
Proposition 4.6. 

Define A,:Z-> 1 + Z[[/]] + by 

A,:A? I-> (1 + t)\ 

Clearly (Z, \t) is a pre A-ring and moreover a A-ring since (Z, Ar) is 
constructable over B = {1}; on the other hand if (Z, A,) is a A-ring, then 
by LRI we have A r(l) = 1 + t and therefore At = Xt. 

We conclude that Z has a unique A-ring structure. However Z has an 
infinite number of different pre A-ring structures for if a^ «3, . . . , a^ e Z 
then 

\t\n i-> (1 + / + a2t
2+ . . . + akt

kf 

gives Z a pre A-ring structure. Notice that Theorem 2.1 uses the A-ring 
structure on R(§') (see Appendix 2). When $' = {0} this means that 

tf(fl') ^ Z[e(0) ] - 1 + Z[e(0) ][[*]] + 

is given by 

«e(0) h->(l + e{0)t)n 

which of course coincides with the unique A-ring structure of Z after 
having identified Z with the group algebra Z[e(0) ] of the trivial group 
over Z. 

A2. Rings of representations. (If g is a Lie algebra by a g-module we 
mean a finite dimensional g-module.) 

Let g be a Lie algebra. Denote by s($) the set of isomorphism classes of 
simple g-modules. If Fis such a module then we write [V] for its class. Let 
R(q) be the free abelian group on S(Q). 

Suppose that F is an arbitrary g-module. Let (Fn, Fn-\, . . . , F0) be a 
Jordan-Holder decomposition series for F. We define 

n 

[F] = 2 [Fi/Fi-Ù G R(Q). 

In R(a>) there exists a unique multiplication that is distributive with 
respect to the sum and such that for all g-modules A and B one has 
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[A][B] = [A®kB]. 

Together with this multiplication R(Q) becomes a commutative ring 
with identity called the representation ring of Q. 

Un <E Z ^ 0 and F is a g-module let An(V) denote the n-th exterior 
power of V. The family of mappings 

{ A " } „ e Z e o : * ( 0 ) - > * ( 0 ) 

such that 

An:[V] ^ [An(V)] 

is well defined. Let 

A, : jR(g)-M + #(ô)[[/]] + 

be defined by 

( m \ m 

2 nAVi] H> II(A0[K,-] + A\Vi]t + A2[K7]/
2-f . . . )'". 

One can easily verify then that (R(g), At) is a pre A-ring. 

Remark. Let $' be a subalgebra of g. Any g-module can be viewed as a 
^'-module simply by restriction. We have a ring morphism/:i?(t]) —> /?(cj'). 
Since the underlying vector space structure of V is the same regardless of 
whether we view V as a g or a g'-module,/as above is a A-morphism. 

In the remaining part of this section, we will study the structure of the 
representation rings, eventually showing that (R(Q), At) is actually a 
À-ring. The analysis breaks into a number of cases. 

Semisimple case. Let g = s be a semisimple Lie algebra. Choose a 
Cartan subalgebra I) of g and a base II for the corresponding root system. 
Let P be the weight lattice and Z[P] the group algebra on P over Z written 
multiplicatively. The Weyl group W acts naturally on Z[P] by 

w 2 n^edx) = 2 V?(w/i) 

for all w G W and 

2 ^ ( / i ) G Z[P]. 

Let Z[P]W denote the subring of Z[P] consisting of f^-in variant 
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elements. It is known then [4] that the character map 

ch:/*(ê)-> Z[P]W 

is a ring isomorphism. Define 

A,:Z[P]->1 + Z[P] [[*]] + 

by 

V . S ^ e ^ ^ I K l + e(p)t)n». 

Clearly (Z[P], Xr) is a pre X-ring. Moreover (Z[P], X,) is constructable 
over B = {e{\x)\ii e JP} and therefore is a X-ring (Proposition 1). 

To show that (Z[P]W, \t) is a X-ring it will suffice to show that 

Xt(Z[P]w) c 1 + Z[P}w[[t}} + . 

If JC = 2 Hp e(ju) G Z[P]H then ^ = «w/i for all w e Ĥ  and /x e J\ 
therefore the formal power series 

11(1 + e(ji)t)n» 

is J^-invariant together with all of its coefficients. Thus 

\t(x) = 11(1 + e(ii)t)^ e 1 + Z[P]w[[t]] + . 

Finally, let Kbe an e-module. Choose a basis (v\ v„) for V consisting 
of weight vectors relative to l). If k e Z^ 0

 t n e s e t 

{v,- A . . . A v/A:l ^ /, < . . . / * ë w} 

forms a /c-basis for AA ( V) and 

chA*(K) = 2 eC / i ) - - . *("/*)• 

If ch, denotes the extension of ch to the ring of formal power series, 
straightforward computation shows that 

X,ch = ch; A,. 

Therefore 

(Z[P]w,\r) &(R(*\ A,). 
ch 

In particular the latter is a X-ring. 

Commutative case. Let a be a commutative Lie algebra. Since k is 
algebraically closed, every irreducible a-module is one dimensional and 
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one can easily see that 

ch:R(a) -* Z[a*} 

is a ring isomorphism where Z[a*] denotes the group algebra on {e(<p):<pf 

e a*} over Z. 
As before; if we define 

X,:Z[ct*]->l + Z[a*] [ [ / ] ] + 

by 

A,: 2 /y?(v) H-> I I (1 + e(v)t)"v 
<jpea* (pea* 

then (Z[a*], Xt) is a pre À-ring that, again by constructabiLiy, is also a 
À-ring. Moreover 

(R(a), At) A (Z[û*], À,). 
ch 

Remark. It is unfortunate that the existence of a À-ring isomorphism 
between the representation rings of two commutative Lie algebras does 
not imply the isomorphism of the algebras. For example let n, m e Z>o 
and n ¥= m. Then any group isomorphism 

f:(kf\ +)-*(kn\ +) 

(such mappings always exist) extends to a ring isomorphism 

f:Z[k»*] -> Z[km*\. 

Furthermore / is a À-morphism by Proposition 2. We overcome this 
problem in the main test by imposing /c-linearity on our mappings. 

Reductive case. Let gz:/ = 1, 2 be two Lie algebras. Then for the natural 
ring structure of R(Q\) ® R(Q>2) there exists a unique ring monomor-
phism 

i:R(Q\) ® R(Q2)-* R(G\ X fi2) 

extending the natural embeddings 

er.Rtei) <=± Rfa X g2): i = 1,2. 

If Mj is a ^/-module, /' = 1,2 then 

i:[Mx] ® [M2] i-> [M, ®^ M2]. 

https://doi.org/10.4153/CJM-1983-051-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1983-051-x


REPRESENTATION RINGS 955 

Suppose now that Qi = ê is semisimple and g. 2 = a is commutative. If V 
is a simple ë X a-module then a acts on V as scalar multiplication, say 

x • v = <JP(X)V Vx G a, v G F 

where <p e a*. 
Let w be a symbol and kw be the one dimension k vector space with {w} 

as a basis. Make kw into an a module by defining 

x • w = <p(x)w for all x e a. 

Denote by F the ê-module obtained by restricting the action of £ X a on 
V to ». We have 

[V] ® [fcw] -^ [F ®A£w] = [F]. 

Therefore i:R(§>) ® R(a) —> R(§> X a) is a ring isomorphism. 

PROPOSITION 4. (/£(# X a), Ar) z's « X-ring. Moreover 

X 
R(è) ® R(a) ^ R(& X a). 

/V00/! We denote by A", A", A" the w-th exterior powers of 5 X a, £ 
and a-modules respectively. 

(R(§> X a), At) has a pre À-ring structure that is completely determined 
by knowing the À-powers of simple ê X a-modules. We keep the above 
notation but write N instead of kw. Computation shows that for all n e 

AW(K) ^ A"(F ® f A) ~ A"(P) ® f A'7 

where 

N" = ® f A. 

On the other hand in the unique À-ring structure of R(§>) ® R(a), 
(according to Proposition 3) we have 

( A * ® A a ) " ( F ® z A ) 

= Pn{[V] ® 1 , . . . , A"([F]) ® 1; 1 ® A, 0, . . . , 0) 

= A"( [K] )® [A"]. 

We conclude that Ar is the mapping induced from (A5 ® AQ)/ via the ring 
isomorphism /, whence the result. 
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General case. 

PROPOSITION 5. Let g be a Lie algebra and n its nil-radical. Then 

R(Q/n) ~ R(Q). 

Proof. If Fis a g/n-module then clearly Kcan be viewed as a g-module. 
If we call this "assignment" <p and write 

we then have a ring monomorphism 

given by 

^:[V] -> [KJ where ^ = [ ] o <p; i.e.. 

On the other hand if p is an irreducible representation of g then n c ker p 
and p can be viewed as a representation of (\/n. Thus ^ is also 
surjective. 

PROPOSITION 6. Let g be a Lie algebra. Then (R(ç\), At) is a X-ring. 
Moreover 

(Riq); A,) A R(Q/iu A,). 

Proof. Since g/n is reductive i?(g/n, A,) is a À-ring. By our last 
proposition it will suffice to show that the exterior powers A^ of g-mod-
ules are the ones induced from the exterior powers A" of g/n-modules via 
\p. Since 

(A"(K))„ = A'l(V,) 

we have 

i(A"[V] ) = MA''(V) ] = []o *(A"(K) ) = [ ](A"(K) )a 

= t KAflĈ ,)) = [AX)i = A"tK«i = Kwn 

A3. Further results. 

PROPOSITION 7. Let ç\= s X a be reductive. For an element X e R($ X 
a) to be oj X-degree one it is necessary and sufficient that X = [1 ® N] jot-
some simple a-module N. 
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Necessity. Let 

* = 2 riilVi] e R(& X a) 
* G / 

where / is finite and for all / e /, nz ^ 0, Vt is a simple ê X a-module and / 
*J=*[Vi] * [VjlLct 

I+ = {i e I:m > 0} and / " = {i e l.n, < 0}. 

By definition 

AtX = I I (1 + [Vi\t + . . . + A^K,-]/" -f . . . f'. 
/ G / 

If degA X = 1 then 

A , * = 1 + ( 2 ^-[K,-])/. 

Therefore 

(1 + 2 «/[Ky]/) I I (1 + [Vt\t + . . . ) " " ' 
/ G / / G / 

= I I (1 + [Kf-]r + . . .)" ' . 
/ G / + 

Equating the highest powers of t on both sides of the above we obtain 

2 nAV,} IT (A^'tK,])-»' = Et {^{l)[V,yp 
/ ' G / / G / / G / " 

where <i(/) = dim^F, for all / e /. Now 

A\mkK
d^\Vi) = 1 

so that 

[Ad(i)(Vj)] = [1 ® NA 

for some simple a-module Nr The last equation now reads 

( 2 «/[K/lHl 0 N] = [1 0 M] 
\ G / ' 

for some simple a-modules N and M. Multiplying both sides of this 
equation by [1 ® N'] for a suitable N' gives 
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(2«,[K /]) = [ i ® r ] 

where T is a simple ct-module. 
Sufficiency. This is clear. 

Definition. A Lie algebra is said to be perfect if it coincides with its 
derived algebra. 

PROPOSITION 8. Let g be a Lie algebra, r and n its radical and nil-radical 
respectively. Then the following conditions are equivalent: 

(i) g is perfect 
(ii) r = n 

(iii) g/n z's semisimple. 

T H E O R E M 1. (a) If the representation rings of two Lie algebras Q] and g 2 
are X-isomorphic then any two maximal semisimple Lie subalgebras Z\ and Zi 
of ç\\ and g 2 are isomorphic. 

(b) Suppose ëi ~ §>2- Then for R(&\) to be X-isomorphic to R(c\2) it is 
necessary and sufficient that a>\ and g 2 be both perfect or both non perfect. 

Proof Let n, be the nil-radical of g r If êz is maximal semisimple then 
ç\,/n, ~ é>i X a, for / = 1,2. 

X 
Suppose that R(Q\) — R(Q>2)- Then we have a À-ring isomorphism 

/r.K(s,) ® R(ai) - » R(è2) ® R(a2) 

where according to our previous notation 

h:= /'2"1 O ^ 2 _ 1 0 / 0 t/zj o / j . 

Clearly 1 ® R(aj) is a sub À-ring of ^ ( g ^ n , ) . A free basis for 1 ® R(a,) 
consists of elements of the form [1 ® N)] where TV, is a simple a -module . 
By Proposition 7 these are the elements of \ -degree one in ^ ( g / r t , ) . 

Since a A-isomorphism preserves X-degrees, the free bases are mapped 
one onto the other by h so that 

ha'= All0/?(a,)-#(ûl) "^ ^(02) 

is a À-ring isomorphism. 
The ring morphisms 

dr.Ria,)-* Z 

defined by 

4 : 2 am[Nm] ^ 2 am 
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are À-ring morphisms by Proposition 2. Consider next for /: = 1,2 the ring 
morphisms 

defined by 

( 2 s„[V„]) 0 2 am[Nm] i-> ( 2 flm)2 5„[K„]. 
n m m n 

Let/;- = ker 4 . It is clear that ker at = P(s,) 0 / . 
By the way the X-powers are defined in the tensor product of two 

X-rings, in order to show that ker ol is a X-ideal of R(Qj/ïij) it will suffice to 
notice t h a t / is a X-ideal of R(ÙJ). We have 

Rito/myR&j) ® / ^ R&). 

X 
Now ha:R(ci\) —> Rfa) gives a X-ring isomorphism/] — / 2 which leads 
to a X-ring isomorphism between the ideals generated b y / in R^j/n,). 
This last in turn gives us a X-ring isomorphism between the quotient rings 
from which we conclude that 

R(h) = R(*2)-

The result now follows from Proposition 6.4. 
The second part of the theorem is almost clear. If $] and ç\2 are both 

perfect then Q\/x\\ ^ $\ and fa/ni — %2 a n d t n e result follows from 
Proposition 6 of this appendix. 

If neither Q\ nor g2
 ls perfect, then 

Q\/X\\ ^ 5] X Q b ^2 /^2 — $2 X a 2 

with a] 7̂  {0} ¥= a2. 
Let P, be the weight lattice of s, with respect to a certain Cartan 

subalgebra fy that we suppose chosen. By hypothesis Sj ~ $2. Let 

and 

/o.a:cti -> a2 

be group isomorphisms. ( /0 a is constructed as in Appendix, 2, commuta
tive case.) Define a group isomorphism 
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/ o : = /o,S + fo,a'.P\ X ûf -*P2 X ûf. 

Since the Weyl groups W\ and W2 of êi and §2 a r e isomorphic the result 
now follows by applying Theorem 1.2(B) to (/0, *//), Wt ^ J ^ a n d 
Proposition 6. 

Conversely, if R(Q\) and ^(92) a r e A-isomorphic then there exists an 
induced group isomorphism between the group of weights of c\\/n\ and 
g2/n2. These groups are free abelian, if one algebra is perfect and the other 
is not then the rank of one of them is finite while the other is infinite and 
therefore the two groups are not isomorphic. 
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